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A Fine-tuning Settings

Image-Text Retrieval We adopt the widely used Karpathy split [8] on the
COCO caption dataset [11] to conduct our experiments. Specifically, the dataset
consists of 113, 287 images for training, 5, 000 images for validation, and 5, 000
images for testing. Each image is associated with 5 human-generated captions.
For the OscarB model, we fine-tune with a batch size of 256 for 40 epochs. The
initial learning rate is set to 2e−5 and linearly decreases. For the OscarL model,
we fine-tune with a batch size of 128 for 40 epochs. The initial learning rate is set
to 1e−5 and linearly decreases. We use the validation set for parameter tuning.
We compare with several existing methods, including DVSA [8], VSE++ [5],
DPC [19], CAMP [18], SCAN [9], SCG [15], PFAN [17], Unicoder-VL [10], 12-
in-1 [12], UNITER [4].

Image Captioning Though the training objective (i.e., seq2seq) for image cap-
tioning is different from that used in pre-training (i.e., bidirectional attention-
based mask token loss), we directly fine-tune Oscar for image captioning on
COCO without additional pre-training on Conceptual Captions [14]. This is to
validate the generalization ability of the Oscar models for generation tasks. We
use the same Karpathy split [8]. During training, we randomly select 15% of cap-
tion tokens with a maximum of 3 tokens per caption to be masked out. For the
OscarB model, we fine-tune with cross-entropy loss for 40 epochs with a batch
size of 256 and an initial learning rate of 3e−5 and then with CIDEr optimiza-
tion [13] for 5 epochs with a batch size of 64 and initial learning rate of 1e−6.
For the OscarL model, we fine-tune for 30 epochs with a batch size of 128 and
an initial learning rate of 1e−5 and then with CIDEr optimization for another 3
epochs with a batch size of 48 and learning rate of {1e−6, 5e−7}. We compare
with several existing methods, including BUTD [2], VLP [20], AoANet [6].

NoCaps Since NoCaps images are collected from Open Images. We train an
object detector using the Open Images training set and applied it to generate the
tags. We conduct experiments from BERT model directly without pre-training as
required by the task guidelines. For the OscarB model, we train 40 epoch with a
batch size of 256 and learning rate 3e−5; further we perform CIDEr optimization
with learning rate 1e−6 and batch size 64 for 5 epochs. During inference, we use
constrained beam search for decoding. We compare Oscar with UpDown [1] on
this task.

VQA For VQA training, we random sample a set of 2k images from the MS
COCO validation set as our validation set, the rest of images in the training
and validation are used in the VQA finetuning. For the OscarB model, we fine-
tune for 25 epochs with a learning rate of 5e−5 and a batch size of 128. For the
OscarL model, we fine-tune for 25 epochs with with a learning rate of 3e−5 and
a batch size of 96.

GQA The fine-tuning procedure of GQA is similar to that of VQA. For the
OscarB model, we fine-tune for 5 epochs with a learning rate of 5e−5 and a batch
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size of 128. We compare with four existing methods, including LXMERT [16],
MMN [3], 12-in-1 [12], NSM [7].

NLVR2 For the OscarB model, we fine-tune for 20 epochs with learning rate
{2e−5, 3e−5, 5e−5} and a batch size of 72. For the OscarL model, we fine-tune
for 20 epochs with learning rate of {2e−5, 3e−5} and a batch size of 48.

B Pre-training Corpus

Table 1 shows the statistics of image and text of the corpus.

Table 1: Statistics of the pre-training corpus.

Source
COCO CC SBU Flicker30k VQA GQA VG-QA Total
(train) (all) (all) (train) (train) (bal-train) (train)

Image/Text 112k/560k 3.0M/3.0M 840k/840k 29k/145k 83k/444k 79k/1026k 48k/484k 4.1M/6.5M

C More Results

The enlarged t-SNE visualization results of Oscar and baseline (no tags) are
shown in Fig. 1 and Fig. 2, respectively.
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Fig. 1: Feature visualization of Oscar. We observe small distances between text
and image features of the same object; some of them are perfectly aligned, as
demonstrated by the overlapping regions.
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Fig. 2: Feature visualization of baseline (no tags). For several object classes, their
text and image features are largely separated (e.g., person, umbrella, zebra). The
distance of image features between some objects is too small (e.g., bench, chair,
couch).


