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Fig. 1. Endoscopy classification dataset for gastrointestinal tract (referred
as miniEndoGI ). miniEndoGI dataset consists of 15 classes in the training set and 5
classes each in the validation and the test set. Each class consists of 60 images per class.
However, random sampling is done during training utilising n-shot and k-way meta-
training approach. The dataset consist of multi-center, multi-organ and multi-modality
as shown in the right bottom.



2 S. Ali et al.

3-way and 1-shot

5-way and 1-shot

Euclidean Cosine AAM

Euclidean Cosine AAM

Fig. 2. Confusion matrix for 3-way and 5-way classification with a single
sample (1-shot). Top: 3-way and 1-shot, i.e., 1 sample was provided for classifying
images from 3 classes (k = 3). Bottom: 5-way and 1-shot, i.e., 1-sample was provided
to predict between 5 classes (k = 5). Random values [1, 500] for k-test classes were
provided for each case. Per class classification for each case is provided as the confusion
matrix where the diagonal elements represents the correctly identified labels. Similar
fashion was adapted for training on NVIDIA 2080Ti GPU. Please see Section 3 of the
main manuscript regarding details on training.


