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Supplemental material

Theorem 5. For any p(y|z) € [¢,1] and T > 1, the Liccg loss is bounded by:
0<Licce(f(z),y) <B (12)

where B = (1 —¢) max(L:m), e%5T) (The proof see Appendiz).
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Proof. Observe that, since the “—r"=— > 0 for all p(y|@) € [¢, 1], Licce = 0
for all p(y|x) € [e, 1]. Moreover, since
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Based on the Theorem 5, we will show the L;ccr loss with respect to all
classes is bounded under condition p(y|x) € [¢,1] and T > 1.



