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Abstract. Consolidating entity information spread across multiple documents is
a critical problem now with the growing use of large open-domain doctimen
sources. Associating every entity in a corpus to a unique entry in a growing
knowledge base serves a dual purpose of consolidating (disambigjuextitities

as well as to build a rich growing knowledge source containing informationta
each and every entity accumulated from several documents. With thenme of
ambiguous names, use of nominals and aliases, the task of hyperetaggam-

tity mentioned in a document to a node in a knowledge base requires thé use o
context in addition to name matching rules. In this paper, we preseniaozagh

that computes a similarity between entities identified in a document with those
in the knowledge base using a Vector Space Model utilizing documentdevel

tity profiles - Information accumulated for each entity from the entire demtm
The technique resulted in a TAC evaluation scor&f at the TAC 2009 KBP
track. The same technique was also successfully used in obtaining stiateenf
F-measuresd8.95) in disambiguating person names by clustering the similarity
values obtained using hierarchical agglomerative clustering.

1 Introduction

One of the primary goals in automatic content extractiomftext is identification of
the entities mentioned in text. The end goal in this iderdtfan is the creation of an
ENTITY PROFILE (EP) which contains all the information provided about aipalar
entity across a set of documents. To create a complete BEReatldividual references
to the entity must be identified across the entire corpus mukéd together. The lat-
ter process is known aSOREFERENCE RESOLUTIONEach mention carries with it
some additional information about the entity; the EP is #ofusf this content. As new
documents flow through the system, new occurrences of &ntitie detected in these
documents. In order to add information from these documarggstem must be able to
determine what entity this information is about. The mogpamant piece of informa-
tion about an entity, for this purpose, is its name. Howeakhough we often think of
the name of a thing as a unique designator of that thing, wer kinat this is not the case
in practice. Oftentimes people share the same name, andismaa single individual
may go by several names. For example, [1] found 35 diffemlividuals namedohn
Smithin a collection of New York Times articles from 1996 and 19@éntrary to this



problem, itis also very common to find the same person rafdayeseveral variations of
the name due to aliases, misspellings, hame variants duansliteration, nicknames,
long and short forms. Therefore, in a sufficiently largelscaodel, the ability to asso-
ciate extracted information with the correct individuah@uwn or novel) is critical to the
usefulness of that system as a model of the real world. Thedtfferent but coupled

problems can be formally defined as follows.

1. Entity Matching: To group the different entity mentions together despitebe-
ing mentioned using the same name. Contrary to the abovesatietions in the
mentions for an entity in a corpus are not only prevalent irsq@e names but also
are common to other entity types.

2. Entity Disambiguation: To distinguish the different entities despite their being
mentioned using the same name. In particular, the study merdisambiguation
tends to focus on person names. Location hames are alscanftigiguous, but the
prevalence of ambiguity seems to tail off somewhat for ottmgrortant entity types
such as organizations, facilities, vehicles or militarjtsin

The disambiguation problem is the harder of the two since ftere that coreference
resolution needs to be made using plain context. Lately, lias received a lot of in-
terest in the research community. For example, in the 2007ESal workshop [2], a

competition for disambiguating names from web search welsded. ACE 2008 also

included cross document coreference resolution, althalogy focused on the entity
matching task. It should be pointed here that althoughyemtétching is overall a rela-
tively easier task, the specific sub problem of identifyitigses is a very difficult one,

since the selection of candidates for the search space lesdom large.

2 TAC KBP Entity Linking Task Description

The Knowledge Base Population (KBP) track of Text Analysimférence(TAC) 2009
formulated the problem of cross document entity consdbdads anEntity Linking
task described belowsiven a corpus of documents as well as a Knowledge Base (KB)
(Wikipedia info-boxes) containing several named entdlesg with their critical infor-
mation such as entity type (PER, ORG etc), disambiguatixtytikipedia text) etc.,
the goal is to link entities found in a corpus to nodes in the K8 entries that do not
exist in the KB a NIL reference needs to be madiere specifically, not all the entities in
the corpus need be linked but only certain entities of irsiegezen as two tuple queries
< entity name >, < document id >. The < entity name > corresponds to string
with which the entity is mentioned in the document. The tastoioutput a three tuple
< entity name >, < document id >, < Knowledge Base Id > such that every en-
tity of interest is linked with the matching entry in the KBh& Knowledge Base Id

is unique identifier by which each entry in the wikipeida inéx is tagged. ANIL id is
also permissible for those entities that do not corresporathy in the KB.



3 Outline of Approach

Our approach to th&ntity Linkingtask is to first index the complete KB to obtain a
feature list comprising of bag-of-words (non-stop words)dvery entry in the KB. We
then process all the documents in the corpus using our IEhen@emantex) which
performs Tokenization, POS tagging, Named Entity Recagmi{NER) and within
document Co-Reference resolution. The main reason tompeidatomatic NER even
though the entity of interest is specified in the query is taabke to obtain a profile
of that entity in that document. In our system, we maintairatMould be described as
anentity-orientedmodel. The key objects in the model amatity profiles which com-
bine in one place features of the entity, attributes of thigyeflinks from the entity
to avalue rather than another entity), relations (to or from anothdity), and events
that this entity is involved in as a participant. The restilpmcessing a document is
a collection ofdocument-leveéntity profiles, which represent all of the information
associated with any mention of that entity in the documehe profile also contains
the different names (aliases / co-references) with whiehettitity has been mentioned
through out the document and also the entity type (PER,ORG)G

Once the document level entity profiles are obtained usimg®engine, we then
select those profiles of interest (entities mentioned inghery) by matching (string
match) the query entity name against the entity name in thigygrofile. Consider
for example a document that contains mentiongsebrge W. Bush in two different
surface forms -Bush andGeorge W. Bush. The entity profile created by process-
ing of the document through our IE engine would list a singlefife for the entity
George W. Bush containingBush as an alias name. Now even if the entity name in
the query is jusBush, we would be able select tiiéeorge W. Bush profile. The key
advantage in using entity profiles is that all the alias nalisésd under the profile of
that entity will be used to match against the entity namebénkB — thereby decreas-
ing the chances of not selecting a node in the KB purely bagetti® entity name in
guery. Another advantage is that we only need to searchghrthe particular entity
type (PER, ORG or GPE) in the KB since the profile of the entigtains this infor-
mation.

We first employ simple name matching rules described in@eetito obtain a can-
didate list of all entities (in the KB) that could potentiabbe the same as that of entity
in the document. This corresponds to selecting all the nod#se KB whose entity
name matches (string match) with any of the alias names iprbide. We term this
step a€ntity Matching as defined previously in section 1. We then use a Vector Space
Model (VSM) that employs a rich set of features exracted ftbencontext (contained
in the profile), to obtain similarity values between the gniti the document and each
and every entity in the candidate list. This step is terme#mtity Disambiguation
as previously defined in section 1. The entity in the corpusied with top ranked
candidate if its similarity is greater than a threshold.



4 Entity Matching Model

The entity matching model is a bunch of name matching rulasatiempts to retrieve
all possible candidate entries from the KB that could paddigtbe the same entity
as of the query entity in the document. The rules are diffebased on the entity
type (PER, ORG or GPE) and they evaluatdrtee or falsefor every trial. All rules
are based on case insensitive matches. Two strings arecsaidtth if they satisfy

dedit (51, 52)
min (|51, [5a])
the two strings andS]| is the length of the string. Let us defiig to be the surface
string of the query entity anfy; as the entity in the KB. We now have the following
rules.

< 0.2 , whered,q;: () is the levenshtein edit distance between

1. PER: Every person name contaitast nameandfirst name Thelast namés never
an empty string. If botast nameandfirst nameare non-empty strings for bot$,
and Sy, then they both need to match (as per definition above).Heeientity has
thefirst nameempty, then only théast nameneed match.

2. ORG: Organization names tend to be front loaded (eg. Microsafp.goi.e. the
first token is generally the name of the organization. Howéwvere are exceptions
like ‘Air France’ etc. We first obtain an inverse documentjirency of all the tokens
in the entity names for organizations (ORG) in the KB. We ardyisider matches
of strings which are not the most frequently occurring gsiffnon-common’). For
a positive match betwees, and S, the first ‘non-common’ token it$,; should
match (by edit distance) to any token . For example ifS, = AirMacau
and Sy, = AirFrance, then the match is false since the token ‘Air’ is not a ‘non-
common’ term.

3. GPE: The rules to match location names were the same as that afipagans.

All candidate entities in the KB satisfying the rules aratbabjected to disambiguation
using context. This model is described next.

5 Disambiguation Model

We employ a Vector Space Model (VSM) to represent the feataf¢he entities. The
features for the entities in the KB are just the bag-of-wdrdm-stop words) in their
morphological form extracted from the wikipedia-infobaxtiy of that entity. For the
entities in the document, we employ a rich set of featuresrdeed in detail below. The
basic features consists of the following

1. Summary terms(S): All the non-stop word tokens in theeseee of the entity men-
tion or its coreference are included in their morphologioah to the bag-of-words
features.

2. Base Noun Phrases (BNP): The non recursive noun phraties sentence of enti-
ties mention.

3. Document Entities(DE): All the other named entities rwred in the document.



5.1 Enhancement to features in VSM

Our IE engine is first run on every document in the corpus foneghentity recognition
and within document coreference resolution. Below we emate@ur modifications to
the model.

1. Employing a single bag of words model: We employ a singte dfavords model
where in we merge the different features together. It wagmesl in our experi-
ments that this yields better performance. The key reasosdparate bag of words
model did not perform as well was due to the restriction thatns from one bag
of words (say summary sentence terms) are not allowed tohnthécterms from
another bag of words (say DE-document entities). Due torésgiction, common
terms that existed across a bag of words between two docardahinot count
towards the similarity of the two documents.

2. Profile features (PF): Our IE system constructs entity profiles, which consolidate
features of the entity, attributes of the entity, relatigtosor from another entity),
and events that this entity is involved in as a participahte Tesult of processing
a document is a collection of document-level entity profilekich represent all
of the information associated with any mention of that grititthe document. All
these features associated with the profile are extractedr@nstored as two tuple
(attribute-value) pairs. The value term in the tuple is tl@pended to the ‘bag
of phrases and words’. Table 2 given an example of a profilafioentity named
‘John Smith’ as extracted by our IE engine. The profile fesgysrovides critical
information about an entity in a summarized form. In ordesttract the profile for

Attribute Value
PRENAM John Smith
CE_.MODIFIERS Still alive
EVENTS.INVOLVED |Ran into
CE.PERTITLE Captain

Ce AssocicationEntity|Joe Grahame
Table 1. Example of document level entity profile

an entity, context information from the entire documenttibaed. Also event and
relation detection is performed to populate these entni¢isa profile of the entity.
3. Topic Model Features (TM): It was observed that certain pairs of documents had

no common terms in their feature space even though, they almoat the same
ambiguous name. An example is that document 1 contained téeenisland, bay,
water, ship’ and document 2 contained terms like ‘foundeyage, and captain’.
It is obvious to us that these terms are similar but a naivegstnatching (VSM
model) fails to match these terms at the abstract level. éleac expansion of
the common noun words in a document was attempted using topiteling [3].
Using topic modeling, every document is assigned a poss#tlef topics and every
topic is associated with a list of most common words. Theofoilhg steps were
performed to use features from topic model.



(a) The words that were used to learn the topic model werkahouns in the doc-
ument along with the terms in the summary sentence. Henceafd corpus a
different topic model was learned due to the difference @itiput (words) to
the topic model learning algorithm.

(b) The number of topics to learn was set at 50. Once the topiehwas learned
for each document, the td words with highesjoint probability of word in
topic and topic in a documemtere chosen. This probability corresponds to the
joint probability of word and topic in a documer®(w, t|D) = P(w|t, D) x
P(t|D) = P(w|t) x P(t|D), wherew, t and D are word, topic and document
respectively. The last equality in the expression is duetalitional indepen-
dence of the word and the document, given the topic.

(c) Thesel0 topic model words are then appended to the existing bag ofisvor
and phrases.

. Name as a stop word (Nsw)The ambiguous name in question was included in

the stop word list. This is intuitive since the name itsetiyades no information in

resolving the ambiguity as it is present in all the documeré&nce, it was included

in the stop word list. It is to be noted here that, for diffarearpora (each with a

different ambiguous name in question), the correspondamges (full name, last

name and first name) were added to the stop word list, makiagné#me specific
stop word list.

. Prefix matched term frequency (Ptf): When calculating the term frequency of a

particular term in a document, a prefix match was used. etgelferm was ‘cap-

tain’, and even if only ‘capt’ was present in the documerig @¢ounted towards the
term frequency. This modification allows for the possigilif correctly matching
commonly used abbreviated words with the correspondingatdmeviated words.

. Log-Transformed Tf-1df weighting: The Tf-ldf formulation as used by Bagga

and Baldwin is given in equation 1.

Sim(Sy,S2) = Z wi; X Way,

common termsj
N
tf x In ar

2 2 2
Vi +sh+ .+ s,

(1)

where w;; =
whereS; andS; are the term vectors for which the similarity is to be computé
is the frequency of the terrty in the vector.V is the total number of documents.

df is the number of documents in the collection that the téyroccurs in. The
denominator is the cosine normalization.

Sim(Sq, S2) = Z wyj X Way,

common terms ;

N
In (tf x In df)

where Wi =
Vit sht.+ s,

(2)

Our modification to this formulation is given in equation 2.



5.2 Similarity

The cosine-similarity is applied to obtain the similaigtisetween the query entity and
all the entries in the candidate list (retrieved from theitgn¥latching model). The
similarity of the top ranked entry is compared to a thresh@ddrnt from a manual
validation of100 entries) to decide whether or not to link this KB entry.

5.3 Clustering

This part of the model is not used for experiments in the TACPKiBack but for an
alternate set of experiments carried out to benchmark gentbiguation model alone.
The disambiguation model can be used stand alone (withquise of KB) to cluster
the entities present in a corpus such that each clusterstsmdiunique entities. Using
the above mentioned features and the modified Tf-Idf wenghticheme the cosine-
similarity is applied to obtain a # of documents by # of docuatsesimilarity matrix.
The task now is to cluster the similarity matrix and grouputoents that mention the
same name. Hierarchical agglomerative clustering usinglesilinkage as described
previously was used for this purpose. The optimum stop ttmesor clustering is then
used to compare the clustering results using B-Cubed F-Meagainst the key for that
corpus. The optimal threshold is defined to be that threstalide where the number
of clusters obtained using hierarchical clustering is t®e as the number of unique
individuals for that given corpus. Typically, in a real wabdorpus, this information is
not known and hence the optimal threshold cannot be fourditijr In such a scenario,
one uses an annotated data set to learn this threshold anddés it towards all future
clustering. For the sake of comparison between relativeoitapce of features or to
compare our results against those published (Chen andriM4}@énd Bagga and Bald-
win [1] have also used optimal threshold) previously on #@e corpora, it suffices to
just use the optimal threshold. The single linkage metheltlgd the best results among
other related techniques such as average linkage, contipkdge, median linkage and
weighted linkage.

6 Experiments and Results

We first describe the corpus and evaluation on the TAC KBRtfaltowed by experi-
ments and results for person name disambiguation model.

6.1 Experiments and Results in TAC 2009 KBP track

A total of more thar200, 000 entries in the KB were indexed. The number of query
entries were3904. The task was to link every query entry to a node in the KB (NIL
link if no appropriate KB entry found). Three different ruwere submitted based on
changing the threshold of similarity (refer 5.2). The ollgueecision of the system for
the three runs average over all queries wWgr&6, 71.08 and71.08. This corresponds to

a median score compared against other evaluations Theerwdtire task was such that
in a majority of times the number of entries in the candidesterétrieved by the Entity



Matching model was just one or nil. This meant that the disgmdtion model (where
most of our effort was focused) had less significance for titane of the task. Hence
in order to validate the effectiveness of our disambiguetimdel, we also present in
the next section results on a slightly different problenrgpa name disambiguation)
where this model alone is used.

6.2 Experiments and Results for Person Name Disambiguation

The task here is that given a corpus and a ambiguous namel(day Smith’) to clus-

ter the corpus such that each cluster contains mentions iyae individual. For this

task the disambiguation model alone was used. Two sets pbivere used for per-
forming experimental evaluations - (i)Bagga Baldwin capli] containing one am-
biguous name and (ii)English boulder name corpora comtgifour sub corpus each
corresponding to four different ambiguous names. Thesetheg gave a total of five
different corpus each one containing a ambiguous namee T&Bl summarizes the
characteristics of each of the five different corpora. Ushmg basic VSM model and

Ambiguous Name John Smith | James Jones| John Smith |Michael Johnsop Robert Smith

Corpus Bagga Baldwin English Bouldef English Bouldef English Boulderl English Boulde|

Total No of Documents 197 104 112 101 100
No of Clusters (Unique| 35 24 54 52 65

Names)
Table 2. Corpus description and performance using Bagga Baldwin Model. Thiedsures
using Vector Space Model as reported by Bagga and Baldwin, CheMartih are included in
addition to our implementation of the same. Note that Bagga and Baldwin di&kpetiment on
the English Boulder Name Corpus.

with no additional features or enhancements, table 3 coespthe results obtained by
us with that reported by Bagga and Baldwin [1] as well as ChahMartin [4]. The
difference in the performance between the three systemg tls& same VSM model is
due to the difference in the IE engine used and the list of wimls.

Corpus John Smith(Bagggpames Jongsohn Smith(Bouldef)Michael JohnsonRobert Smith Average
Bagga and Baldwin 84 6
Chen and Martin 80.3 |86.42| 82.63 89.07 | 91.56(85.99

ourbasicvsmmodel||  78.71 | 87.47| 80.62 87.13 | 89.9384.75
Table 3. The F-Measures using Vector Space Model as reported by BaggBaadain, Chen
and Martin are included in addition to our implementation of the same.

Table 4 lists the complete set of results with breakdown efdbntribution of fea-
tures as they are added into the complete set. First we shasedite performance that
uses the same set of features as that used by Chen and Magshimodel. The baseline



model uses three separate bag of words model, one for eachmoh&ry terms, docu-
ment entities and base noun phrases and then combines itaigimaalues using plain

average. The difference between our results and thoseteeldny Chen and Martin are
due to the difference in the IE engine used, the list of stogi&and Chen and Martin’s
use of Soft TF-IDF weighting scheme. The remaining rows bfet@ use a single bag
of words model (all features in the same bag of words) alorb thie log transformed
tf-idf weighting scheme. It can be observed from the tabée the addition of features,
fine tunings and the use of log-transformed weighting scheoméribute significantly

to improve the performance from the baseline. Also, our besdel outperforms that
reported by Chen and Martin. Modgl nsw+rr @and 4 « nsw + pe + 1 OUtperform Chen and

Corpus John Smith(Baggq) James Jones | John Smith(Boulder) Michael Johnson Robert Smith | Average

No Of Clusters 35 24 54 52 65
Chen and Marin - opimal|| 92.02 |97.10(28) 91.94(61) | 92.55(51) |93.48(78)93.41

Threshold - S+BNP+DE (Separa
bag of words + Soft TF-IDF)

Chen and Martin - Fixed Stop = 9664 9131(deV) 9057(dev) 8671 9341
Threshold - S+BNP+DE (Separal
bag of words + Soft TF-IDF)

saseline - s+BNPr0E (sepaalh 84.20(48)98.11(25) 85.50(62) | 90.79(61) |90.37(79)89.79

bag of words)

Baseline+ Log Transformed 9396(42) 9054(33 8680(71) 8952(67) 9266(73 9069

Model (Single bag of words + Log
Transformed Tf-Idf)

S+BNPIDE 92.28(50)95.48(26) 89.50(69) | 91.64(49) [92.42(72)92.26
STBNPIDE + PFLL) 91.93(47)98.14(25) 91.46(65) | 90.22(57) |92.54(77)92.85
Arnew 92.77(49)98.14(25) 90.56(67) | 89.85(62) |93.22(70)92.90
A Nw et 92.83(49)98.14(25) 91.24(68) | 93.27(55) |94.27(73)93.95
U 92.62(42)99.03(26) 91.49(67) | 94.01(56) |93.03(76)94.03
A+ Now + Pl + TV (Fioed 510 94.7(25)(89.2(61)dev) 89.92(63]dev)89.80(67

Threshold)
Table 4. F-measure performance. ‘S’-Summary terms, ‘PF’-Profile FeafuBNP’-Base Noun
Phrases, ‘DE’-Document Entitiel-All features (S+PF+BNP+DE), ‘Nsw’-After including the
ambiguous Name as a Stop Word, ‘Ptf’-Using Prefix matching for caiogl@erm Frequency,
‘TM’-Topic model features. In parenthesis are the number of clasterall of the measures, the
log-transformed weighting scheme was used along with single linkage rohgstall but the last
rows are optimal threshold performances. For the fixed stop thregheldhean threshold of the
‘John Smith (Boulder)’ and ‘Michael Johnson’ were used.

Martin’s model.

7 Conclusion

The ultimate goal of this research is to be able to update &woodel database with
consolidated entity information after resolving ambigst The nature of the entity
linking task in TAC KBP 2009 was such that the entity matchimgdel had greater sig-
nificance and a median precision score7df08 was obtained. High F-measures have



been obtained for the task of person name disambiguatiedetimg the effectiveness
of the disambiguation model. The extensions to the VSM mddstribed (specifically
the profile features and the topic model features) in thiepapow an improvement
over previously published results. In the future, we plamattkle the problem of en-
tity disambiguation in combination with that of alias ddtes and thereby enabling a
realization of a system that can correctly (with a high degreaccuracy) consolidate
entities from a large corpus.
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