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1 Introduction

This year RPI participated in both of the Tri-
lingual Entity Discovery and Linking (EDL) task
and 10 languages EDL task. We will present sys-
tem development details in the following sections.

2 Trilingual EDL

2.1 Named Mention Extraction:

We consider name tagging as a sequence label-
ing problem, where each token in a sentence is
tagged as the Beginning (B), Inside (I) or Out-
side (O) of a name mention with one of five
types: Person (PER), Organization (ORG), Geo-
political Entity (GPE), Location (LOC) and Fa-
cility (FAC). Prediction of the tags requires ev-
idence from context in the entire sentence and
Bi-LSTM networks (Graves et al., 2013; Lample
et al., 2016) meet such requirement by process-
ing each sequence in both directions with two sep-
arate hidden layers, which are then fed into the
same output layer. Moreover, classification depen-
dencies constrain the tags in a sequence, e.g., “I-
LOC” should never follow “B-ORG”. Therefore,
we adopt CRFs model, which is particularly good
at jointly modeling sequential tagging decisions,
on tp of the Bi-LSTM networks. External infor-
mation (e.g., gazetteers, Brown Clustering, etc.) is
proved to be beneficial for name tagging as well.
Hence, we use an additional Bi-LSTM to consume
the external feature embeddings of each token and
concatenate both Bi-LSTM encodings of feature
embeddings and word embeddings before the out-
put layer. Figure 1 depicts the framework of our
model.

We set the word input dimension to 100, word
LSTM hidden layer dimension to 100, character
input dimension to 50, character LSTM hidden
layer dimension to 25, input dropout rate to 0.5,

and use stochastic gradient descent with learning
rate 0.01 for optimization.

Nominal and Pronominal Mention Extrac-
tion: we utilize a deep neural networks based
entity coreference resolution system  (Clark
and Manning, 2016) in Stanford CoreNLP
toolkit (Manning et al., 2014) to extract nominal
and pronominal mentions.

2.2 Name Translation:

We translate Chinese mentions into English based
on name translation dictionaries mined with vari-
ous approaches described in (Ji et al., 2009; Pan
et al.,, 2017). If a Chinese entity mention can-
not be translated, we use Pinyin to transliterate
it. In addition, we create a corpus which contains
Chinese words and English entities from Chinese
Wikipedia, by replacing Chinese anchor links with
English entity IDs according to cross-lingual links.
To this extent, we are able to learn distributed rep-
resentations of multi-lingual words and English
entities to match Chinese mentions and English
candidate entities in the KB.

2.3 Entity Linking:

Given a set of entity mentions M =
{my,ma,...,m,}, we first generate an initial
list of candidate entities E,,, = {eq, €2, ..., €, } for
each entity mention m, then we rank them and
select the candidate entity with the highest score
as the appropriate entity for linking.

We adopt a dictionary-based candidate genera-
tion approach (Medelyan and Legg, 2008). In oder
to expand the coverage of the dictionary, we also
generate a secondary dictionary by normalizing all
keys in the primary dictionary using a phonetic al-
gorithm NYSIIS (Taft, 1970). If an entity mention
m is not in the primary dictionary, we will use the
secondary dictionary to generate candidates.

Then we rank these entity candidates based on
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Figure 1: Name Tagging Model with Explicit Linguistic Features.

three measures: salience, similarity and coher-
ence (Pan et al., 2015).
We utilize Wikipedia anchor links to compute
salience based on entity prior:
A*,e
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where A, . is a set of anchor links that point to
entity e, and A, , is a set of all anchor links in
Wikipedia. We define mention-to-entity probabil-
ity as

Amye
A
where A, . is a set of anchor links with the same
anchor text m, and A, . is a subset of A,, . which
points to entity e.

Then we compute the similarities between an
individual mention and its entity candidates. We
first utilize entity type of the mention which are
extracted from name tagging. For each entity e in
the KB, we assign a coarse-grained entity type ¢
(PER, ORG, GPE, LOC, Miscellaneous (MISC))
using a Maximum Entropy based entity classi-
fier (Pan et al., 2017). We incorporate entity type
by combining it with mention-to-entity probability
Pmention(€|m) (Ling et al., 2015):
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where e — ¢ indicates that ¢ is the entity type of e.
We also adopt a neural network model that jointly

learns distributed representations of words and en-
tities from Wikipedia (Yamada et al., 2017; Cao
et al., 2017). Considering all Wikipedia anchor
links as entity annotations, a training corpus can be
created by replacing anchor links with unique en-
tity IDs. Such training corpus can be used to train
the distributed representations of words and enti-
ties simultaneously. For each entity mention m,
we build the vector representation of its context v,
using the vector representation of each word (ex-
clude entity mention itself and stop words) in the
context. Then we compute cosine similarity be-
tween the vector representation of each candidate
entity v and v, which can be used to measure
similarity between mention and entity ps.,,(m, €).

To compute coherence, we construct a weighted
undirected graph G = (FE, D) from DBpedia,
where F is a set of all entities in DBpedia and
d;; € D indicates that two entities e; and e; share
some DBpedia properties as described in (Huang
etal., 2017). The weight of d;;, denoted as wj;, is
computed with

Ipi N pjl
max(|pi|, [p;])

ij = 4)
where p;, p; are the sets of DBpedia properties
of e; and e; respectively. After constructing the
knowledge graph, we apply the graph embedding
framework proposed by (Tang et al., 2015) to gen-
erate knowledge representations for all entities in
the KB. We compute cosine similarity between



Rule
Exact match

Description

Create initial clusters based on mention
surface form.

Normalize surface forms (e.g., remove
designators and stop words) and group
mentions with the same normalized sur-
face form.

Obtain soundex NYSIIS representation
of each mention and group mentions
with the same representation longer
than 4 letters.

Cluster two mentions if the edit dis-
tance between their normalized surface
forms is not greater than D, where D =
length(mention1)/8 + 1.

Merge two clusters if they include men-
tions with the same translation.

Normalization

NYSIIS (Taft,
1970)

Edit distance

Translation

Table 1: Heuristic Rules for NIL Clustering.

the vector representations of two entities to model
coherence between these two entities coh(e;, €;).
Given a entity mention m and its candidate entity
e, we defined coherence score as:

1
pcoh(e) = m Z COh(e7C) &)

CEC’m

where C,, is the union of entities for coherent
mentions of m.

Finally, we combine these measures and com-
pute final score for each candidate entity e.

2.4 NIL Clustering:

For entity mentions that cannot be linked to the
KB, we apply heuristic rules described in Table 1
to cluster these NIL entity mentions. For each
cluster, we assign the most frequent entity men-
tion as the document-level canonical mention.

2.5 10 Languages EDL

RPI also organized and participated in the EDL pi-
lot evaluation for ten languages: Polish, Chechen,
Albanian, Swahili, Kannada, Yoruba, Northern
Sotho, Nepali, Kikuyu and Somali. The underly-
ing system framework is the same as RPI’s English
and Chinese EDL system. The major challenge
lies in the lack of data annotation and resources
for most of these languages. We attempted var-
ious creative ways to create silver-standard train-
ing data. We derived some entity annotations from
Wikipedia markups as described in (Pan et al.,
2017). In addition, we developed a ’Chinese
Room” EDL interface where a foreign language
document is displayed, and some words and can-
didate names are translated based on lexicons and
gazetteers. A user can also collect and provide

their knowledge about a language in the inter-
face, such as name designators. The romanized
transliteration of non-latin script languages is also
displayed. This interface enables a user to iden-
tify, classify and translate names in each sentence
and it also allows a user to delete a sentence with
low annotation confidence. We, system developers
who are non-native speakers of these languages,
use this interface to generate noisy name annota-
tions.

Moreover, we developed a common semantic
space to allow multiple languages to share dis-
tributed representations. In this work, we ex-
tend the auto-encoder from monolingual semantic
space projection to multilingual common semantic
space construction by incorporating rich syntac-
tic and grammatic knowledge from available lin-
guistic resources. We design a multi-level, multi-
encoder, multi-decoder framework. For each lan-
guage, we adopt a character-aware neural lan-
guage model to learn word embeddings. We apply
a Convolutional Neural Network (CNN) over the
sequence of characters of each word, and a max-
over-time pooling function to obtain word repre-
sentations. Then we further optimize all word
representations by a multi-layer Long Short-term
Memory (LSTM) and a softmax function, mini-
mizing the loss between the predicted distribution
over next word and the actual next word. Then we
project mono-media mono-lingual semantic rep-
resentations for each word into a common se-
mantic space based on multi-level alignment: (1)
Word Alignment: based on multi-lingual dictio-
naries including Wikitionary, Panlex and Open
Multilingual WordNet. (2) Structure Alignment:
based on multi-lingual structural knowledge re-
sources such as World Atlas of Linguistic Struc-
ture (WALS). The goal of this multi-lingual multi-
level autoencoder is to automatically learn a re-
duced dimensional vector representation for each
mono-lingual embedding input and reconstruct the
input from a new vector from the shared common
space, and minimize the reconstruction error. We
minimize the following three loss functions: (1)
Mono-lingual reconstruction errors: project from
mono-lingual embedding space to common se-
mantic space, then reconstruct this mono-lingual
embedding space; (2) Cross-lingual reconstruc-
tion errors: project from common semantic space
to mono-lingual embedding space, using aligned
words and knowledge elements from other lan-



Languages F1 (%) # of Docs # of Words Data Source
Albanian 75.81 40 34,827  Silver+
Chechen 66.01 113 110,518 Gold
Kannada 63.47 40 6,717  Silver+
Kikuyu 91.80 104 1,249  Silver
Nepali 67.97 40 14,067  Silver+
Northern Sotho 93.20 71 1,435  Silver
Polish 55.19 40 16,583  Silver+
Somali 83.13 605 72,114 Gold
Swabhili 77.39 40 35,205  Silver+
Yoruba 66.76 197 36.291 Gold

Table 2: 10 Languages Name Tagging Resources
and Performance (Silver: Wikipedia derived an-
notation; Silver+: Chinese Room; Gold: LDC re-
leased annotation)

guages; and (3) Cross-lingual alignment errors:
minimize the distance of the aligned word repre-
sentations in the common semantic space. This
common semantic space significantly improved
the name tagging performance for languages like
Chechen by borrowing resources and knowledge
from Russian.

Table 2 summarizes the resources used and
name tagging performance for each language.
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