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Abstract. This paper describes the Drug-Drug Interaction Extraction
from Drug Labels Track, part of the 2019 Text Analysis Conference
(TAC). Participants were provided with an annotated set of interactions-
related sections of drug labels and challenged with: (1) extracting men-
tions of the precipitants and effects of drug-drug interactions at the sen-
tence level; (2) identifying (typed) relations between interacting sub-
stances; (3) normalizing mentions and relations to several standard ter-
minologies; and (4) determining the unique set of drug-drug interactions
across all provided sections of a drug label. Four teams submitted at
least one run, with 10 submissions in total.

1 Objective

The purpose of the Drug-Drug Interaction Extraction from Drug Labels (DDI)
track in TAC 2019 is to evaluate various natural language processing (NLP)
approaches based on their information extraction (IE) performance when iden-
tifying drug-drug interactions from Structured Product Labeling (SPL) docu-
ments. SPL is a document markup standard approved by Health Level Seven
(HL7) and adopted by the FDA as a mechanism for exchanging product and
facility information about drugs. In this paper, we provide background on the
DDI track, describe the dataset and SPL annotation effort, provide an overview
of each of the four tasks we evaluated, give an overview of participating teams,
and present the results of the 2019 TAC DDI evaluation.

2 Background

The U.S. Food and Drug Administration (FDA) is responsible for protecting
public health by assuring safety, efficacy, and security of all FDA-regulated prod-
ucts, including human and veterinary drugs, prescription and over-the-counter
pharmaceutical drugs, vaccines, biopharmaceuticals, blood transfusions, and bi-
ological products, among others. FDA and the National Library of Medicine
(NLM) have been working together on transforming the content of Structured
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Product Labeling (SPL) documents for prescription drugs into discrete, coded,
computer-readable data that will be made available to the public in individual
SPL index documents. Transforming the narrative text to structured informa-
tion encoded in national standard terminologies is a prerequisite to the effective
deployment of drug safety information. Being able to electronically access label-
ing information and to search and sort that information is an important step
toward creation of a fully automated health information exchange system. TAC
2017 addressed one of the important drug safety issues: automated extraction
of adverse drug reactions reported in SPLs [1]. An equally important and com-
plex task is automated extraction of drug-drug interaction (DDI) information.
Drug-drug interactions can lead to a variety of adverse events, and it has been
suggested that preventable adverse events are the eighth leading cause of death
in the United States [2].

Structuring drug safety information is a task in which natural language pro-
cessing (NLP) systems can provide a great benefit to the FDA and medical
community in general. The purpose of this TAC track is to test various NLP
approaches for their information extraction (IE) performance on drug-drug in-
teractions in SPLs. While the ultimate goal is for NLP systems to extract and
code to controlled terminologies the distinct interactions from the drug labels
(the standard structured representation for drug interactions), this track also
evaluates and provides data for several intermediate tasks, such as extracting
entities (e.g., substances and effects) and relations, as well as normalizing the
extracted terms and relations to the FDA substance registration system Unique
Ingredient Identifiers (UNII), Medication Reference Terminology (MED-RT),
SNOMED CT, and NCI Thesaurus pharmacokinetic effects. The results of this
track will inform future FDA efforts at automating important safety processes.

2.1 Related Work

Earlier work on DDI extraction from SPLs provided some potentially useful
training data [3, 4], although none of the previous annotations exactly match
the FDA requirements for structuring DDIs for the SPL index files. Data sets
prepared for the TAC 2018 DDI track and the approaches explored by the par-
ticipating teams are, of course, addressing the tasks at hand. In addition to
extraction of DDIs from SPLs, two information extraction areas are closely re-
lated to the DDI TAC 2019 track: extraction of other information from SPLs
and extraction of DDI from other types of text, e.g., literature and social media.
DDI Extraction Challenges 2011 and 2013 focused on extracting DDI informa-
tion from the literature [5]. These challenges and datasets facilitated a growing
body of research, with the latest recursive neural network model that imple-
ments a tree-LSTM architecture achieving 83.8% F1-score for DDI detection
and 73.5% F1-score for interaction type classification [6]. Other types of infor-
mation that need to be extracted from SPLs include adverse drug reactions [1],
indications [7], use in special populations [8], and several others, e.g., pharma-
cogenomics biomarkers or the drug’s mechanism of action, that have not been
explored yet.
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3 Data

The TAC 2019 DDI track dataset consists of 406 human-annotated Structured
Product Labels, in which most or some of the following sections are annotated
with drug-drug interactions: Boxed Warning, Clinical Pharmacology, Contraindi-
cations, Dosage and Administration, Drug and/or laboratory test interaction,
Drug Interactions, Precautions, Warnings and Precautions and Warnings. The
dataset was divided into 325 fully or partially annotated SPLs provided to par-
ticipants for training, and a set of 81 SPLs with annotations withheld from
participants used to evaluate submissions.

All training and test set files follow the TAC-specific XML format that exactly
follows the evaluation schema and annotation requirements. All interactions are
annotated with respect to the Labeled Drug, i.e., the drug for which the SPL
was published. Some of the annotations in the training set were generated semi-
automatically and might be missing some interactions. FDA experts and NLM
staff and volunteers manually corrected the automatically extracted entities and
relations using the interface in Fig. 1.

Fig. 1. DDI annotation interface. The online interface for registered users to annotate
label sentences assigned to them. The full SPL can be reached using the DailyMed link
in the upper right corner.

The evaluation set was fully manually annotated by FDA and NLM using
the guidelines finalized before annotation3.

3 https://bionlp.nlm.nih.gov/tac2019druginteractions/

DDIvalidationGuidelines.docx
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Box 1: Entity Annotations

The following entities are annotated in the gold standard:

Precipitant A substance interacting with the Labeled Drug could be
another drug, a drug class or a non-drug substance (e.g., alcohol,
grapefruit juice.)

Trigger A word or phrase indicating an interaction event.
SpecificInteraction Results of interactions, e.g., severe hyperkalemia.

Box 2: Interaction Annotations

The following interaction relations connect the above entities in an In-
teraction. Each relation is limited to a specific subset of entity types.

Pharmacokinetic interactions (PK) between the Labeled Drug and
the precipitant are indicated by Triggers, e.g., reducing diuretic ab-
sorption, and other phrases indicating increases / decreases in func-
tion measurements.

Pharmacodynamic (Specific) interactions between the Labeled
Drug and the precipitant are indicated by Triggers, e.g., potentiate
or increased risks and result in SpecificInteraction.

Unspecified interactions are indicated by Triggers, e.g., avoid use.

3.1 Annotations

The entities and sentence-level interactions in annotated SPLs are indicated in
Boxes 1 and 2. Box 3 provides information about the controlled vocabularies
and terminologies used for normalizing entities and interactions. Note: unlike
previous years, annotators were instructed to provide multiple mappings for
effects if there were multiple valid mappings in the source vocabulary.

The ultimate goal of the task is to know which interactions are present in the
SPL documents such that the interactions may be linked to structured knowl-
edge sources. An interaction mentioned several times should not necessarily carry
more weight than an interaction mentioned once. Consequently, to test the sys-
tems on finding distinct interactions, the gold standard contains a list of unique
normalized interactions aggregated at the document level.

4 Tasks

The track contained four specific tasks, each one potentially building upon the
previous tasks:

Task 1 Extract Mentions of Interacting Drugs/Substances, and specific in-
teractions at sentence level. This is similar to many NLP named entity
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Box 3: Normalization

The entities and interactions are mapped as follows:

– The interacting substances are mapped to UNIIs.
– Drug classes are mapped to MED-RT NUIs.
– The effect of the interaction is mapped to a SNOMED CT CUI, if it

is a medical condition.
– Pharmacokinetic effects are mapped to National Cancer Institute

Thesaurus codes.

recognition (NER) evaluations. Note: mentions of interaction triggers are
not evaluated in the 2019 DDI track.

Task 2 Identify interactions at sentence level, including: the interacting drugs,
the specific interaction types: pharmacokinetic, pharmacodynamic or un-
specified, and the outcomes of pharmacokinetic and pharmacodynamic in-
teractions. This is similar to many NLP relation identification evaluations.

Task 3 Normalization task. The interacting substance should be normalized
to UNII, and the drug classes to MED-RT*. The consequence of the interac-
tion should be normalized to SNOMED CT if it is a medical condition. Phar-
macokinetic effects are normalized to National Cancer Institute Thesaurus
codes. Note: Drug classes are mapped to MED-RT rather than NDF-RT for
the 2019 DDI track.

Task 4 Generate a global list of distinct interactions in normalized form for
each label.

Tasks 1, 2 and 3 correspond to traditional NLP information extraction (IE)
and entity linking tasks, while Task 4 involves document-level aggregation. While
the tasks were designed to build on each other, participation was optional on a
per-task basis. See Fig. 2 and Fig. 3 for examples of the sentence- and document-
level annotations expected from the participating systems.

Fig. 2. Sentence-level annotations of pharmacodynamics interactions between Zoloft
and Monoamine oxidase inhibitors (MAOIs). Three precipitants cause the same effect
indicated by the same trigger, which results in three annotated interactions.
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Fig. 3. Document-level annotations of all types of interactions between Zoloft, MAOIs
and pimozide.

5 Evaluation

Submitted systems were evaluated using the following task-specific measures:
Task 1 Precision/Recall/F1-measure on annotated entities (substances and ef-

fects) using the surface form of mentions (i.e., not offset dependent). Both
mentions with type and without type were evaluated. The primary evalu-
ation metric was micro-averaged F1 across the exact matched entity-level
annotations with type.

Task 2 Precision/Recall/F1-measure on relations. Both the full relation (all ele-
ments of interaction, i.e., the precipitant, the effect and the interaction type)
and the presence of relations were evaluated, both with and without type.
The primary evaluation metric was micro-averaged F1 across full relations
with type.

Task 3 Precision/Recall/F1-measure on linking entities to the specific termi-
nologies. The primary evaluation metric was F1 macro-averaged across SPLs.

Task 4 SPL-level Precision/Recall/F1-measure on unique normalized interac-
tions. The primary evaluation metric was F1 macro-averaged across labels.

6 Participants

Four teams participated in the 2019 edition of the DDI track:

IBMResearch IBM Research. The team participated in Tasks 1 and 2 using
a pre-trained language model approach for entity extraction and interaction
identification. This team also experimented with dependency-parse-based
post-processing.

INK BC Shandong University of Finance and Economics (Chinese: 山东财经
大学). The team participated in Tasks 1 and 2 using a hybrid approach
combining context and n-gram models.

UTDHLTRI The Human Language Technology Research Institute (HLTRI) at
the University of Texas at Dallas (UTD). The only team to participate in all
four tasks, the team used a combination of Deep Bidirectional Transformers
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for Language Understanding (BERT)[10] and Conditional Random Fields
(CRFs)[11] for task 1, BERT and multi-task relation extraction for tasks 2
and 4, and string-based pattern matching for task 3.

SRCB Ricoh Software Research Center (Beijing) (Chineese: 理光软件研究
所(北京)有限公司). The team participated in tasks 1, 2, and 3. They ap-
proached task 1 using a BERT-based model with additional universal trans-
former layers and automatic data augmentation and relative position atten-
tion. Task 2 used BERT with interaction-type-based context and syntactic
features. Task 3 was approached using Apache Solr4 and multiple string
kernels.

7 Results

The results for all runs are shown in Tables 1 – 4. Runs are sorted by primary
metric (micro- or macro-average F1 score) in descending order. Run descriptions
are provided in Appendix A.

Table 1. Task 1 (Named Entity Recognition) results sorted by micro-average F1 score.
The median score was 48.98 % F1.

Team Run Precision Recall F1-score
(%) (%) (%)

IBMResearch 1 73.40 58.94 65.38
IBMResearch 3 72.98 58.89 65.18
IBMResearch 2 73.02 57.95 64.62
SRCB 1 70.93 56.52 62.91
SRCB 3 72.46 55.52 62.87
SRCB 2 71.33 55.81 62.62
UTDHLTRI 3 24.70 60.30 35.04
UTDHLTRI 1 16.79 67.82 26.92
UTDHLTRI 2 16.79 67.82 26.92
INK BC 1 18.15 28.73 22.25

8 Discussion

Task 4 was clearly the most challenging (attempted only by one team with the
best F1 of 17.6% compared to F1 ≥ 49% for tasks 1 and 2). This is likely due to
the fact that many interactions are repeated in several sections. An optimistic
view would be to assume that the most important and severe distinct interac-
tions were captured because these are usually repeated in all annotated sections.

4 https://lucene.apache.org/solr/
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Table 2. Task 2 (Interaction Extraction) results sorted by micro-average F1 score. The
median score was 37.13 % F1.

Team Run Precision Recall F1-score
(%) (%) (%)

IBMResearch 1 58.29 42.31 49.03
IBMResearch 3 59.08 40.98 48.39
IBMResearch 2 57.83 41.51 48.33
SRCB 2 54.70 40.84 46.77
SRCB 1 53.84 41.32 46.76
SRCB 3 53.84 41.32 46.76
UTDHLTRI 2 19.76 45.09 27.48
UTDHLTRI 3 19.76 45.09 27.48
UTDHLTRI 1 19.93 44.34 27.50
INK BC 1 3.618 4.511 4.016

Table 3. Task 3 (Normalization) results sorted by macro-average F1 score. Sentence-
level scores were the primary evaluation metric in 2019, while label-level scores reflect
the evaluation metric used in 2018. The median sentence-level score was 45.53 % F1.

Sentence-level Label-level

Team Run Precision Recall F1-score Precision Recall F1-score
(%) (%) (%) (%) (%) (%)

SRCB 3 70.88 58.49 62.39 76.13 66.62 69.35
SRCB 1 67.55 59.37 61.43 73.39 67.86 69.03
SRCB 2 65.78 56.49 59.43 71.67 66.87 67.65
UTDHLTRI 3 21.57 54.48 28.66 37.99 62.07 43.81
UTDHLTRI 1 15.20 62.84 22.53 27.73 66.43 36.06
UTDHLTRI 2 15.20 62.84 22.53 27.73 66.43 36.06

Table 4. Task 4 (Normalized Label-level Interaction Extraction) results sorted by
macro-average F1 score.

Team Run Precision Recall F1-score
(%) (%) (%)

UTDHLTRI 2 13.41 31.88 17.56
UTDHLTRI 3 13.41 31.88 17.56
UTDHLTRI 1 13.55 29.69 17.32
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The results on Task 1, although the highest for this evaluation, indicate that
this new task is challenging, even compared to the same DDI extraction from
the literature, and needs more attention. When compared to the previous results
(after adjusting for differences in the evaluation criteria), we observed a 12.36%
(relative; 7.19% absolute) increase in Task 1 and an 8.80% (relative; 3.97% ab-
solute) increase in Task 2 comparing the top performing 2018 and 2019 systems.
For Task 3, we see a 236.47% (relative; 48.74% absolute) increase and for Task
4 we see a 30% (relative; 4.09% absolute) increase.5

Table 5. Results for Tasks 1-3 when evaluating only on sentences with (gold-standard)
interactions where P indicates Precision and R indicates Recall.

Team Run P R F1

(%) (%) (%)

UTDHLTRI 1 74.1 67.8 70.8
UTDHLTRI 2 74.1 67.8 70.8
IBMResearch 1 84.5 58.9 69.4
IBMResearch 3 84.2 58.9 69.3
IBMResearch 2 84.2 58.0 68.6
UTDHLTRI 3 75.6 60.3 67.1
SRCB 1 81.1 56.5 66.6
SRCB 2 81.3 55.8 66.2
SRCB 3 81.6 55.5 66.1
INK BC 1 39.0 28.7 33.1

(a) Task 1

Team Run P R F1

(%) (%) (%)

IBMResearch 1 61.3 42.3 50.1
IBMResearch 3 62.1 41.0 49.4
IBMResearch 2 60.9 41.5 49.4
UTDHLTRI 2 54.0 45.1 49.2
UTDHLTRI 3 54.0 45.1 49.2
UTDHLTRI 1 54.2 44.3 48.8
SRCB 1 59.1 41.3 48.6
SRCB 3 59.1 41.3 48.6
SRCB 2 60.0 40.8 48.6
INK BC 1 7.7 4.5 5.7

(b) Task 2

Team Run P R F1

(%) (%) (%)

SRCB 1 81.0 59.4 67.4
UTDHLTRI 1 73.5 62.8 67.1
UTDHLTRI 2 73.5 62.8 67.1
SRCB 3 81.4 58.5 66.9
SRCB 2 77.3 56.5 64.2
UTDHLTRI 3 72.3 54.5 61.4

(c) Task 3

When examining errors in submissions, we noticed that many errors resulted
from teams annotating entities and interactions in sentences with no drug-drug
interactions. Table 5 shows the performance of submitted systems when eval-
uated only on sentences containing gold-standard interactions. We can see a
8.289 % (relative) increase in F1 and a 15.12 % (relative) increase in Precision

5 Relative increases are computed as the percent change from the top 2018 score to
the top 2019 score using the top score on the first test set from 2018 as the reference.
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for Task 1. For Task 2, we observe a small (relative) increase in F1 by 2.133 %,
and for Task 3 we observe an 8.104 % (relative) increase in F1 with a 14.86 % (rel-
ative) increase in Precision. The improvement on Tasks 1 and 3 with the minor
improvement on Task 2 suggests that teams may benefit from post-processing to
remove entities from sentences without any interactions. Moreover, the increase
in Precision suggests that it may be worthwhile to include a sentence classifica-
tion task indicating whether each sentence includes a drug-drug interaction in
the future.

9 Conclusion

The goal of the TAC Drug-Drug Interaction Extraction from Drug Labels Track
was to evaluate and draw attention to the important problem of identifying
the drug interactions described in SPLs. Four teams submitted a total of ten
runs across the four tasks. The results clearly indicate that the ultimate goal
of producing index files coded to multiple terminologies fully automatically is
unattainable at this time. The results achieved by half of the teams, however,
show that automated systems could help FDA produce the files faster using a
semi-automated approach. Extraction of drug names generally corresponds to
the state-of-the-art established on other text collections, such as clinical text
and the literature. Compared to previous years, the results this year indicate
a significant increase in state-of-the-art for all tasks, even after accounting for
differences in evaluation. The results of this evaluation have already informed the
FDA and NLM collaboration on the the next steps. We hope the availability of
the training and test collections will further encourage research of this imprtoant
problem.
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A Run Descriptions

The run descriptions provided by participating teams are given in Table 6.
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Table 6. Run descriptions provided by participating teams

Team Run Description

IBMResearch

1 Pretrained Language Model based entity extraction
and interaction identification. This run also includes
dependency parse based post-processing.

2 Pretrained Language Model based entity extraction
and interaction identification.

3 Language Model based entity extraction and interac-
tions identification. Dependency parse is used for post-
processing.

INK BC 1 [H]ybrid of context and n-gram.

UTDHLTRI

1 BERT+CRF for task 1
BERT + Multi-task relation extraction for task 2/4
[S]tring matching for task 3

2 BERT+CRF for task 1
BERT + Multi-task relation extraction for task 2/4,
modified architecture
[S]tring matching for task 3

3 BERT boundary model for task 1
Multi-task BERT model for task 2
String-matching/SciSpacy for task 3
Task 4 inferred from tasks 2/3
Filtered out mentions that do not participate in a re-
lation.

SRCB

1 Task1: NER based on BERT with additional univer-
sal transformer layers and complete automatic Data
Augmentation, with average checkpoint and relative
position attention.
Task2: Relation identification on BERT with support
sentence construction based on the meaning of each
kind of interactions, with additional parser features.
Task3: LTR.

2 Task1: NER based on BERT with additional universal
transformer layers and complete automatic Data Aug-
mentation, with relative position attention but with-
out average checkpoint.
Task2: Relation identification on BERT with support
sentence construction based on the meaning of each
kind of interactions, with additional parser features
and pre-training on NLM180 data.
Task3: LTR.

3 Task1: NER based on BERT with additional univer-
sal transformer layers and complete automatic Data
Augmentation, with average checkpoint but without
relative position attention.
Task2: Relation identification on BERT with support
sentence construction based on the meaning of each
kind of interactions.
Task3: Weighted features.


