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Abstract. This papertriesto sene asanintroductoryreadingto privacy issues
in thefield of ubiquitouscomputing It developssix principlesfor guidingsystem
designbasednasetof fairinformationpracticescomma in mostprivacy legis-

lationin usetoday. notice,choiceandconsentproximity andlocality, anorymity

andpseuanymity, security andaccessandrecourseA brief look at the history
of privagy protection,its legal status,and its expectedutility is provided as a

backgound.

1 Intr oduction

Privacy hasbeena hot-button topic for sometime now. But sofar its impacton a field
whereits relevang is obviously high - ubiquitouscompuing - hasbeernratheminimal.
An increasinghunberof researclprgectsareunderway in thefield of Interne privacy
[6,16,18], somework hasalreadybeendonein thefield of Compuer Suppoted Col-
laboratve Work [5, 21], but only a smallamount of work hassofar beenaccomplishd
in the areaof ubiquitaus or penasive compuing.

While someubiquitous compuing researctprojeds explicitly addressrivacy [2,
12], sofar solutiors in the field have beenad-hocandspecificto the systemsat hand
Onereasoris surelythefactthatubigutous computing s still in its infangy, with only
afew dozenresearclgroypsarownd theworld developing compréaensve systemsBut
it is alsothe privagy topicitself thatis elusie: typically situatedin the realmsof legal
studiescompuer scientisthave a hardtime apprachinga subjectthatis moreoftena
social,evenethicalissue.

Thisarticletriesto sene asanintroduwctory readirg for theinterestedconmputersci-
enceresearcherespeciallyin thefield of ubiquitouscomputing. It givesa brief back
grownd on privag - its history andthe issuessurrownding it, toucheson various le-
gal implications,andtries to develop a compehemive setof guideliresfor designimy
privacy-awareubiqutoussystems.

2 Privacy

Insteadof trying to give yet anothe definitionfor somethingor which “no definition
...is possiblebecase[thoselissuesarefundamentallymattersof values jnterestsand



power’ [15], thefollowing triesto look at privagy from threeanglesits history; its legal
status andits utility.

Discussionsabaut privacy have along history, andvarious historicalchangesave
broughtaboutachang in perspectie of our privacy needsConseqently, muchof this
discussiorhasbeenincorporatednto various regulatory andlegal framewvorks arourd
theworld, eachwith variows effeds. Lastbut notleast,recentdevelgpmentsn technd-
ogy have sparled a discussiorabou the necessityof strict privacy pratection, which
mightnotonly beinfeasibleto admirister, but alsoincorvenieri to live with.

2.1 A Brief History

Privacy hasbeenon peope’s mind asearly asthe 19th century when SamuelWarren
andLouis Branceis wrote the influential paper‘The Rightto Privagy” [25], motivated
largely by the advent of moden phaogragy andthe printing press.While Brandeis
definedprivagy as“the right to belet alone”(arguing againshosyrepaterswhowould
take picturesof pegle without permission- previously onehadto sit still for asubstan-
tial amount of time, othewisethe picturewould beall blurred, mostpeoge novadays
think of it moreas“the right to selectwhatpersonhinformationaboutmeis known to
whatpeople”[26].

Privacy becamea hotissueonceagainin the 196)swhengovernmentsdiscovered
automé&ed dataprocessingsan effective meango catalogits citizens.Rememiring
the Nazi exploitation of detailedpulic recodsin World War Il (allowing themto eas-
ily find the Jawish popuation of ary city they raided),mary Europeannatiors passed
variols “data-potection”laws in order to prevent any misuseof suchcentrdly stored
information.Lately, theincreasediseof creditcards,andlastnotleastthedawn of the
Interret, have madeprivacy protectia a hot-button topic onceagan.

Overthecouseof time, theprimay focusof privacy hasshiftedaccordng to tech-
nologcal developmetts. Privacy issuescan be tracedas far backas 1361, whenthe
Justicef thePeaceéAct in Endandprovidedfor thearrestof peefing tomsandeaves-
droppers,establishinghefirst notion of behaioral, or media privacy [20]. In the 18th
century Englishparliamentarianwilliam Pitt wrote,“The poaestmanmayin his cot-
tagebid defianceo all the force of the Crown. It may befrail; its roof may shale; the
wind may blow thoudh it; the stormsmay enter;the rain may enter— but the King of
Englard canna enter;all hisforcesdarenotcrossthethresholdof theruinedtenemet”
[27]. Thisform of privagy is oftenreferredto asterritorial privacy. With theincreased
useof thetelephame systemin the 1930s,communication privacy received muchatten-
tion with the caseof Olmsteadvs. United Statesn 1928 which questiordthelegdity
of wiretappng by the United Stateggovernnent. Theprivagy of thepersonpftencalled
bodily privacy, wasseriouslyviolatedonly a few yearslater, whenNazileadershiple-
cidedto condictcompusory sterilization,aswell asgruesomemedicalexpeiments,on
partsof the nonAryan population. Theincreasediseof governnmental electranic data
processingin the 196G and197Gs finally createdheissueof information privacy.

While the first four aspectof privagy have by now beenvery well establishedn
mostlegd frameworksarourd theworld, oftendirectly definedasconstitutional rights,
it is information privacy thatcreatesmostof thetroublestoday Eventhoudh laws cov-
eringinformationprivacy have beenarourd for morethan30 years therapid progress



in technol@y, mostrecentlythe commecial succes®f the World Wide Web, continu
ouslychallengslegislationthathasbeeninitially devisedin atime of roomsizedmain-
framesandpurch cards.Thenext sectionlooks attwo of themoreinfluertial piecesof
privacy legislation—theUS Privacy Act of 1974andtheEU Directive 95/46EC of 19%
—andhow they caninfluencethe designof dataprocessingsystemssuchasubiquitous
devicesandtheirinfrastrudure.

2.2 Legallssues

While it wasthesmallGermarstateof Hessethatactuallypassedheworld’s first data
protectian law in 197Q oneof the mostinfluertial piecesof early privagy legislation
wasthe US Privagy Act of 1974 In defining the principles, the appoirted governmen
tal advisorycommitteecreatedthe notion of fair information practices, a significant
policy developmen thatinfluencedprivacy policiesworldwide. The principlesof fair
informationpractices, whichin turnarebasednwork by Columba University political
econanist Alan Westin,arebasicallyasfollows:

1. Opennessand transparency. There shoud be no secretrecod keeping This
includesboththe puHication of the existenceof suchcollections,aswell astheir
contents.

2. Individual participation: Thesubjecbf arecod shouldbeableto seeandcorrect
therecord

3. Collection limitation: Datacollectionshouldbe proportional andnot excessie
compaedto the purposeof the collectian.

4. Dataquality: Datashouldberelevantto thepurpsedor whichthey arecollected
andshouldbekeptupto date.

5. Uselimitation: Datashoud only be usedfor their specificpurposeby authorizel
personel.

6. Reasonablesecurity: Adequde securitysafguardsshouldbe put in place,ac-
cordirg to thesensitvity of thedatacollected.

7. Accountability: Recordkeepersmustbe accoumable for compliarce with the
otherprinciples.

Even thoudh its principlesof fair information practiceswereincorporatedinto all
major piecesof privagy legislationworldwide, the Privacy Act of 1974wasno success
athome[15]. In 198Q the Orgarizationfor Econamic Co-operationandDevelopment
(OECD) codifiedthefair informationpracticesn the OECD Guidelines [22] in order
to preventa prdiferation of variedprivacy pratectionlaws thatmight harmeconanic
growth by creatingaccidemal trade-larriers.

While Europeancourtries continiedto developandrefineomribus protectio acts
covering bothgovernmenal andprivate datacollection,US legislationfollowedupwith
apatchvork of sectorialawsthatonly addessed/ery specificneedsasthey arosgle.g,
the Fair Credit Reportirg Act of 197Q Video Privacy Protectim Act of 1988 Family
Educatio RightsandPrivacy Act of 1994).

It took until 1995beforea similar influential pieceof legislationwould be passed
again thistimein Eurgpe. The EuropeanUnion's Directive 95/46/EC on the protection



of individuals with regard to the processing of personal data and on the free movement
of such data [14], oftencalled“The Directive” for short,is for privagy legislationof the
ending20thcenturywhatthe Privacy Act of 1974 wasfor theearlyprivagy laws.

TheDirective’s mainimpactis two-fold. Firstly, its article25/1limits datatransfers
to nonEU counties only to thosewith “an adeqatelevel of privagy protectio.” The
lingering threatof beingcut off from Europeandataflows haspromged morethana
dozencounties worldwide to revise their privagy legislationin order to comply with
the provisionsof the directive (in caseof the US this resultedin a muchdebaed self-
certificationframevork calledthe SafeHarba Principles[24] — moreon this below).

Secoully, theDirective notonly subsumesandrefinesthefair informationpractices
describedabove, but its article 7 addsthe notionof explicit consent: Personatiatamay
only be processedf the userhasunanbiguausly given his or her conseh (excegions
are madefor legd and contractual purposes).This pradically disallons all typesof
datacollection(exceptfor whenrequired by law) andrequiesa case-bycaseexplicit
consenby thedatasubject.

As muchas comptuing professionalsvould like to ignore legal issueswhen de-
signingcomputersystemsandonly conentrateon theactualtechnicalpossibilities the
enactmenof the Directive in 1998createda milestonefor privecy pratectiontoo large
to ignore While notall of the 15 EU membe stateshave finalizedtheir respectire na-
tional legislationthatwill actuallysene asanimplementéion of the Directive yet (the
Directive only senesasa framevork to createa comman ground acrosdegislationin
all of its memtler states)jts reviseddataprotection requrementshave long becone a
reality bothwithin Europe andfor courtriesdoingbusinesswith Eurge.

Already the e-comnercesectorhasbegun porderingtheimplication of suchlegis-
lation,andbothnew technolay andreguation hasbeendravn upto suppat enactnent
of theDirective outsideof Europe. The Safe Harbor agreemenbetweertheUS andthe
EurgpeanCommissionsenesas an expeimentin self-regulation: in orderto receve
the designatio “providesadequate level of privagy protectiori’ compnieswilling to
continwe doing businesawith Eurgoe needto self-certify adheenceto a setof volurn-
tary guidelinres compatilte with the spirit of the Directive, whosecomgiancewill be
overseerby thethe Depatmentof Commerce

The effectivenessof this appr@achremainsto be seenUS privacy advocatesesent
the SafeHarboragreemat in favor of a compehensie, Eurqpean-styleprivacy legis-
lation for the private sector while US compairesitself areonly slow to signup for it:
As of April 2001, only 30 conpanieshave self-cetified themselesto bein compliarce
with theagreementtheonly majoronebeingHewlett-Packard [24].

No matterhow well or quickly transnatioal agreermentslike SafeHarba will get
adoped: the Directive representsa new turnin the history of privagy legislation,both
stressinghe relevance of privagy pratectionin the ageof digital dataprocessingand
theimportarce of internatiomml coogerationin orde to achieveit.

2.3 DoesPrivacyMatter?

“Youalread have zeroprivacy aryway, getoverit.” This citationfrom SunCEO Scott
McNealy summarizesnincreasinty comman attitudetoward privagy, astechndogy
moreandmoreallows comprdiensve digital dossiersaboutevery single personto be



compiledandquerial in realtime. While never befaein historytheaveragecitizenhas
beenmoreconcenedwith his or herpersonbprivacy (asmary pulic polls worldwide
[8,11,17] repeately indicate),critics suchas Amitai Etzioni, University professorat
Geoge WashingtorUniversity, andPeterCochraneformerheadof AdvarcedResearch
andTechndogy at British TelecomLaborateies,arguethat— moreoftenthannot—life
is actuallybetterwithout privacy.

Cochan[9] arguesbothfrom atechrologicalandfrom anutilitarian poirt of view:
“We have never enjoyedtotal anorymity in the pastworld of paper sowhy shouldwe
exped it to beremdely possiblein aworld of bits?” Not only mightit beinfeasibleto
putinto effect mostof the well intenced privacgy legislation,it might actuallydo more
harmthangood “Shoud | be knoded uncmsciousin a roadtraffic accidentin New
York — pleasdet theamhulancehave my medicalrecad”

Etzion [13] exterds this amgumentfor the betterof society:If the FBI is ableto
decipter secretemailmessagest canbetterpreventterroristsfrom plannirg their op-
erationslf newbomsaretestedor HIV, immediatereatmentansignificantlyincrease
their life expectamy while revealirg informationabouttheir parentshatthosewould
ratheravoid. With this apprach, Etzioni is morein line with a traditiond Eurgpean
perspectie, onethat putsmuchmore trustin its governnentsthanthe US-American
culture: Given suflicient democatic safeguads, governmenal contiol benefitsall cit-
izens,astheir representatiesknowv whatis goad for societyandwill not abusetheir
powers.

Brin [7] hasmuchof the sameintentasEtzioni, but apprachest from a differert,
moretraditioral US persgctive whichdistrustggovernmert ageries,law enfoicement,
andbig corpaationsperdefadt. Brin arguesthatwe canchooseo make theincreased
sunwillance of public placesandbuildings a settingfor greder freedan. If not only
a few powerful entitiescontiol suchinformation,but if it is sharedamongall of us,
everyonewill bewatchingeachotherandthushave nothirg to fear He, too, suggsts
that surweillance techndogy could becomea pulic resouce to assureour safetyand
thatof our children.

Theissuegaisedby the auttorsabove andtheir colleagesareasfollows:

— Feasibility: whatcantechndogy achieve (or better:prevent)?All lawsandlegisla-
tion requireenfoiceability. If privecy violationsarenottraceablethe muchstressed
point of accoumability (asdevelopedin the fair information practice) becomes
moot.

— Convenience: the advartagesof free flow of informationoutweigts the persmal
risksin mostcasesOnly highly sensitve information,like sexual orientatia, reli-
gion, etcmight beworth protecting Semi-public informationlik e shoging habits,
prefeencescontat information,evenhealthinformation,might betterbe pulbicly
known sothatl canenjoy the bestserviceandpratectionpossible.

— Communitarian: persaal privacy needgo becurbedfor thegreateigoodof soci-
ety (trustingthe governnent). Democatic societiesmay chooseto appoirt trusted
entitiesto overseecertainprivatemattersin orderto improve life for the majoiity.

— Egalitarian: if everybody hasaccesgo the sameinformation, it ceasego be a
weaponin the hand of a few well-informed. Only whenthe watchersare being
watched,all informationthey hold aboutme is equally worth the information |



hold aboutthem.Eventually, new forms of socialinteraction will evolve thatare
built upan thesesymmetical informationassets.

The answerprolably lies, asit doesso often someavherein the midde. Clearlyit
won't bepossibleto provide afail-safe,compehensie privecy protection thatcan't be
subverted. Clearlyonehasto balane privacy practicesandgods with the convenierce
or incorveniene associatedvith them—if peope needto goto greatlengthto protect
their privagy, they won't. Clearly therehave beenandtherewill be greatercomnuni-
tariangoods that shouldallow trustedentitiesto selectvely curb someof our privagy
— if they arepropely overseenby independentorganizatiors suchas dataprotectian
commissioerscomnon in Eurgpeandmary Commawealthnatiors. And clearly so-
ciety will andhasto chang, given the large changs that techndogy brings about—
new forms of socialinteractiors andethicswill evolve thatwill make thingssocially
acceptale thathavent beensoin the past.

Whatis importart is to realizethatall this still leavesmuchto bedonein thefield of
privacy protedion: Justwherearethe bordersof technicalfeasibility whenit comesto
protectirg our personalnformation?Justhow muchof our personatiatashouldwe be
allowedto give up for the sale of corvenierce before society(or governnent,in most
casesptepsin andpreventsusfrom sellingour soul?How arewe to weightthegreater
goodof societyagairst our persol protedion, andwhom arewe trustingwith such
sensitve issuesAnd lastnotleast:how canwe influencewhatwill andwhatwill not
constituteaccepablesocialbehaior in thefuture by designimg our systemsn acertain
way thatsupprts suchbetavior?

We will touchuponsomeof thesecritique in the GuideliresandPrincides section
further below, whenwe explore the designspaceor privagy-respectig ubigquitoussys-
tems.Butfirstit mightbein orderto revisit thefield of ubiquitouscompuing itself and
examire it more closelyin thelight of the above-menionedprivacy issuesWhy does
workin thefield of ubiquitauscomputingcommau a heighteredawareressfor privacy
issuesWhatdifferencesn ourliveswill anubigutousernvironmen make,andhow can
we extraplatefrom thesechangson how future privacy codesmustbeimplemerted
andused giventheexisting ones?

3 Sociallmplications of Ubiquitous Computing

Whatis it thatmakesubigutous compuing ary differert from othercomputerscience
domairs with respecto privag/? Why shoud computerscientistan this particuar do-
mainbeary moreconcenedwith suchvagte notions of liberty, freedan, andprivagy?
Four propatiescometo mind:

— Ubiquity: Ubiquitous computing is everywhere— this is its essenceits explicit
goal. Conseqently, decisionsmadein ubiquitaus systemandartifact designwill
affect large, if not evelty part of our lives,from crossinga streetto sitting in the
living room to enteringan office building.

— Invisibility: Not only shouldcompuersbe everywhere we wantthemto actually
disappeafrom our views. With the ever shrinkng form factorof compting and
communicationdevices,this god seemdar from beingsciencefiction. Naturally,



wewill goingto have a hardtime in thefuturedecidirg atwhattimeswe areinter-
actingwith (or areuncer sunellance by) acompuing or commuicationdevice.

— Sensing: As computing techrology shrinksand processing power increaes,so
doesthe abilities of sensordo accuratelyperceve certainaspectof the erviron-
ment.Simpletempeature light, or noisesensor$iave beenarourd for quite some
time, but next geneation sensorswill allow high quality audo andvideo feeds
from camerasand microphores smallerthan buttons.Even emotion aspectof
ourlives,suchasstressfear, or excitemen, couldthenbe sensedvith high accu-
ragy by sensor&@mheddedn our clothings or in our ervironmertt.

— Memory amplification: Advarcementsn speectandvideoprocessingcombine
with the enhaed sensoryequipmentavailablesoon,male it actuallyfeasibleto
perceve memay prosthesispr amplifiess, which cancontiruously and unokru-
sively recordevery action,utterarce andmovementof ourselvesandour surround-
ings,feedirg theminto asophisticatedackendsystemthatusesvideoandspeech
processindo allow usbrowsing andsearchinghroudh our past.

Databasdechndogy and (muchlater) the Intemet alreay gave both researchrs
andimplementes atasteof thesocialrespomibility thesesystemsntail.Lessigargues
in [19] that technicaldecisiors madeduring the designof any compuer system,for
exampe the TCP pratocol,in effect constitutdegal implicationsof whatis andwhatis
not possibleto enface or condiet in sucha system With the trememousgronth and
ubiguity of the World Wide Web, conputertechrology affectsfar more thantherather
small elite of technosasvy academicsbut reachesout to seniorcitizensand entire
familiesaswell.

Ubiquitouscompuing, with its far reacling implicatiors describedbove, will take
this entaiglementof compuer techrology andsocietyat large onestepfurther (proba-
bly only the laststepbefae we begin implarting compuationaldevicesinto our body
our evenour consciosness)With a denselypopulded world of smartandintelligent
but invisible comnunicationand compuation devices, no singlepart of our liveswill
perdefadt be ableto secludeitself from digitization. Everything we say do, or even
feel, couldbedigitized, stored andretrievedarytime later. We maynot (yet) beableto
tapinto ourthoughts, but all otherrecoding capabilitiesmight make morethanup for
thatlack of data.

In a sensethis might sourd very familiar to thosein the field of Artificial Intel-
ligence,who have for almosthalf a centuy not only improved learnirg algoiithms
anddevisedontdogies,but alsoponcderedthe philosophicalandsocialimplicatiors of
thinking machires. Ubiquitous computing, in comparison,seemso comein low and
fastunder theradarscreenMost of its immediateapplicatiors soundfar too murdane
to excite the imaginatian of popula fiction authas in a way artificial intelligerce has
done Philosophes andsociolodgstsarenotyetawareof theseeminglyendlessadwances
that processing power, storagesystemssensorsmaterialscienceand miniaturization
will offer usin the not too distantfuture. And legal scholarsare still trying to make
senseof the implications that todays or even yesterdaysechndogies suchas border
lesshypertext (i.e.,the World Wide Web) hasbrowght uponnatioral legislationcreated
20-3 yearsago.



With only few pe@le outsideof the field beingaware of the tremenaduscharges
aheadit falls uponoursehesto contenplatetheeffectsof ourdoing. We cannotrely on
lawmalkers andsociologistgo befully awareof the vastpossibilitiesandimplications
that the technol@y so obviously presets to us. It is us who needto understad the
potentialanddangr of our advarcementsanddevelop soundconventiors andguide-
linesaccordimy to well-establishegbrinciples thatwill helpusdrive techndogy into a
resposibleandsociallyacceptale directim.

4 Principles and Guidelines

Beforewe setout drawing up our guiding principles,we mustfocuson what exactly
we aretrying to acconplish, especiallygiventhesubstantiatritique setforth in section
2.3.

In particdar, this meansthatwe arenot trying to achieve total security let alone
total privagy. Undowbtedly, professionakuneillance by spiesandprivateinvestigators
will continte to happen,just asit hashapgnedin the past.New techndogiesmay be
found that will be ableto (partially) sniff out suchsuneillance devices. Evertually,
bettersuneillance methaswill counterthis advantaye again.The factthattherehave
beenandalwayswill be afew rottenappleswill notspoil thewholebatchof technical
possibilitiesaheador us.

Whatwe canandwill beableto achieve is preventunwantedaccidents- dataspills
of highly personhinformationthat peoplewho have never asled for it sudaenly find
at their doastep.What we cando is allow peopge who want to respectour privacy
to behae in sucha way, so that we will eventually be ableto build a long lasting
relationslip basedon mutual trust and respect.And what shoud also be within our
reachis achieving a good balarce of convenienceand contrd wheninteractirg with
ubigutous,invisible devicesandinfrastrictures.

Following thefair informationpracticesandtheir recert enfancementshrowghthe
enactmenof the EurgpeanDirective, we canidentify seven main areasof innovation
andsystemdesignthatfuture researchn ubiquitouscompuing will needto focuson.
The next sectionswill elaborte eachof the conceptsin the order of both technical
feasibility andrelevarce,rangirg from the fundamentahotionof noticeandcorsentto
themoregereralnontechnicalpracticessuchasdataminimization anduselimitation.

4.1 Notice

Themostfundamenthprinciple of any datacollectionsystem(andubiguitous systems
will, in somerespectplay sucharole)is the Princide of Openress,or simply Notice.
In mostlegd systemgodayno singledatacollection—beit asimpleid trackirg activity
or afull fledgedaudiovisualrecordng — cango unroticedof the subjectthatis being
monitared (thatis, aslong asthe subjectcanbe personallyidentified)

Again, ubigutous deviceswill perdefinitionbeideally suitedfor covert operatim
andillegal suneillance,no matterhow muchdisclosureprotacols arebeingdeveloped.
It will always take specialdetectionequipmentto be reasonhly surethat a certain
roomor areais notbeingoverheardby others.But opeinesggoesalongway whenwe



wantto prevent themass-marét “smart” coffeecupto turninadvertently into a spy-tool
parexcellan@! Imagire the casualuserof a memay-amgifier-coffee-cupaccidemally
leaving hercupin hercolleagesoffice —only to find in the evenirg thathercolleage
hasspentmostof thedaygossipingabou her, competely unavareof the spying coffee
cup. Even thoudh suchaccidentarecordngs for the most part canna be upheld in
courtsthedamagés doneandthesocialimplicatiors far outweighthelegd ones under
suchcircumstages.

What would be helpiul is somekind of annaincenent system,very muchlike a
radiotraffic announcemensystemwherecarstereoswill interrypt theplayingof aCD
or tapeif animportart traffic announcemen comesup. Otheranaloges would be the
robots.tx  t file on World Wide Web senerswhich allows Web robotsto checkfor
the “house rules” before excessiely traversing a site, or the well-known emegeng
frequenciesfor radio commuricationsthat are resered and constantlymonitaed for
emegeng/ communications.All theseexamges havein comnonthenotionof awell-
known mecharsm, a well-known locationfor the pulication of information.Clients
interestedn this particularinformationdo notneedto spendime andenegy onsearch-
ingfor it, they canreadly accesst shoud suchinformationbeavailable(giventhatthey
know aboutthe well-known locationfor pulishingit).

Depenling on thetype of device, differert annaincemehmechaimsmswould need
to be found. Constantradio broadcastsfor exanple, would rapidly drain battery of
smallmobiledevices,while it wouldbeperfectly acceptale for roomsandbuildingsto
ceaselesslgnnouncesuchinformation.RFID tagscouldbeusedio passiely annaince
datacollectionwithout using ary batteriesat all. The restrictedstorag size of such
labelscould be enharedby outsoucing suchinformationto a publicly availableWeb
siteandlinking to it by merelyplacingits URI onthelabel.

As to whatthe format of suchanannaincemenwould be, a similar initiative for
Interret Privagy hasalread covered a lot of ground in this area: The Platform for
Privacy Preferences projed, or P3Pfor short,hasbeendevdopedat the World Wide
Web Consortium(W3C) by a working groyp with representiévesfrom industry pri-
vagy adwocategroupsanduniversities[10]. P3Pallows Web sitesto describeheir data
collectionpracticesn a machinereadabe way, which canthenbe readanddisplayel
by P3P-eabledbrovsersoftware.Userscanconfiguetheirbrovsesto accepor reject
certaintypesof policies(i.e., “reject ary privagy policy thatusesmy homeaddresfor
marketing purpses”) andthusautonatethe nowvadays tediots procesf judgingthe
acceptaltity of asitespractices.

Obviously, powerconsumgion andconrectiity problens in thefield of ubiqutous
compuing will makeit difficult to directly reuseresultsfrom Intemetresearclprojects.
However, themainmerit of thiswork lies in the carefullycraftedprivagy policy vocab
ulary:usingXML astheencaling format,more thana doznelementsallow Websites
to accurtely describethe datathey collect, the purpcsefor doing so, the recipieris of
thedata theirretention andary disputemechaismsthey havein placein orderto deal
with customercomplairts. The difficulties of comingto a consensugor a vocalulary
thatis acceptabléo bothprivacy adwcatesandindustrialmarketes alike probaly ac-
courtsfor muchof the3 yearsthis projecthastaken.lt is currently in its final phaseand



alreadya number of bothWeb sitesandsoftwaredevelopershave begun incormoratirg
theproto®l into their systems.

Usingadeclaationformatlike P3Pandannouncingit via oneor morewell-known
mechamsmswould form the bottam line for any privagy-awareubiqutous systemDe-
pendng on the actualsetupof the systema singleannancenent might cover a mul-
titude of devices.For example an office building might make suchan annaincenent
for all of the devicesthat are installedinside, wherever someoneentersthrowh its
front doas. Roomsin the building might repeatedlyrefelencethis main declaratio
for all sensorsr devicestheroomis equipgdwith. A wearablesystem,on the other
hand might be representedy singledeclaratian from its owner’s cell phae. Single,
autonanousdevicesthatcanbe operdedindepadentlyof suchcentralservicesvould
requie their own annaincemencapabilities For exanple, a future coffee cup with a
sophisticatednemofunction would needo beableto annainceits datacollectionprac-
ticesevenin theabsencef any centralunit the holder might wear(aslong asthe cup
would actuallycollectary datawithout sucha centralunit).

Not every singledevice would needto beidentifiedin suchanannancenent. The
goalis to exhatstively enumerateall types of datacollectednottheindividual devices
doingso.It doesnotreally matterhow mary sensorsecod audiodatain acertainroom
- thefactthataudiorecordng is doneat all is the importantinformation. Collationis
always possible,and overstatingthe actualdatacollection perfedly legal. An office
building could collectively declarethataudiorecordng is donein all of its room, even
if notall of themactuallyhadsensorsquiged.lt is up to the ownerof the device or
systento decickif suchoverstatemenis in herbestinterest Of coursecertainpractices
might not be legd in mostcounties, which placesevererestrictionson surweillance
suchaswiretappirg or videorecoding (seemoreaboutthatin theuselimitation section
belaw).

4.2 Choiceand Consent

With the enactmehof the EU Directive thatrefinedandexterdedthe well-known fair
informationpracticesijt is not enowh anymoreto simply announce anddeclare data
collection- it alsorequitescollectos to receve explicit consent from the datasubject.
The Directive thuseffectively prohbits ary collectionandusageof persoml informa-
tion, except for certainlegd proeedureqlaw enfacemen, pulic health,etc) or when
explicitly consentedby theindividual.

Themostcomman form of explicit corsenthowadaysis still thewrittencontractBy
shaving the signatue of thedatasubjectunder a correspondig pieceof text, collectors
canin mostcasesffectively demastratethatthey have receved the explicit consent
of the subject.In theworld of electronc transactios, however, explicit consenis not
thateasyto comeby.

Even thowh digital signaturesasedon publickey cryptagrapty area well estab-
lished concep, the actualusageof suchsignatuesis still in its infarcy. So far, no
publickey-infrastructue (PKI) hasactuallyachieved widespred usagewhich makes
theactualverificationof signatues,aswell astheir revocation difficult.

But it is not only a questim of autheticity that makesdigital signatureshardto
use,it is alsothe requirementof explicitness:A certainstatemenimay very well be



signedwith the secretkey of a certainindividual, but hadthe individual actuallyary
knowledgeof signingthat particula statementpr wasit her persomal softwareagent
thathandledhetaskin thebackgound without theusers knowvledge?

In electroniccommerce,suchexplicit consentis often achieved by requring the
pressof a buttonto initiate datatransfer In a ubigutous computing setting,a pressof
a buttonmight not only be physically impossible(becagenoneof the devicespresent
suppat a tactile interface),it might alsobe unusake: With hurdredsof devicesfrom
a multitude of collectorsconstantly queryng my informationas| walk down a busy
street pressinghe OK buttonon my cell phore everytime | wantto authoize transfer
will surelyanngy eventhemostpatientperson

Another often overlooked problem the notion of consentposesto systemdesign
is the requirenent of choices:With only one option available,gettingconseh comes
dangerouslycloseto blackmailing. Imagne that in order to entera pulic building,
youmustagreeto comgetely unaccetablepracticesCertainlyyou couldalwayswalk
away from sucha deal,but canyou really?(Somemight argue thatthis is no different
from mostsupermaketstoday which alreadyfeatue a comprdiensve video suneil-
lancesystemlIn mostlegal systemssuchsuneillanceis possibleunderveryrestrictve
guideliresthatplacerestrictionson pumpose use,andretentionof suchvideofeeds.)

In orderto make corsentaviableoption morethanthe“takeit or leaveit” dualism
mustbeoffered.Office buildings couldoffer meto trackmy positionwithin thebuilding
in order to offer customizedhavigational serviceslIf | choseto decling it mustbe
possibleto selectvely disablethe trackingfunctionality without either shuttingdown
thewhole systemfor all othervisitors,or menot enteringthe building.

Advancementsn audioandvideo processingnight make suchchoicesavailable
for selectve recordngs: Insteadof requring all participarns of a meetingto consent
to a compehensie audioor video recordng, the systemcould only track thosewho
agreeto the recoding, while the voicesof all othes will be muted,their picture on
videosanorymized.A simplesolutionalongsimilar lines wasusedin the Classroom
2000projectat Geogia Tech,whereclassroonrecordngs would focuson theteacher
andhisreplies,while voicesandfacesof studeis wheredeliberatéy of low quality[2].

4.3 Anonymity and Pseudonymity

Giventhe difficulties in assertingexplicit consehin electromc commnunicatiors, one
viable alternatve to personabatacollection arethe notions of anorymity andpseude
nymity. Not only arethey animportantoption whenoffering clientsanuntberof choices
(sothatthosewho wish to reman anorymous canremainso),they alsoallow thelegal
collectionof certaintypesof datawithout requiring userconsent.

Anonymity canbe definedas “the stateof being not identifiablewithin a set of
subjects. Thelargerthe setof subjectss, the stronger is the anorymity [23]. A large
numter of both free and commecial anorymity servicesare alreadyin widespred
use on the World Wide Weh Using anorymizing proxies, for exanple the popuar
www.anony mizer.com , or more sophisticatedmixes”, like the “Freedoni soft-
ware product of the Canadiarsoftware compary Zero-Krowledge Interret userscan
alreadytodayhidetheir IP addessfrom the Web site hostingtheaccessegpage.



Even thoudh the techndogy behindsuchserviceds alreadywell establishedsuch
method might not be feasiblein a ubiquitous computing ervironment. Commurica-
tions betweensmall ubiquitous devices will often hagpenin a much more dynamic
environmen, wherelong chainsof communication(like they areusedin mixes)might
not lastlong enoudn becasedevicesconstantlyenteror leave the sceneDirect com-
municdionsonthe otherhandoftendisclosemy realidentity, unlesswirelessprotacols
would beadaptedo useonetime addressednsteadof their fixedhardvare(MAC) ad-
dress(asit is donein the Bluetoothstandad). Sensincghardware is alsodifferentfrom
network cards:My real-world appearanceunlike my cyberspaceone,canna be dis-
guisedthat easily— ary videocameracangeta clearenoudp shotof meif it's pointed
atmy face.

Anonymity hasalsodisadartagesfrom anapplicationpoint of view. Beinganory-
mouspreventsthe useof ary applicationthat requiles authenticatia or offers some
form of personalizdon. Pseudoymity is an alterndive that allows for a more fine
grainedcontrd of anorymity in suchcircumstanes:by assigninga certainID to a
certainindividual, this personcanberepeately identifieduntil shechangsto a differ
entID. Usingthe samepseudogm morethanonceallows the holde to persmalizea
serviceor establisha repuation, while alwaysoffering herthe possibilityto stepout of
thatrole whenerer shewishes.

Whetheranorymous or pseudoymous—if datacanrot betracedbackto anindivid-
ual(i.e.,if it is unlinkable), the collectionandusageof suchdataposeso threatto the
individuals privacy. Conseqeantly, legd framevorks suchasthe EU Directive lay no
restrictionon the collectionof anorymous (or pseudaymous)data.Determinirg when
certaintype of informationcanbelinkedbackto a personhowever, is moreoftenthan
not subjectof debate For exampe, even randmly geneated pseudogms might be
linkable uncer certaincircumstance: In casea pseudnym is usedin conjurction with
acertainfactthatis easyto idertify in a suficiently smallset,linking beconestrivial.
An active badgemightbe progammedo chang its ID everyfive minutesthoud the
fact that the tracking systemis ableto exactly pinpdnt its locationwould make this
chang obvious (andthuslinkable) in thelogs.

Data-Miring technol@y allows muchmoreremotecoincicencesto be assembled
into a single coheent picture, therefae greatly increasingthe potentialof any type
of informationto be usedfor linking. Although Germanprivacy-commissionerdave
argued for placingsevererestrictionson the useof data-mirng apgications[1], their
call might notberealistic.

4.4 Proximity and Locality

It seemghat our above obsevationsregaiding the feasibility of certaindesirableas-
pectsin a privacy-aware ubiqutous system— suchas clear notices,explicit corsent,
andunlinkable pseudaymity — might prove too difficult for efficient andreliableim-
plemertation. One possibility to facethis techndogical reality while still preserviig
somedesirablestateof protedion, even whenthis meanssomeform of sociologdcal
adjustmen aretheprincipesof proximity andlocality.

Theideaof proximity is basicallya practicalsolutionto muchof whatmakesnotice
andcorsenthard Insteadof annaincingeachandevery datacollection, taking careto



gettherequred conseh andhande thosefrequentcasesvherevarious peope do not
give their consentjmaginethefollowing: Futuresociety(andwith it thelegd system)
will acceptthe factthatpersoml gadgetry (like coffee mugs or “smart” clothing) can
recordcorversationsand behaiors whenever its owner is present. Justasif pele
would never forget a thing they witnessedNote that this doesnot meanthat pele
would suddety beomnisciemn—theirmemoy prosthesigi.e., their coffeemugs)would
only grart themthe gift of indefirite recollection(currently mostlegal systemdreat
ary recordng without the explicit corsentof all partiesassunaillance, whichis only
allowed by law enfacemem in certain,cout-ordeed situations).In casethe owner
wouldaccidentHy leave suchadevice sothatit couldwitnessacorversatioror meeting
of otherpeope in her absenceall sensoryequipmentwould be turnedoff until the
owner's presegewould be detectedhgain

Sucha detectionmechanisntould be simple.Of course, future advarced sensors
could use biometryto checkif the cup’s owner is actually holding it. It could also
usethe presenceof certainIDs in the clothing of the owne as a trigger: Only if a
certainprecefinedsignal would be emittedfrom the owner’s wearableconputer its
sensorsvould beopertional. Theprablemwould befurthersimplifiedif thecup’s data
storagewnould beoutsaircedto the holder's wearale computer:In this caseit would be
sufiicient to simply checkfor the presene of ary type of outsaircingfacility, in effect
actingasa collectiondevice for anybody holding the cup (or sitting next to it).

Although this would alleviate a nunber of technicalproblems,recoding eachand
every conversationand behaior would be more than just chattingwith friends who
suddely have very goad memoy. Storagealsoallows your friendsplayingthis infor-
mationto peoge unknown to you, who then effectively withesseverts they wereno
part of. While onemight still be comfatable with the idea of friends having a goad
recollection of pastdiscussionsogetheyonewould certainlybe lesscomfoitablewith
theirfriends playingtheirrecordngsto agrowp of strangrsfor enterttnmentvalue.

Along similar linesastheideaof proximity aimsthe notion of locality. Insteadof
working out complicatedauthenticdon pratocolsthat govern the distribution of col-
lectedinformation,sothatit is in comgiancewith whatever recipien informationhas
beenpreviously annainced information could simply be tied to placesat which it is
collected.Shoulda tablein aroomon a groundfloor be allowed to askthe flowerpot
on the hallway outsideto contactthe light fixturesin the staircasdor the information
that the sodamachineon the 3rd floor is currentlyacquiring Shouldmy printer tell
everybodywalking by whatit is printing at the momern, only to have them passthis
informationon to the peope they meeton the subway or at the airpot, until this data
endsup ontheothersideof theworld?

In essencegnewouldrequire thatinformationis notdisseminate¢hdefinitely, even
not acrossa larger geogaphicbourdary, suchasbuildings or rooms. Informationcol-
lectedin a building would stay within the building’s network. Anybody interestedn
thisinformationwould needto beactuallyphysically presehin orderto queryit. Once
presenthowever, no additioral auttenticationwould berequred arymore—the printer
in thehallwaywould be hapyy to tell anybodypassingy andstoppingfor achatwhich
documents(andby whom) wereprintedonit lastnight.



This concep resemkbesprivagy protectio (or thelack of it) in small,ruralcommu
nities:Everybodyknows everything abouteachother andis only too haypy to tell. Once
someoe leavesthe boundariesof the village, however, accesgo informationabaut its
inhabitarts becomedifficult, if notimpossible.Thoughword of mouh allows infor-
mationto travel far beyond the originating locality, the information value drastically
decreasewith increasingdistance.

In sucha scenaripobseving arnything from a largerdistancebecanesimpractical.
Eventhouwh it is notimpassibleto acqure certaininformation,it ultimately regures
physical locality to its souce. This wouldn’t be too far from our curren statusquo
wherelaw enfacementor privateinvestigatorsroutinely inteniew witnessedor their
versionof theevents— only thatcoffeemugs andtablescannottalk. Not yet.

4.5 Adequate Security

Not surprisindy, talking abait privacy almostalwaysleadsto securitycorsiderations.
In mostdiscussionsthe significanceof the latteris often perceved muchhigher than

that of the former. Theideais temptirg: oncewe solve security thatis, oncewe are
ableto achieve authenticity andtrustedcomnunicatiors, privacy will be a by-product

thatfollows inevitably from a secureernvironment.

Securecommunicationsandstoragenethalshave beerarourd for quitesometime,
and securityexpetts are corstantly refining the algorithns to keepup with the rapid
techndogicaldevelopmen. However, ubiqutousdeviceswill introduceawholenew set
of constrais, mainlyin theareaf powerconsumptionandcomnunicationprotacols:
thereis only somuchenegy to power anembedeéd processoin, say a felt pen,that
it will perhapsnot be enoudy to compute the productof two 2048-bit prime numkers.
And a pair of smartshoeswill probably passa storefront in a few secondsparely
enough time to go throwgh with anordely securityproto®l for establishinga secure
communication.

Even with GHz Desktoppower, securityexpets questionif absolutesecuritycan
ever beachieved. True,2048bit public key enciyptionis probably securdfor thefore-
seeablduture.Butin orderto preventmisusekeys needo beencryptedby pass-phaise,
which invitesthe usualprodem of choosingnicknamesof family memtersor friends,
or writing themdown next to the keyboard. Smartcard areoftenhailedasthe ultimate
persoml securitydevice, but these,too, needto be protectedfrom unauttorized use
oncethey fall into the wrong hand. And evenif biometrics will ever allow usto use
ourfingeprintsor retinasto replace personbpassverds,key distribution andmanag-
mentfor tensandhundedsof small and miniature persoml devices (everything from
socksto umkrellasto doorknabs) will almostcertainlychalleng the mostclever user
interface.

We canredice muchof this comgexity by employing robust securityonly in situ-
ationswith highly sensitve datatransfer suchasfinancialtransactios, or the transfer
of medicalinformation.In mostothercasesthe principle of proportiorality applies:
crackirg a512bit key might befeasiblegiventhe properhardvare,but if crackirg the
codewould meana reward of only $10, this would hardy be worth the effort. Simi-
larly, sendingtemperatte datafrom a sensotto its basestationmight not needto be
encryptedatall. After all - if aneavesdrgperis closeenaighto overhearits low-power



radio communicationtaking place,he might aswell sensethe curren temperatte by
himself.

Herethe principle of locality beconesrelevantagain if we startbroalcastingoth-
erwiseinnocwusinformationlik e temperéure or noiselevelsfrom a certainlocal con-
text acrossmary hopsto physically distant(or separatedplaceswe effectively create
suneillancedevices.If, however, suchdatais sentonly locally andnottransmittedur-
ther, the lack of encrygion is of no conern, therebre simplifying implementationsat
areasonblelevel of compomise.

Theimportantaspecto realizeis that securitymight not be the panaeait appears
to be,andit might not needto bethatparaceaeither If we conseqantly apply princi-
pleslike proximity, locality, andpropationality, muchof ourbasicinfrastructuwe could
indeedfunction without ary explicit securitymodelat all, while still adequatly re-
spectingthe privacy needf its users.

4.6 Accessand Recourse

Trustinga systemandespeciallya systemasfar reacling asa ubiguitousone requres
a setof reguationsthat separatecceptale from unaceptablebehaior, togetter with
a reasonble mectanismfor detectingviolationsandenforcing the peralties setforth
in the rules.Both topicsbelorg more into the realmof legal practice wherelaws and
codesof condict will needto berevisedor newly establishedn order to addessthe
specialrequiranentsof typical ubiqutous computing ervironments.

However, technolgy canhelpimplenentingspecificlegal requiranentssuchasuse
limitation, accessor repuliation. Augmerting a P3P-like protacol with somethig like
digital signaturs would allow for nonrepuiation mechaisms,wherepartiescould
actuallyprove thata certaincomnunicationtook placein caseof a dispute.Database
techndogy could provide datacollectos with privacy-aware storagetechndogy that
would keepdataandits associatedisagepracticesasa singleunit, simplifying the pro-
cessof usingthe collecteddatain full compliarce with the declarel privagy practices.
SophisticatedKML linking techndogy could enablethe datasubjectdirect accesgso
his or herrecoradinformationin orderto enabletherequred accessights.

The principles of Collectionand Use Limitation setforth in the fair information
practicescanfurther simplify suchaccesgequirenents.In essencethey requre data
collectorsto

— only collectdatafor a well-definal pumpose(no “in-advance”storage)
— only collectdatarelevant for the purpce (notmore)
— only keepdataaslong asit is necessarfor the pumpose

Togetterwith anorymizationor pseudoymizatian, theseprindplesmightsase both
time andeffort thatwould otherwisebe spentin orderto properly collect, protect,and
manag largeamourts of sensitve personhinformation.

5 Summary and Outlook

Whatlies attheintersectiorof privagy pratectionandubiquitouscompding is easyto
imagine:the frighteningvision of an Orwellian nightmare-cone-true wherecourtless



“smart” deviceswith detailedsensingandfar-reacling commuicationcapaliities will
obsenre every singlemomer of our lives,so undtrusive andinvisible that we won't
even notice! Ron Rivestcalls this the “reversalof defauts”: “What was onceprivate
is now public”, “what was oncehardto copy, is now trivial to dugdicate” and “what
was once easily forgotten, is now storedforever” Clearly, “somethirg” need to be
done asneaty all work in ubiquitouscomputing points out, yet little hassofar been
accomflished.

Someof the principes mentiored abose seemreadily implementable, given the
proper protomls: limiting the numker of communicationhopsary messageantravel
enforceslocality; creatingsimpleproxmity betavior for personadevicespreventsun-
wantedsuneillance; and devising communication pratocols that usetempaary, ran-
domIDs canprovide somebase-lineanorymity. Implementingotherguidelinesmight
require a goodamoun of work: finding the adeqate securitysettingsfor a givensce-
nario (theremight be widely different requiementsfor certainpartsof a system) de-
riving low-power transparecy protocds thatarebothexpressve andcompat enough,
andcreatinga simplemechaism for pseu@nymity-baseddentity managment.Some
of this might be achieved by porting existing solutionsto a low-power ervironmen,
othersmight needto be re-emgineeredfrom scratch.Somelarge researcheffort will
prokably be required to fulfill neeckd trust requrements(implemering digital signa-
turesandtheir correspondig public-key infrastricture)andback-eml systemgprivacy-
awaredatabaseandaccesgechnolgies).

As importantasit is to take existinglaws andcodes of practicesnto account, which
canandmustsene asimportant guiddines for creatingprivag/-respeting infrastric-
tures—it is equallyimportar to rememier thatlaws canonly work together with the
socialandtechndogical reality, notaganstthem.If certainlegal requilementsaresim-
ply notenforeable technolagical or procedural solutionsneedto befound, or thelaw
changd.

Maybe it is indeedtime thatwe facethe new techndogical realitiesandaccepthe
factthatpersmal datacollectionwill contirueto adwanceanderode privagy aswe know
today But new paraligmswill take placeof old andunrealisticassumptios, andnew
forms of humaninteractiors will evolve in society justaswe have learnedo live with
the spectergi.e., mocern photagrapty) that hauried Warrenand Brandeismore than
100yearsago.
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