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Abstract

In the literature, bilocality and n-locality of correlation tensors (CTs)
are described by integration local hidden variable models (called C-LHVMs)
rather than by summation LHVMs (called D-LHVMs). Obviously, C-
LHVMs are easier to be constructed than D-LHVMs, while the later are
easier to be used than the former, e.g., in discussing on the topological
and geometric properties of the sets of all bilocal and of all n-local CTs.
In this context, one may ask whether the two descriptions are equivalent.
In the present work, we first establish some equivalent characterizations
of bilocality of a tripartite CT P = [P (abc|xyz)], implying that the two
descriptions of bilocality are equivalent. As applications, we prove that all
bilocal CTs with the same size form a compact path-connected set that
has many star-convex subsets. Secondly, we introduce and discuss the
bilocality of a tripartite probability tensor (PT) P = [P (abc)], includ-
ing equivalent characterizations and properties of bilocal PTs. Lastly,
we obtain corresponding results about n-locality of n + 1-partite CTs
P = [P (ab|xy)] and PTs P = [P (ab)], respectively.

Keywords. bilocality; n-locality; correlation tensor; probability ten-
sor; local hidden variable model.

PACS number(s): 03.65.Ud, 03.67.Mn

1 Introduction

As one of important quantum correlations, Bell nonlocality originated from the
Bell’s 1964 paper [1]. He found that when some entangled state is suitably mea-
sured, the probabilities for the outcomes violate an inequality, named the Bell
inequality. This property of quantum states is the so-called Bell nonlocality and
was reviewed by Brunner et al. [2] for the “behaviors” P (ab|xy) (correlations),
a terminology introduced by Tsirelson [3], but not for quantum states. As an
important source in quantum information processing, Bell nonlocality has been
widely discussed, see e.g. [4–18]. Usually, Bell nonlocality can be checked by
violation of some types Bell inequalities [19–29].
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Quantum systems that have never interacted can become nonlocally corre-
lated through a process called entanglement swapping. To characterize non-
locality in this context, Branciard et al. [30] introduced local models where
quantum systems that are initially uncorrelated are described by uncorrelated
local variables, leading to stronger tests of nonlocality. More precisely, they
considered the general scenario depicted in Fig. 1. 
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Figure 1: A general bilocal scenario. A source lim1 sends particles to Alice and
Bob, and a separate source λ2 sends particles to Charles and Bob. All parties
can perform measurements on their system, labeled x, y, and z for Alice, Bob,
and Charles, and they obtain outcomes a, b, and c, respectively, with the joint
probability P (abc|xyz).

After performing measurements, the correlations between the measurement
outcomes of the three parties are described by the joint probability distribution
P (abc|xyz). Following [30, 31], a joint probability distribution is said to be
bilocal if it can be written in the factorized form:

P (abc|xyz) =

∫∫
Λ1×Λ2

ρ1(λ1)ρ2(λ2)PA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2)dλ1dλ2

(1.1)
for all possible inputs x, y, z and all outcomes a, b, c. We call Eq. (1.1) a

continuous bilocal hidden variable model (C-biLHVM) since hidden variables
λ1 and λ2 may be “continuous” ones. Branciard et al. proved that all bilocal
correlations satisfy a quadratic inequality I ≤ 1 + E2 [30, Eq. (10)]. To com-
pare bilocal and nonbilocal correlations in entanglement-swapping experiments,
Branciard et al. [31] extended the analysis of bilocal correlations initiated in [31]
and derived a Bell-type inequality

√
I +
√
J ≤ 1, which was proved to be valid

for every bilocal P = [P (abc|xyz)]. Gisin et al. [32] proved that all entangled
pure quantum states violate the bilocality inequality. Importantly, bilocality in-
equality is related to the 2-locality approach for detecting quantum correlations
in networks, especially, in star networks [33–43]. For example, Tavakoli et al
in [33] introduced and discussed n-locality of a star-network composed by n+ 1
parties (see Fig. 2), where a central node (referred to as Bob, denoted by B)
shares a bipartite state ρAiBi with each Ai of n edge nodes (referred to as the
Alices, denoted by A1, A2, . . . , An).

Usually, both bilocality and n-locality are described by integration local hid-
den variable models (LHVMs), called C-biLHVMs and C-nLHVMs, rather than
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Figure 2: A star-network with a central node B and n star-nodes A1, A2, . . . , An
where n = 4.

by summations LHVMs, called D-biLHVMs and D-nLHVMs. In this paper,
we will discuss bilocality and n-locality of correlation and probability tensors
by proving equivalences between C-biLHVMs and D-biLHVMs, as well as C-
nLHVMs and D-nLHVMs. In Sect. 2, we first fix the concept of bilocality of
a tripartite correlation tensor (CT) P = [P (abc|xyz)], and establish a series
of characterizations and many properties of bilocality. In Sect. 3, we give the
concept of bilocality of a probability tensor (PT) P = [P (a, b, c)] and obtain
some equivalent characterizations and many properties of bilocality of a PT.
Sects. 4 and 5 are devoted to the corresponding discussions about n+ 1-partite
CTs P = [P (ab|xy)] and PTs P = [P (ab)], respectively.

2 Bilocality of tripartite correlation tensors

In what follows, we use [n] to denote the set {1, 2, . . . , n}. When a tripartite
system is measured by separated three parties A,B and C with measurements
labeled by x ∈ [mA], y ∈ [mB ] and z ∈ [mC ], respectively, the joint probability
distribution P (abc|xyz) of obtaining outcomes a ∈ [oA], b ∈ [oB ] and c ∈ [oC ]
forms a tensor P = [P (abc|xyz)] over ∆3 = [oA]× [oB ]× [oC ]× [mA]× [mB ]×
[mC ], we call it a correlation tensor (CT) [46], just like a matrix. Abstractly, a
tripartite CT over ∆3 is a function P : ∆3 → R such that

P (abc|xyz) ≥ 0(∀x, y, z, a, b, c) and
∑
a,b,c

P (abc|xyz) = 1(∀x, y, z).

Any function P : ∆3 → R is called a correlation-type tensor (CTT) [46] over
∆3. We use T (∆3) and CT (∆3) to denote the sets of all CTTs and CTs over
∆3, respectively.
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For any two elements P = [P (abc|xyz)] and Q = [Q(abc|xyz)] of T (∆3),
define

sP + tQ = [sP (abc|xyz) + tQ(abc|xyz)],

〈P|Q〉 =
∑

a,b,c,x,y,z

P (abc|xyz)Q(abc|xyz),

then T (∆3) becomes a finite dimensional Hilbert space over R. Clearly, the
norm-convergence of a sequence in T (∆3) is just the pointwise-convergence and
then CT (∆3) becomes a compact convex set in T (∆3).

We fix the concept of the bilocality of a CT over ∆3 according to [30,31].
Definition 2.1. A CT P = [P (abc|xyz)] over ∆3 is said to be bilocal if it

has a “continuous” bilocal hidden variable model (C-biLHVM):

P (abc|xyz) =
∫∫

Λ1×Λ2

q1(λ1)q2(λ2)PA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2)dµ1(λ1)dµ2(λ2)

(2.1)

for a measure space (Λ1 ×Λ2,Ω1 ×Ω2, µ1 × µ2) and for all a, b, c, x, y, z, where
(a) q1(λ1) and PA(a|x, λ1)(x ∈ [mA], a ∈ [oA]) are Ω1-measurable on Λ1,

q2(λ2) and PC(c|z, λ2)(z ∈ [mC ], c ∈ [oC ]) are Ω2-measurable on Λ2, and
PB(b|y, λ1λ2)(y ∈ [mB ], b ∈ [oB ]) are Ω1 × Ω2-measurable on Λ1 × Λ2;

(b) qi(λi), PA(a|x, λ1), PB(b|y, λ1λ2) and PC(c|z, λ2) are probability distri-
butions (PDs) of λi, a, b, c, respectively.

A CT P = [P (abc|xyz)] over ∆3 is said to be non-bilocal if it is not bilocal.
We use CT bilocal(∆3) to denote the set of all bilocal CTs over ∆3.

Remark 2.1. By Definition 2.1, when a CT P = [P (abc|xyz)] over ∆3

is a product of three conditional probability distributions PA(a|x), PB(b|y) and
PC(c|z) of parties A,B and C, i.e., P (abc|xyz) = PA(a|x)PB(b|y)PC(c|z), we
can rewrite it as

P (abc|xyz) =

1∑
λ1λ2=1

q1(λ1)q2(λ2)PA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2)

where qk(λk) = 1(k = 1, 2) and

PA(a|x, λ1) = PA(a|x), PB(b|y, λ1λ2) = PB(b|y), PC(c|z, λ2) = PC(c|z), ∀λk = 1.

Thus, P = [P (abc|xyz)] can be written as (2.1) for the counting measures µk
on the set Λk = {1} and then is bilocal.

Remark 2.2. From definition, we observe that when a CT P = [P (abc|xyz)]
over ∆3 is bilocal, marginal distributions satisfy:

PAC(ac|xz) = PA(a|x)PC(c|z), ∀x, z, a, c. (2.2)

By using this property of a bilocal CT, we can find that not all Bell local CTs
over ∆3 are bilocal.

Example 2.1. Let mX = oX = 2(X = A,B,C) and take

PB(1|1) = 1/2, PB(2|1) = 1/2, PB(1|2) = 1/2, PB(2|2) = 1/2,
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P ′A(1|1) = 1, P ′A(2|1) = 0, P ′A(1|2) = 1, P ′A(2|2) = 0,

P ′′A(1|1) = 0, P ′′A(2|1) = 1, P ′′A(1|2) = 0, P ′′A(2|2) = 1,

P ′C(1|1) = 1, P ′C(2|1) = 0, P ′C(1|2) = 0, P ′C(2|2) = 1,

P ′′C(1|1) = 0, P ′′C(2|1) = 1, P ′′C(1|2) = 1, P ′′C(2|2) = 0,

and define

P =
1

2
P′A⊗PB⊗P′C +

1

2
P′′A⊗PB⊗P′′C ,

that is,

P (abc|xyz) =
1

2
P ′A(a|x)PB(b|y)P ′C(c|z) +

1

2
P ′′A(a|x)PB(b|y)P ′′C(c|z).

Clearly, P = [P (abc|xyz)] is a Bell local CT. Note that

|PAC(ac|xz)−PA(a|x)PC(c|z)| = 1

4
|[P ′A(a|x)−P ′′A(a|x)][P ′C(c|z)−P ′′C(c|z)]| ≡ 1

4
,

we see that
PAC(ac|xz) 6= PA(a|x)PC(c|z), ∀x, z, a, c.

Thus, P /∈ CT bilocal(∆3). Moreover, from Remark 2.1, we see that P′A⊗PB⊗P′C
and P′′A⊗PB⊗P′′C are in CT bilocal(∆3). This shows that the set CT bilocal(∆3)
is not convex in the Hilbert space T (∆3).

Generally, the five PDs in a C-biLHVM (2.1) for P are not necessarily unique
and depend on P. The following proposition ensures that any two bilocal CTs
over ∆3 can be represented by C-biLHVMs with the same measure space and
the same PDs of the same hidden variables.

Proposition 2.1. Let P = [P (abc|xyz)] and P′ = [P ′(abc|xyz)] be any
two bilocal CTs over ∆3. Then there is a product measure space (S1 × S2, T1 ×
T2, γ1 × γ2) and PDs fk(sk) of sk(k = 1, 2) such that

P (abc|xyz) =

∫∫
S1×S2

f1(s1)f2(s2)PA(a|x, s1)

×PB(b|y, s1s2)PC(c|z, s2)dγ1(s1)dγ2(s2), (2.3)

P ′(abc|xyz) =

∫∫
S1×S2

f1(s1)f2(s2)P ′A(a|x, s1)

×P ′B(b|y, s1s2)P ′C(c|z, s2)dγ1(s1)dγ2(s2) (2.4)

for all a, b, c, x, y, z.
Proof. By definition, P and P′ can be represented as

P (abc|xyz) =

∫∫
Λ1×Λ2

q1(λ1)q2(λ2)PA(a|x, λ1)

×PB(b|y, λ1λ2)PC(c|z, λ2)dµ1(λ1)dµ2(λ2) (2.5)
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P ′(abc|xyz) =

∫∫
Λ′

1×Λ′
2

q′1(λ′1)q′2(λ′2)P ′A(a|x, λ′1)

×P ′B(b|y, λ′1λ′2)P ′C(c|z, λ′2)dµ′1(λ′1)dµ′2(λ′2), (2.6)

for some product measure spaces (Λ1×Λ2,Ω1×Ω2, µ1×µ2) and (Λ′1×Λ′2,Ω
′
1×

Ω′2, µ
′
1 × µ′2). Putting

Sk = Λk × Λ′k, Tk = Ωk × Ω′k, γk = µk × µ′k,

sk = (λk, λ
′
k), fk(sk) = qk(λk)q′k(λ′k)

for k = 1, 2, we get a product measure space (S1 × S2, T1 × T2, γ1 × γ2), two
independent variables sk with distributions fk(sk)(k = 1, 2). By letting

PA(a|x, s1) = PA(a|x, λ1), PB(b|y, s1s2) = PB(b|y, λ1λ2), PC(c|z, s2) = PC(c|z, λ2),

P ′A(a|x, s1) = P ′A(a|x, λ′1), P ′B(b|y, s1s2) = P ′B(b|y, λ′1λ′2), P ′C(c|z, s2) = P ′C(c|z, λ′2),

for all sk = (λk, λ
′
k) in Sk, we obtain from Eq. (2.5) that∫∫

S1×S2

f1(s1)f2(s2)PA(a|x, s1)PB(b|y, s1s2)PC(c|z, s2)dγ1(s1)dγ2(s2)

=

∫∫
Λ′

1×Λ′
2

q′1(λ′1)q′2(λ′2)dµ′1(λ′1)dµ′2(λ′2)

×
∫∫

Λ1×Λ2

q1(λ1)q2(λ2)PA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2)dµ1(λ1)dµ2(λ2)

= P (abc|xyz),

leading to Eq. (2.3). Similarly, Eq. (2.4) follows from Eq. (2.6). The proof is
completed.

Moreover, when a CT P = [P (abc|xyz)] over ∆3 has a C-biLHVM (2.1)
given by counting measures µi on Λi for all i = 1, 2, Eq. (2.1) reduces to a
discrete biLHVM (D-biLHVM):

P (abc|xyz) =

d1∑
λ1=1

d2∑
λ2=1

q1(λ1)q2(λ2)PA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2) (2.7)

where qi(λi), PA(a|x, λ1), PB(b|y, λ1λ2) and PC(c|z, λ2) are PDs.
Conversely, if a CT P = [P (abc|xyz)] over ∆3 has a D-biLHVM (2.7), then

it has a C-biLHVM (2.1) given by counting measures µi on Λi for all i = 1, 2.
To show that the converse is also valid, we need to establish a decomposition
lemma about a row-stochastic function matrix.

To give our results, some notations are necessary. Put NX = (oX)mX (X =
A,B,C), which is the total number of maps from [mX ] into [oX ], and let

ΩA = {J1, J2, . . . , JNA
} = {J |J : [mA]→ [oA]},
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ΩB = {K1,K2, . . . ,KNB
} = {K|K : [mB ]→ [oB ]},

ΩC = {L1, L2, . . . , LNC
} = {L|L : [mC ]→ [oC ]}.

It is clear that every m × n {0, 1}-row statistics matrix T = [Tij ] corresponds
uniquely to a mapping F : [m]→ [n] so that Tij = δj,F (i). Thus, the sets of all
{0, 1}- row-stochastic matrices of orders mA × oA, mB × oB , and mC × oC can
be written as

RSM
(0,1)
mA×oA = {Ri := [δa,Ji(x)]x,a : i = 1, 2, . . . , NA},

RSM
(0,1)
mB×oB = {Kj := [δb,Kj(y)]y,b : j = 1, 2, . . . , NB},

RSM
(0,1)
mC×oC = {Lk := [δc,Lk(z)]z,c : k = 1, 2, . . . , NC},

respectively.
Definition 2.2. (1) An m × n real matrix B = [bij ] is said to be row-

stochastic (RS) if bij ≥ 0 for all i, j and
∑n
j=1 bij(λ) = 1 for all i ∈ [m].

Especially, B = [bij ] is said to be {0, 1}-RS if for each row index i, there is a
unique column index J(i) such that bij = δj,J(i). We use {Rk : k ∈ [nm]} to
denote the set of all m× n {0, 1}-RS matrices.

(2) An m× n function matrix B(λ) = [bij(λ)] on a set Λ is said to be RS if
for each λ ∈ Λ, bij(λ) ≥ 0 for all i, j and

∑n
j=1 bij(λ) = 1 for all i ∈ [m].

Recall that a measurable space (MS) [44] is a pair (Λ,Ω) of a set Λ and
a σ-algebra Ω of subsets of Λ. When an MS (Λ,Ω) is given, the members of
Ω are called Ω-measurable sets of Λ and a function f : Λ → R is said to be
Ω-measurable (measurable for short) if the inverse image f−1(G) of every open
set G in R is Ω-measurable, i.e., an element of Ω. Furthermore, a measure µ on
Ω is a nonnegative extended real-valued function defined on the set Ω satisfying
the countable additivity:

Ai ∈ Ω(i = 1, 2, . . .), Ai ∩Aj = Ø(i 6= j)⇒ µ

( ∞⋃
i=1

Ai

)
=

∞∑
i=1

µ(Ai).

Usually, we also assume that µ(A) < +∞ for some A ∈ Ω. A measure space [44]
means a triple (Λ,Ω, µ) of a set Λ, a σ-algebra Ω on Λ and a measure µ on Ω.

Lemma 2.1. Let (Λ,Ω) be a measurable space and let m×n function matrix
B(λ) = [bij(λ)] be Ω-measurable on Λ, i.e., bij are all Ω-measurable functions
on Λ. Then B(λ) is RS if and only if it can be written as:

B(λ) =

nm∑
k=1

αk(λ)Rk, ∀λ ∈ Λ, (2.8)

where αk(k = 1, 2, . . . , nm) are all nonnegative and Ω-measurable functions on

Λ with
∑nm

k=1 αk(λ) = 1 for all λ ∈ Λ.
The sufficiency is clear and the necessity is proved in Appendix.
Based on this lemma, we have the following theorem, which gives a series of

equivalent characterizations of bilocality of a CT. Especially, it says that a CT
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P over ∆3 has a C-biLHVM if and only if it has a D-biLHVM. Remarkably,
characterization (ii) in Theorem 2.1 was also given in [31, Eq. (7)] by saying that
“it is well known that Alice’s local response function PA(a|x, λ1) can (without
any loss of generality) be taken to be deterministic”, based on the Fine’s paper
[18]. Indeed, Fine in [18] did not give a mathematical proof of this conclusion,
just a physical description.

Theorem 2.1. Let P = [P (abc|xyz)] be a CT over ∆3. Then the following
statements (i)-(v) are equivalent.

(i) P is bilocal, i.e., it has a C-biLHVM (2.1).
(ii) P has a D-biLHVM:

P (abc|xyz) =

NA∑
i=1

NB∑
j=1

NC∑
k=1

π(i, j, k)δa,Ji(x)δb,Kj(y)δc,Lk(z), ∀x, a, y, b, z, c, (2.9)

where

π(i, j, k) =

∫∫
Λ1×Λ2

q1(λ1)q2(λ2)αi(λ1)βj(λ1λ2)γk(λ2)dµ1(λ1)dµ2(λ2), (2.10)

q1(λ1) and q2(λ2) are PDs of λ1 and λ2, respectively, αi(λ1), βj(λ1λ2) and
γk(λ2) are PDs of i, j and k, respectively, and are measurable w.r.t. λ1, (λ1λ2)
and λ2, respectively.

(iii) P has a D-biLHVM:

P (abc|xyz) =

NA∑
i=1

NC∑
k=1

π1(i)π2(k)δa,Ji(x)PB(b|y, i, k)δc,Lk(z), ∀x, a, y, b, z, c,

(2.11)
where qi(λi), PA(a|x, λ1), PB(b|y, λ1λ2), PC(c|z, λ2) are PDs of λi, a, b, c, respec-
tively.

(iv) P is “separable quantum”, i.e., it can be generated by a family

MABC = {Mxyz}(x,y,z)∈[mA]×[mB ]×[mC ] (2.12)

of local POVMs Mxyz = {Ma|x⊗Nb|y⊗Lc|z}(a,b,c)∈[oA]×[oB ]×[oC ] on a Hilbert
space HA⊗HB⊗HC together with a pair {ρAB1 , ρB2C} of separable states ρAB1

and ρB2C of systems HA⊗HB1 and HB2⊗HC , respectively, in such a way that

P (abc|xyz) = tr[(Ma|x⊗Nb|y⊗Lc|z)(ρAB1⊗ρB2C)], ∀x, a, y, b, z, c. (2.13)

(v) P has a D-biLHVM:

P (abc|xyz) =

d1∑
λ1=1

d2∑
λ2=1

q1(λ1)q2(λ2)PA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2)

(2.14)
where qi(λi), PA(a|x, λ1), PB(b|y, λ1λ2), PC(c|z, λ2) are PDs of λi, a, b, c, respec-
tively.

8



Proof. (i)⇒ (ii) : Let (i) be valid. Then the matrices

M1(λ1) := [PA(a|x, λ1)]x,a,M2(λ1λ2) := [PB(b|y, λ1λ2)]y,b,M3(λ2) =: [PC(c|z, λ2)]z,c

are RS matrices for each parameter λk ∈ Λk. It follows from Lemma 2.1 that
they have the following decompositions:

M1(λ1) =

NA∑
i=1

αi(λ1)Ri,

M2(λ1λ2) =

NB∑
j=1

βj(λ1λ2)Qj ,

M3(λ2) =

NC∑
k=1

γk(λ2)Sk;

equivalently,

P (a|x, λ) =

NA∑
i=1

αi(λ1)δa,Ji(x),

P (b|y, λ1λ2) =

NB∑
j=1

βj(λ1λ2)δb,Kj(y),

P (c|z, λ2) =

NC∑
k=1

γk(λ2)δc,Lk(z),

where αi(λ1), βj(λ1λ2) and γk(λ2) are PDs of i, j and k, respectively, and are
measurable w.r.t. λ1, (λ1λ2) and λ2, respectively. Thus, Eq. (2.9) follows from
the C-biLHVM (2.1) where π(i, j, k) is given by (2.10). Thus, (ii) is valid.

(ii)⇒ (iii) : Let statement (ii) be valid. For all (i, k) ∈ [NA]× [NC ], put

π1(i) =

∫
Λ1

q1(λ1)αi(λ1)dµ1(λ1), π2(k) =

∫
Λ2

q2(λ2)γk(λ2)dµ2(λ2),

PB(b|y, i, k) =
1

π1(i)π2(k)

∫∫
Λ1×Λ2

q1(λ1)q2(λ2)αi(λ1)γk(λ2)P (b|y, λ1λ2)dµ1(λ1)dµ2(λ2)

for all y ∈ [mB ], b ∈ [oB ] if π1(i)π2(k) > 0; otherwise, define

PB(b|y, i, k) =
1

oB
, ∀y ∈ [mB ],∀b ∈ [oB ].

Then π1(i), π2(k) and PB(b|y, i, k) are PDs of i, j and b, respectively, and∫∫
Λ1×Λ2

q1(λ1)q2(λ2)αi(λ1)γk(λ2)P (b|y, λ1λ2)dµ1(λ1)dµ2(λ2) = π1(i)π2(k)PB(b|y, i, k)
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for all i, k, y, b. Note that when π1(i)π2(k) = 0, the left-hand side of above
equation is less than or equal to π1(i)π2(k) and must be 0. It follows from Eqs.
(2.9) and (2.10) that ∀x, a, y, b, z, c,

P (abc|xyz) =

NA∑
i=1

NB∑
j=1

NC∑
k=1

π(i, j, k)δa,Ji(x)δb,Kj(y)δc,Lk(z)

=

NA∑
i=1

NC∑
k=1

δa,Ji(x)δc,Lk(z)

×
∫∫

Λ1×Λ2

q1(λ1)q2(λ2)αi(λ1)γk(λ2)P (b|y, λ1λ2)dµ1(λ1)dµ2(λ2)

=

NA∑
i=1

NC∑
k=1

π1(i)π2(k)δa,Ji(x)PB(b|y, i, k)δc,Lk(z).

This shows that (iii) is valid.
(iii)⇒ (iv) : Let (iii) be valid. By putting

HA = HB1 = CNA ,HC = HB2 = CNC ,HB = HB1⊗HB2 = CNA⊗CNC ,

taking orthonormal bases {|ei〉}NA
i=1 and {|fk〉}NC

k=1 for HA and HC , respectively,
defining POVMs:

Ma|x =

NA∑
i=1

δa,Ji(x)|ei〉〈ei|, Lc|z =

NC∑
k=1

δc,Lk(z)|fk〉〈fk|,

Nb|y =

NA∑
i=1

NC∑
k=1

PB(b|y, i, k)|ei〉〈ei|⊗|fk〉〈fk|,

and constructing separable states:

ρAB1 =

NA∑
s=1

π1(s)|es〉〈es|⊗|es〉〈es|, ρB2C =

NC∑
t=1

π2(t)|ft〉〈ft|⊗|ft〉〈ft|, (2.15)

we get

ρAB1
⊗ρB2C =

NA∑
i=1

NC∑
k=1

π1(i)π2(k)|ei〉〈ei|⊗(|ei〉〈ei|⊗|fk〉〈fk|)⊗|fk〉〈fk|,

and then obtain Eq. (2.13) from Eq. (2.11).
(iv) ⇒ (v) : Let (iv) be valid. Since ρAB1

and ρB2C are separable states of
systems AB1 and B2C, they have the following decompositions:

ρAB1
=

d1∑
λ1=1

q1(λ1)|eλ1
〉〈eλ1

|⊗|fλ1
〉〈fλ1

|,
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ρB2C =

d2∑
λ2=1

q2(λ2)|gλ2
〉〈gλ2

|⊗|hλ2
〉〈hλ2

|,

where qi(λi) is a PD of λi, {|eλ1
〉}d1λ1=1, {|fλ1

〉}d1λ1=1, {|gλ2
〉}d2λ2=1 and {|hλ2

〉}d2λ2=1

are sets of pure states of HA, HB1
, HB2

and HC , respectively. Thus,

ρAB1⊗ρB2C =

d1∑
λ1=1

d2∑
λ2=1

q1(λ1)q2(λ2)|eλ1〉〈eλ1 |⊗|fλ1〉〈fλ1 |⊗|gλ2〉〈gλ2 |⊗|hλ2〉〈hλ2 |,

and so Eq. (2.13) yields Eq. (2.14) by taking PB(b|y, λ1λ2) = 〈fλ1
gλ2
|Nb|y|fλ1

gλ2
〉,

and
PA(a|x, λ1) = 〈eλ1 |Ma|x|eλ1〉, PC(c|z, λ2) = 〈hλ2 |Lc|z|hλ2〉.

(v)⇒ (i) : When Eq. (2.14) holds, Eq. (2.1) is valid for Λi = [di], Ωi = 2Λi

(power set of Λi) and the counting measures µi on Λi(i = 1, 2). Hence, P is
bilocal. The proof is completed.

Proposition 2.2. A CT P = [P (abc|xyz)] over ∆3 is bilocal if and only if
it can be written as

P (abc|xyz) =

NA∑
i=1

NB∑
j=1

NC∑
k=1

π1(i)π2(k)p(j|i, k)δa,Ji(x)δb,Kj(y)δc,Lk(z) (2.16)

for all x, y, z, a, b, c, where π1(i), π2(k) and p(j|i, k) are PDs of i, k and j, re-
spectively.

Proof. When (2.16) is valid, letting

P (b|y, i, k) =

NB∑
j=1

p(j|i, k)δb,Kj(y) (2.17)

yields Eq. (2.11). It follows from Theorem 2.1 that P ∈ CT bilocal(∆3). Con-
versely, when P ∈ CT bilocal(∆3), Theorem 2.1 yields that Eq. (2.11) holds.
By considering measurable space ([NA]× [NC ], P ([NA]× [NC ])) and then using
Lemma 2.1 for the matrix M(i, k) = [P (b|y, i, k)] with (y, b)-entry P (b|y, i, k),
we conclude the composition (2.17) of P (b|y, i, k) in (2.11). Thus, (2.11) be-
comes (2.16). The proof is completed.

Note that [46, Theorem 5.1] every P = [P (abc|xyz)] ∈ CT Bell-local(∆3) if
and only if it can be written as

P (abc|xyz) =

NA∑
i=1

NB∑
j=1

NC∑
k=1

qijkδa,Ji(x)δb,Kj(y)δc,Lk(z), ∀x, a, y, b, z, c, (2.18)

where {qijk} is a PD of i, j, k. Thus, from the decomposition (2.16) of a bilocal
CT, we see that every bilocal CT is Bell local, but not the inverse. Based on
decomposition (2.18), it is easy to check that the set CT Bell-local(∆3) is a convex
compact set, and so

CT Bell-local(∆3) ⊃ conv
(
CT bilocal(∆3)

)
.

11



Remark 2.1 yields that Dijk := [δa,Ji(x)δb,Kj(y)δc,Lk(z)] ∈ CT bilocal(∆3) for all
i, j, k. Thus, Eq. (2.18) implies that

CT Bell-local(∆3) = conv
(
CT bilocal(∆3)

)
, (2.19)

which was pointed out in [31, II.B].
Since the hidden variables λ1 and λ2 in a C-biLHVM (2.1) or a D-triLHVM

(2.14) are assumed to be independent, the sets CT bilocal(∆3) is not necessarily
convex (Remark 2.2). Branciard et al. claimed in [31, Appendix A.1] that the
bilocal set is connected. Next, we give a detail proof of the last conclusion.

Corollary 2.1.(Path-connectedness) [31, Appendix A] The set CT bilocal(∆3)
is path-connected in the Hilbert space T (∆3). See Fig. 3.

 Bell-local
3( )  bilocal

3( )  

 

 
 

f

P  

Figure 3: Path-connectness of the set CT bilocal(∆3)

Proof. Let P = [P (abc|xyz)] and Q = [Q(abc|xyz)] be any two elements
of CT bilocal(∆3). Then Theorem 2.1 implies that P and Q have D-biLHVMs:

P (abc|xyz) =

d1∑
λ1=1

d2∑
λ2=1

p1(λ1)p2(λ2)PA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2)

(2.20)
where pi(λi), PA(a|x, λ1), PB(b|y, λ1λ2), PC(c|z, λ2) are PDs of λi, a, b, c, respec-
tively., and

Q(abc|xyz) =

d′1∑
ξ1=1

d′2∑
ξ2=1

q1(ξ1)q2(ξ2)QA(a|x, ξ1)QB(b|y, ξ1ξ2)QC(c|z, ξ2) (2.21)

where qi(ξi), QA(a|x, ξ1), QB(b|y, ξ1ξ2), QC(c|z, ξ2) are PDs of ξi, a, b, c, respec-
tively.

Put I(abc|xyz) ≡ 1
oAoBoC

, then I := [I(abc|xyz)] ∈ CT bilocal(∆3). For every
t ∈ [0, 1/2], set

P t1(a|x, λ1) = (1− 2t)P1(a|x, λ1) + 2t
1

oA
;
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P t2(b|y, λ1λ2) = (1− 2t)P2(b|y, λ1λ2) + 2t
1

oB
;

P t3(c|z, λ2) = (1− 2t)P3(c|z, λ2) + 2t
1

oC
,

which are clearly PDs of a, b and c, respectively. Putting

P t(abc|xyz) =

d1∑
λ1=1

d2∑
λ2=1

p1(λ1)p2(λ2)P t1(a|x, λ1)P t2(b|y, λ1λ2)P t3(c|z, λ2)

yields a bilocal CT f(t) := [P t(abc|xyz)] over ∆3 for all t ∈ [0, 1/2] with
f(0) = P and f(1/2) = I. Obviously, the map t 7→ f(t) from [0, 1/2] into
CT bilocal(∆3) is continuous.

Similarly, for every t ∈ [1/2, 1], set

Qt1(a|x, ξ1) = (2t− 1)Q1(a|x, ξ1) + 2(1− t) 1

oA
;

Qt2(b|y, ξ1ξ2) = (2t− 1)Q2(b|y, ξ1ξ2) + 2(1− t) 1

oB
;

Qt3(c|z, ξ2) = (2t− 1)Q3(c|z, ξ2) + 2(1− t) 1

oC
,

which are clearly PDs of a, b and c, respectively. Put

Qt(abc|xyz) =

d′1∑
ξ1=1

d′2∑
ξ2=1

q1(ξ1)q2(ξ2)Qt1(a|x, ξ1)Qt2(b|y, ξ1ξ2)Qt3(c|z, ξ2),

then g(t) := [Qt(abc|xyz)] is a bilocal CT over ∆3 for all t ∈ [1/2, 1] with
g(1/2) = I and g(1) = Q. Obviously, the map t 7→ g(t) from [1/2, 1] into
CT bilocal(∆3) is continuous. Thus, the function f : [0, 1] → CT bilocal(∆3) de-
fined by

p(t) =

{
f(t), t ∈ [0, 1/2];
g(t), t ∈ (1/2, 1],

is continuous everywhere and then induces a path p in CT bilocal(∆3), connect-
ing P and Q. This shows that CT bilocal(∆3) is path-connected. The proof is
completed.

Next, let us discuss the star-convexity of the set of all bilocal CTs over ∆3

such that Alice has a fixed distribution. Recall that a subset D of a vector
space V is said to star-convex if it has an element s, called a sun of S, such that
(1− t)s+ tD ⊂ D for all t ∈ [0, 1].

To do this, take a CT E = [E(a|x)] over [oA]× [mA], we let

CT bilocal
A−E (∆3) =

{
P ∈ CT bilocal(∆3) : PA = E

}
.

The proof of the following corollary is suggested by an argument in [31,
Appendix A.2].
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Figure 4: Star-convexity of the set CT bilocal
A−E (∆3).

Corollary 2.2.(Star-convexity) [31, Appendix A.2] The set CT bilocal
A−E (∆3) is

star-convex the Hilbert space T (∆3). See Fig. 4.
Proof. Put P0(abc|xyz) = E(a|x) × 1

oB
× 1

oC
, then P0 := [P0(abc|xyz)]

is a bilocal CT over ∆3 (Remark 2.1). Next we show that P0 is a sun of
CT bilocal

A−E (∆3), i.e.,

(1− t)P0 + tCT bilocal
A−E (∆3) ⊂ CT bilocal

A−E (∆3), ∀t ∈ [0, 1]. (2.22)

Let P = [P (abc|xyz)] ∈ CT bilocal
A−E (∆3). We see from Theorem 2.1 that P has a

D-biLHVM:

P (abc|xyz) =

d1∑
λ1=1

d2∑
λ2=1

p1(λ1)p2(λ2)PA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2).

(2.23)
The condition PA(a|x) = E(a|x) becomes

d1∑
λ1=1

p1(λ1)PA(a|x, λ1) = E(a|x), ∀x ∈ [mA], a ∈ [oA]. (2.24)

For every t ∈ [0, 1], set

f(λ2, s) =

{
p2(λ2)(1− t), s = 0;
p2(λ2)t, s = 1,

PB(b|y, λ1, (λ2, s)) =

{
1
oB
, s = 0;

PB(b|y, λ1λ2), s = 1,

PC(c|z, (λ2, s)) =

{
1
oC
, s = 0;

PC(c|z, λ2), s = 1,

which are PDs of (λ2, s), b and c, respectively. For all x, y, z, a, b, z, we see from
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(2.24) that ∑
λ1∈[d1]

∑
(λ2,s)∈[d2]×{0,1}

p1(λ1)f(λ2, s)PA(a|x, λ1)

×PB(b|y, λ1(λ2, s))PC(c|z, λ2(λ2, s))

=
∑

λ1∈[d1]

∑
λ2∈[d2]

p1(λ1)p2(λ2)(1− t)PA(a|x, λ1)
1

oB

1

oC

+
∑

λ1∈[d1]

∑
λ2∈[d2]

p1(λ1)p2(λ2)tPA(a|x, λ1)PB(b|y, λ1λ2)PC(c|z, λ2)

= (1− t)P0(abc|xyz) + tP (abc|xyz).

This shows that Q := (1−t)P0+tP is bilocal with QA = E and then an element
of P ∈ CT bilocal

A−E (∆3). This shows that (2.22) holds and so CT bilocal
A−E (∆3) is star-

convex with a sun P0. The proof is completed.
Similarly, for any fixed CT F = [F (c|z)] over [oC ]× [mC ], the set

CT bilocal
C−F (∆3) =

{
P ∈ CT bilocal(∆3) : PC = F

}
is also star-convex.

Another application of Theorem 2.1 is to prove the compactness of CT bilocal(∆3).
Corollary 2.3.(Compactness) The set CT bilocal(∆3) is compact in the Hilbert

space T (∆3).
Proof. Let P ∈ CT (∆3), {Pn}∞n=1 ⊂ CT

bilocal(∆3) with Pn → P as n →
∞, i.e., Pn(abc|xyz) → P (abc|xyz) as n → ∞ for all (a, b, c, x, y, z) ∈ ∆3.
According to Theorem 2.1, we may assume that

Pn(abc|xyz) =

NA∑
i=1

NC∑
k=1

π
(n)
1 (i)π

(n)
2 (k)δa,Ji(x)P

(n)
B (b|y, i, k)δc,Lk(z) (2.25)

for all x, a, y, b, z, c, where, for each n = 1, 2, . . . ,

{π(n)
1 (i)}i∈[NA], {π

(n)
2 (k)}k∈[NC ], and {P (n)

B (b|y, i, k)}b∈[oB ](∀y, i, k)

are PDs of i, k, b, respectively. By taking subsequences if necessary, we may
assume that

lim
n→∞

π
(n)
1 (i) = π1(i)(∀i), lim

n→∞
π

(n)
2 (k) = π2(k)(∀k),

and
lim
n→∞

P
(n)
B (b|y, i, k) = PB(b|y, i, k)(∀y, b, i, k).

Obviously, {π1(i)}i∈[NA] and {π2(k)}k∈[NC ], and {PB(b|y, i, k)}b∈[oB ](∀y, i, k)
are PDs of i, k, b. Letting n→∞ in Eq. (2.25) yields that

P (abc|xyz) =

NA∑
i=1

NC∑
k=1

π1(i)π2(k)δa,Ji(x)PB(b|y, i, k)δc,Lk(z), ∀x, a, y, b, z, c.
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Using Theorem 2.1 again implies that P ∈ CT bilocal(∆3). Since CT bilocal(∆3) is
also bounded, it is compact. The proof is completed.

Similar to Definition 2.1 we can introduce and discuss bilocality of a tripartite
CT P = [P (abc|xyz)] over ∆3 defined by

P (abc|xyz) =

∫∫
Λ1×Λ2

q1(λ1)q2(λ2)PA(a|x, λ1λ2)

×PB(b|y, λ1)PC(c|z, λ2)dµ1(λ1)dµ2(λ2) (2.26)

or

P (abc|xyz) =

∫∫
Λ1×Λ2

q1(λ1)q2(λ2)PA(a|x, λ1)

×PB(b|y, λ2)PC(c|z, λ1λ2)dµ1(λ1)dµ2(λ2). (2.27)

The last type here of bilocality is just the special case of n-locality for n = 2,
i.e., the 2-local case, but not the first one.

3 Bilocality of probability tensors

The usual Bell nonlocality of a quantum state or a quantum network is the
property that is exhibited by performing a set of non-compatible local POVM
measurements. Renou et al. [43] pointed out that quantum nonlocality in a
quantum network can be demonstrated without the need of having various in-
put settings, but only by considering the joint statistics of fixed local measure-
ment outputs. For example, for a tripartite network, it suffices to consider the
tripartite probability distribution {P (a, b, c)} of local measurement outcomes
a, b, c, where a ∈ [oA], b ∈ [oB ] and c ∈ [oC ]. These probabilities form a tensor
P = [P (a, b, c)] over O3 = [oA] × [oB ] × [oC ], we call it a probability tensor
(PT) [45]. Note that every PT P = [P (a, b, c)] over O3 can be written as

P (a, b, c) =
∑

λ=(λ1,λ2,λ3)∈O3

q(λ)PA(a|λ)PB(b|λ)PC(c|λ)(∀a, b, c),

where

q(λ) = P (λ1, λ2, λ3), PA(a|λ) = δa,λ1
, PB(b|λ) = δb,λ2

, PC(c|λ) = δc,λ3
,

which a PDs of λ, a, b and c. Thus, every PT P is always Bell local.
Definition 3.1. A PT P = [P (a, b, c)] over O3 is said to bilocal if it admits

a C-biLHVM:

P (a, b, c) =

∫∫
Λ1×Λ2

q1(λ1)q2(λ2)PA(a|λ1)PB(b|λ1λ2)PC(c|λ2)dµ1(λ1)dµ2(λ2)

(3.1)
for a measure space (Λ1 × Λ2,Ω1 × Ω2, µ1 × µ2), where
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(a) q1(λ1) and PA(a|λ1)(a ∈ [oA]) are nonnegative measurable on Λ1, q2(λ2)
and PC(c|λ2)(c ∈ [oC ]) are nonnegative measurable on Λ2, and PB(b|λ1λ2)(b ∈
[oB ]) are nonnegative measurable on Λ1 × Λ2;

(b) qi(λi), PA(a|λ1), PB(b|λ1λ2) and PC(c|λ2) are PDs of λi, a, b, c, respec-
tively.

We call Eq. (3.1) a C-biLHVM of P and denote by PT bilocal(O3) the set of
all bilocal PTs over O3.

For example, the PT p = [π(i, j, k)] given by Eq. (2.10) is bilocal.
Remark 3.1. From Definition 3.1, we observe that when a PT P =

[P (a, b, c)] over O3 is bilocal, its marginal distributions satisfy:

PAC(a, c) = PA(a)PC(c), ∀a, c. (3.2)

By using this property of a bilocal PT, we can find that not all PTs over O3 are
bilocal.

Example 3.1. Let oX = 2(X = A,B,C) and define a PT P = [P (a, b, c)]
by

P (1, 1, 1) = P (2, 2, 2) =
1

2
, P (a, b, c) = 0 if (a, b, c) 6= (1, 1, 1) or (a, b, c) 6= (2, 2, 2).

Then

PAC(1, 1) = PAC(2, 2) = 1/2, PAC(a, c) = 0 if (a, c) 6= (1, 1) or (a, c) 6= (2, 2),

PA(1) = PA(2) = 1/2, PC(1) = PC(2) = 1/2,

while

PAC(1, 1) =
1

2
6= 1

4
= PA(1)PC(1).

Thus, P /∈ PT bilocal(O3).
Clearly, a PT P = [P (a, b, c)] over O3 is bilocal if and only if the CT

P1 := [P (abc|111)] over ∆3 = [oA]× [oB ]× [oC ]× [1]× [1]× [1] is C-bilocal, in
this case NA = oA, NB = oB , NC = oC . Thus, as a special case of Theorem 2.1,
we have the following.

Theorem 3.1. For a PT P = [P (a, b, c)] over O3, the following statements
(i)-(iv) are equivalent.

(i) P is bilocal, i.e., it has a C-biLHVM (3.1).
(ii) P has a D-biLHVM:

P (a, b, c) =

oA∑
i=1

oC∑
k=1

π1(i)π2(k)δa,iPB(b|i, k)δc,k, ∀a, b, c, (3.3)

where π1(i), π2(k), and PB(b|i, k) are PDs of i, k, and b, respectively.
(iii) P is “separable quantum”, i.e., it can be generated by a local POVM

M = {Ma⊗Nb⊗Lc}(a,b,c)∈[oA]×[oB ]×[oC ] on the Hilbert space HA⊗(HB1⊗HB2)⊗HC
together with a pair {ρAB1 , ρB2C} of separable states ρAB1 and ρB2C of systems
HA ⊗HB1

and HB2
⊗HC , respectively, in such a way that

P (a, b, c) = tr[(Ma⊗Nb⊗Lc)(ρAB1
⊗ρB2C)], ∀a, b, c. (3.4)
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(iv) P has a D-biLHVM:

P (a, b, c) =

d1∑
λ1=1

d2∑
λ2=1

q1(λ1)q2(λ2)PA(a|λ1)PB(b|λ1λ2)PC(c|λ2) (3.5)

where qi(λi), PA(a|λ1), PB(b|λ1λ2), and PC(c|λ2) are PDs of λi, a, b, and c,
respectively.

Motivated by [43], we call a PT P = [P (a, b, c)] over O3 to be trilocal if it
can be written as

P (a, b, c) =

n1∑
λ1=1

n2∑
λ2=1

n3∑
λ3=1

q1(λ1)q2(λ2)q3(λ3)PA(a|λ3λ1)PB(b|λ1λ2)PC(c|λ2λ3)(3.6)

for all a ∈ [oA], b ∈ [oB ], c ∈ [oC ], where

{qk(λk)}λk∈[nk], {PA(a|λ3λ1)}a∈[oA], {PB(b|λ1λ2)}b∈[oB ], {PC(c|λ2λ3)}c∈[oC ]

are PDs. Such a PT P is also called to be classical in the C3 scenario, according
to [45, Definition 2.12]. Let P = [P (a, b, c)] over O3 be a bilocal PT. Then it
has a D-biLHVM (3.5), which implies (3.6) by putting

λ3 = 1, q3(λ3) = 1, PA(a|λ3λ1) = PA(a|λ1), PC(c|λ2λ3) = PC(c|λ2).

Hence, it is trilocal. It was proved in [43] that there exists a quantum nontrilocal
PT P = [P (a, b, c)] over O3 = [2]× [4]× [2]. Thus, there exists a quantum PT
that is non bilocal.

As special cases of Corollaries 2.1, 2.2 and 2.3, we have the following con-
clusions.

Corollary 3.1. The set PT bilocal(O3) is path-connected w.r.t. the pointwise-
convergence topology on O3.

By taking PDs E = {E(a)}a∈[oA] and F = {F (c)}c∈[oC ], letting

PT bilocal
A−E (O3) =

{
P ∈ PT bilocal(O3) : PA = E

}
,

PT bilocal
C−F (O3) =

{
P ∈ PT bilocal(O3) : PC = F

}
,

we obtain have the following.
Corollary 3.2. The sets PT bilocal

A−E (O3) and PT bilocal
C−F (O3) and are star-

convex.
Corollary 3.3. The set PT bilocal(O3) is a compact subset of the set PT (O3)

of all PTs over O3 w.r.t. the pointwise-convergence topology on O3.
Similar to Definition 3.1 we can introduce and discuss bilocality of a tripartite

PT P = [P (a, b, c)] over O3 described by

P (a, b, c) =

∫∫
Λ1×Λ2

q1(λ1)q2(λ2)PA(a|λ1λ2)PB(b|λ1)PC(c|λ2)dµ1(λ1)dµ2(λ2),

(3.7)

18



or

P (a, b, c) =

∫∫
Λ1×Λ2

q1(λ1)q2(λ2)PA(a|λ1)PB(b|λ2)PC(c|λ1λ2)dµ1(λ1)dµ2(λ2).

(3.8)

4 n-Locality of n+ 1-partite CTs

Consider a star-network measurement scenario Fig. 5, where Bob and the i-
th Alice Ai perform simultaneously POVM measurements at the central node
B and i-th star-node Ai, labeled by y and xi, and get their outcomes b and ai, re-
spectively, where n ≥ 2. The conditional probabilities P (a1, . . . , an, b|x1, . . . , xn, y)
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Figure 5: Star-network measurement scenario under the n-locality assumption
where n = 4.

of obtaining results a1, a2, . . . , an, b satisfy

P (ab|xy) ≥ 0(∀a, b,x, y),
∑
a,b

P (ab|xy) = 1(∀x, y), (4.1)

where n ≥ 2, and

a = (a1, . . . , an) ≡ a1 . . . an ∈ [o1]× . . .× [on],

x = (x1, . . . , xn) ≡ x1 . . . xn ∈ [m1]× . . .× [mn],

and then form an n+ 1-partite CT [46]:

P = [P (a1, . . . , an, b|x1, . . . , xn, y)] := [P (ab|xy)] (4.2)

over

∆n+1 =

(
n∏
i=1

[oi]

)
× [oB ]×

(
n∏
i=1

[mi]

)
× [mB ]. (4.3)
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As a generalization of Section 2, this section is devoted to the discussion
about n-locality of CTs. To do this, we use CT (∆n+1) to denote the set of all
CTs over ∆n+1 (functions P with condition (4.1)) and put Ni = (oi)

mi(i =
1, 2, . . . , n), NB = (oB)mB . To consider operations of CTs, we use T (∆n+1) to
denote the set of all tensors (i.e., real functions on ∆n+1) over ∆n+1. For any
two elements P = [P (ab|xy)] and Q = [Q(ab|xy)] of T (∆n+1), define

sP + tQ = [sP (ab|xy) + tQ(ab|xy)], ∀s, t ∈ R,

〈P|Q〉 =
∑

a,b,x,y

P (ab|xy)Q(ab|xy).

Then T (∆n+1) becomes a real Hilbert space. The elements of T (∆n+1) were
called correlation-type tensors in [46]. Clearly, the norm-topology of T (∆n+1)
is just the pointwise convergent topology on ∆n+1. Thus, CT (∆n+1) forms a
compact convex subset of T (∆n+1).

According to [33,34,36], we fix the concept of n-locality of a CT over ∆n+1

as follows.
Definition 4.1. An n+ 1-partite CT P = [P (ab|xy)] over ∆n+1 is said to

n-local if it admits a continuous n-LHVM (C-nLHVM):

P (ab|xy) =

∫
Λ

n∏
i=1

qi(λi)×
n∏
i=1

Pi(ai|xi, λi)× PB(b|y, λ)dµ(λ) (4.4)

for some product measure space

(Λ,Ω, µ) = (Λ1 × . . .× Λn,Ω1 × . . .× Ωn, µ1 × . . .× µn) ,

where λ = (λ1λ2, . . . , λn) ≡ λ1λ2 . . . λn ∈ Λ1 × . . .× Λn, and
(a) qi(λi) and Pi(ai|xi, λi)(xi ∈ [mi], ai ∈ [oi]) are nonnegative Ωi-measurable

functions on Λi, and PB(b|y, λ)(y ∈ [mB ], b ∈ [oB ]) are nonnegative Ω-measurable
functions on Λ;

(b) qi(λi), Pi(ai|xi, λi) and PB(b|y, λ) are PDs of λi, ai and b, respectively,
for all i ∈ [n], xi ∈ [mi], y ∈ [mB ] and all λ ∈ Λ.

Moreover, P is said to non-n-local if it is not n-local.
Remark 4.1. Mathematically, n-local CTs P are just ones whose entries

P (ab|xy) can be factorized as a weighted average of the product of n local
conditional distributions Pi(ai|xi, λi) with parameters λi(i = 1, 2, . . . , n) and a
conditional distribution PB(b|y, λ) with n parameters λ1, . . . , λn. For example,
when P = [P (ab|xy)] over ∆n+1 is a product CT, i.e.,

P (ab|xy) = P1(a1|x1) . . . Pn(an|xn)PB(b|y),

it can be written as the form of (4.4) for the counting measures µi on Λi = {1}
and

qi(λi) = 1, Pi(ai|xi, λi) = Pi(ai|xi)(i = 1, 2, . . . , n), PB(b|y, λ) = PB(b|y).
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Thus, every product CT over ∆n+1 is n-local, but not the converse.
Remark 4.2. If an n + 1-partite CT P = [P (ab|xy)] over ∆n+1 admits a

discrete n-LHVM (D-nLHVM):

P (ab|xy) =

d1∑
λ1=1

· · ·
dn∑

λn=1

n∏
i=1

qi(λi)×
n∏
i=1

Pi(ai|xi, λi)× PB(b|y, λ) (4.5)

for all x,a, y, b, where

{qi(λi)}ni

λi=1, {Pi(ai|xi, λi)}
oi
ai=1 and {PB(b|y, λ)}oBb=1

are PDs, then Eq. (4.4) holds for the counting measures µi on Λi = [di](i =
1, 2, . . . , n). This shows that if P has a D-nLHVM (4.5), then it has a C-nLHVM
(4.4). Indeed, the converse is also valid, see the following theorem.

Remark 4.3. Let P = [P (ab|xy)] be n-local. Then it has a C-nLHVM
(4.4) and is then nonsignaling [46] with the marginal distribution on system
AiAjB(i < j):

PAiAjB(aiajb|xixjy) =

∫∫
Λi×Λj

qi(λi)qj(λj)Pi(ai|xi, λi)

×Pj(aj |xj , λj)PB(b|y, λiλj)dµi(λi)dµj(λj).

Thus, PAiAjB = [PAiAjB(aiajb|xixjy)] is a bilocal tripartite CT in the sense
of (2.27) for all 1 ≤ i < j ≤ n. Hence, if there exists an index (i0, j0) with
1 ≤ i0 < j0 ≤ n such that the tripartite CT PAi0

Aj0
B is not bilocal according

to definition (2.27), then P must be non-n-local. Furthermore, by tracing out
part B, we get the marginal distribution of P on system A1 · · ·An:

PA1···An
(a|x) = PA1

(a1|x1) · · ·PAn
(an|xn), ∀a,x,

that is, PA1···An
= PA1

⊗ · · ·⊗PAn
, a complete product n-partite CT. Moreover,

when trace out any Alice, say A1, we get

Next, we use {J (i)
ki

: ki ∈ [Ni]} to denote the set of all mappings from [mi]
into [oi] for all i = 1, 2, . . . , n and use {Kj : j ∈ [NB ]} to denote the set of all
mappings from [mB ] into [oB ].

Theorem 4.1. For a CT P = [P (ab|xy)] over ∆n+1, the following state-
ments (i)-(v) are equivalent.

(i) P is n-local.
(ii) P has the form:

P (ab|xy) =

N1∑
k1=1

· · ·
Nn∑
kn=1

NB∑
j=1

π(k1, . . . , kn, j)×
n∏
i=1

δ
ai,J

(i)
ki

(xi)
× δb,Kj(y) (4.6)

for all x,a, y, b, where

π(k1, . . . , kn, j) =

∫
Λ

n∏
i=1

qi(λi)×
n∏
i=1

αki(λi)× βj(λ)dµ(λ), (4.7)
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qi(λi) is PD of λi, αki(λi) and βj(λ) are PDs of ki and j, respectively, and are
measurable w.r.t. λi and λ, respectively.

(iii) P admits a D-nLHVM:

P (ab|xy) =

N1∑
k1=1

· · ·
Nn∑
kn=1

n∏
i=1

πi(ki)×
n∏
i=1

δ
ai,J

(i)
ki

(xi)
× PB(b|y, k1, . . . , kn) (4.8)

where πi(ki) and PB(b|y, k1, . . . , kn) are PDs of ki and b, respectively.
(iv) P is “separable quantum”, i.e., it can be generated by a family of local

POVMs

Mxy = {Ma1|x1
⊗ . . .⊗Man|xn

⊗Nb|y}(a1,...,an,b)∈[o1]×...×[on]×[oB ]

on a Hilbert space (⊗ni=1HAi)⊗HB (HB = ⊗ni=1HBi) together with n separable
states ρAiBi

of systems HAi
⊗HBi

, in such a way that

P (ab|xy) = tr[((⊗ni=1Mai|xi
)⊗Nb|y)ρn] (4.9)

for all x,a, y, b, where

ρn = T (ρA1B1
⊗ . . .⊗ρAnBn

)T †, (4.10)

and T denotes the canonical unitary isomorphism from ⊗ni=1(HAi ⊗HBi) onto
(⊗ni=1HAi

)⊗ (⊗ni=1HBi
), referring to Fig. 2 for the case where n = 4.

(v) P admits a D-nLHVM (4.5).
Proof. (i) ⇒ (ii) : Let (i) be valid. Then the conditions (a) and (b) in

Definition 4.1 imply that

Mi(λi) = [PA(ai|xi, λi)]xi,ai(i = 1, 2, . . . , n),M(λ) = [PB(b|y, λ)]y,b

are measurable RS function matrices on Λi and Λ, respectively. It follows from
Lemma 2.1 that they have the following decompositions:

Mi(λi) =

Ni∑
ki=1

αki(λi)[δai,J(i)
ki

(xi)
], M(λ) =

NB∑
j=1

βj(λ)[δb,Kj(y)], (4.11)

where αki(λi) and βj(λ) are PDs of ki and j, and are measurable w.r.t. λi and λ,

respectively, {R(i)
ki
}Ni

ki=1 and {Qj}NB
j=1 denote the sets of all {0, 1}-row-stochastic

matrices of mi × oi and mB × oB , respectively. Thus,

Pi(ai|xi, λi) =

Ni∑
ki=1

αki(λi)δai,J(i)
ki

(xi)
, PB(b|y, λ) =

NB∑
j=1

βj(λ)δb,Kj(y),

and Eqs. (4.6) and (4.7) are then obtained from the C-LHVM (4.4).
(ii)⇒ (iii) : Let statement (ii) be valid. For all (i, ki) ∈ [n]× [Ni], put

πi(ki) =

∫
Λi

qi(λi)αki(λi)dµi(λi), f(b, y, λ) =

NB∑
j=1

δb,Kj(y)βj(λ),
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PB(b|y, k1, . . . , kn) =
1

π1(k1) . . . πn(kn)

∫
Λ

n∏
i=1

qi(λi)×
n∏
i=1

αki(λi)×f(b, y, λ)dµ(λ)

for all y ∈ [mB ], b ∈ [oB ] if π1(k1) . . . πn(kn) > 0; otherwise, define

PB(b|y, k1, . . . , kn) =
1

oB
, ∀y ∈ [mB ],∀b ∈ [oB ].

Then {πi(ki)}ki∈[NA] and {PB(b|y, k1, . . . , kn)}b∈[oB ] are PDs, and∫
Λ

n∏
i=1

qi(λi)×
n∏
i=1

αki(λi)× f(b, y, λ)dµ(λ) =

n∏
i=1

πi(ki)× PB(b|y, k1, . . . , kn)

for all ki ∈ [Ni], y ∈ [mB ], b ∈ [oB ]. Then Eq. (4.6) leads to Eq. (4.8) and so
(iii) is valid.

(iii)⇒ (iv) : Let (iii) be valid. By putting

HAi
= HBi

= CNi ,HB = HB1
⊗HB2

⊗ . . .⊗HBn
,

taking orthonormal bases {|e(i)
ki
〉}Ni

ki=1 for HAi = HBi , defining POVMs:

Mxy = {Ma1|x1
⊗ . . .⊗Man|xn

⊗Nb|y}(a1,...,an,b)∈[o1]×...×[on]×[oB ]

on a Hilbert space ⊗ni=1HAi
⊗HB with

Mai|xi
=

Ni∑
ki=1

δ
ai,J

(i)
ki

(xi)
|e(i)
ki
〉〈e(i)

ki
|,

Nb|y =
∑

k1,...,kn

PB(b|y, k1, . . . , kn)⊗ni=1|e
(i)
ki
〉〈e(i)

ki
|,

and constructing separable states:

ρAiBi
=

Ni∑
ki=1

πi(ki)|e(i)
ki
〉Ai
〈e(i)
ki
|⊗|e(i)

ki
〉Bi
〈e(i)
ki
|, (4.12)

we obtain Eq. (4.9) from Eq. (4.8).
(iv) ⇒ (v) : Let (iv) be valid. Since ρAiBi

is a separable state of system
AiBi, it can be written as

ρAiBi
=

di∑
λi=1

qi(λi)|e(i)
λi
〉〈e(i)

λi
|⊗|f (i)

λi
〉〈f (i)

λi
|,

where {qi(λi)}λi∈[di](i ∈ [n]) are PDs, {|e(i)
λi
〉}diλi=1 and {|f (i)

λi
〉}diλi=1 are pure

states of HAi
and HBi

, respectively. Thus,

ρn := T (ρA1B1
⊗ . . .⊗ρAnBn

)T †

=
∑

λ1,...,λn

n∏
i=1

qi(λi)
(
⊗ni=1|e

(i)
λi
〉〈e(i)

λi
|
)
⊗
(
⊗ni=1|f

(i)
λi
〉〈f (i)

λi
|
)
,
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and so

P (ab|xy) = tr[((⊗ni=1Mai|xi
)⊗Nb|y)ρn]

=
∑

λ1,...,λn

n∏
i=1

qi(λi)×
n∏
i=1

Pi(ai|xi, λi)× PB(b|y, λ1, . . . , λn)

for all x,a, y, b, where

Pi(ai|xi, λi) =
〈
e

(i)
λi
|Mai|xi

|e(i)
λi

〉
,

PB(b|y, λ1, . . . , λn) =
〈
f

(1)
λ1

. . . f
(n)
λn
|Nb|y|f

(1)
λ1

. . . f
(n)
λn

〉
.

This shows that P has a D-nLVHM.
(v)⇒ (i) : Use Remark 4.2. The proof is completed.
As an application of Theorem 4.1, we obtain the following corollary.
Corollary 4.1. A CT P = [P (ab|xy)] over ∆n+1 has a C-nLHVM (4.4) if

and only if it has a D-nLHVM (4.5) if and only if it can be written as

P (ab|xy) =

N1∑
k1=1

· · ·
Nn∑
kn=1

NB∑
j=1

q(k1, . . . , kn, j)

n∏
i=1

δ
ai,J

(i)
ki

(xi)
× δb,Kj(y) (4.13)

for all x,a, y, b, where

q(k1, . . . , kn, j) = π1(k1) . . . πn(kn)p(j|k1, . . . , kn), (4.14)

πi(ki) and p(j|k1, . . . , kn) are PDs of ki and j, respectively.
From this corollary, we see that when a CT P = [P (ab|xy)] over ∆n+1 is

n-local, it has a D-nLHVM (4.5). Tracing out any Alice, say A1, yields

P (a2 . . . anb|x2 . . . xny) =

d2∑
λ2=1

. . .

dn∑
λn=1

n∏
i=2

qi(λi)

×
n∏
i=2

Pi(ai|xi, λi)× P ′B(b|y, λ2 . . . λn) (4.15)

for all a2, . . . , an, x2, . . . , xn, y, b, where

P ′B(b|y, λ2 · · ·λn) =

d1∑
λ1=1

qi(λi)PB(b|y, λ),

which is a PD of b for all y, λ2 · · ·λn. This means that the marginal distribution
PA2···AnB of an n-local CT P is an n− 1-local CT.

It was proved in [46, Theorem 5.1] that an n+ 1-partite CT P = [P (ab|xy)]
over ∆n+1 is Bell local if and only if Eq. (4.13) holds for some PD q(k1, . . . , kn, j)
of k1, . . . , kn, j, which is not necessarily of the form (4.14). This characterization
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implies that the set CT Bell-local(∆n+1) of all n + 1-partite Bell local CTs over
∆n+1 forms a convex compact set. Thus, Corollary 2.1 implies that every n-
local CT P = [P (ab|xy)] over ∆n+1 must be n + 1-partite Bell local CT. It
follows from Remark 4.1 that the set CT Bell-local(∆n+1) is just the convex hull
of the set CT n-local(∆n+1) of all n-local CTs over ∆n+1. That is,

CT Bell-local(∆n+1) = conv(CT n-local(∆n+1)). (4.16)

The characterization (4.8) of an n-local CT shows that all n-local CTs can
be represented by D-nLHVMs in which local hidden variables k1, k2, . . . , kn have
the same dimensions N1, N2, . . . , Nn. This advantage will serve to the proof of
the closedness of CT n-local(∆n+1).

Corollary 4.2. CT n-local(∆n+1) is a compact set in the Hilbert space T (∆n+1).
Proof. Let P(m) = [P (m)(ab|xy)] ∈ CT n-local(∆n+1) for all m = 1, 2, . . . ,

with P(m) → P ∈ T (∆n+1) as m → ∞, i.e., P (m)(ab|xy) → P (ab|xy) as
m→∞ for all possible variables (a, b,x, y). Clearly, P ∈ CT (∆n+1). According

to Theorem 4.1, each P(m) can be written as

P (m)(ab|xy) =

N1∑
k1=1

· · ·
Nn∑
kn=1

n∏
i=1

π
(m)
i (ki)×

n∏
i=1

δ
ai,J

(i)
ki

(xi)
× P (m)

B (b|y, k1 . . . kn)

(4.17)

for allm = 1, 2, . . . and possible variables (a, b,x, y), where {π(m)
i (ki)}ki∈[Ni](∀i ∈

[n]) and {P (m)
B (b|y, k1 . . . kn)}b∈[oB ](∀y ∈ [mB ], ki ∈ [Ni]) are PDs. By taking

subsequences if necessary, we may assume that

lim
m→∞

π
(m)
i (ki) = πi(ki)(∀i ∈ [n]),

lim
m→∞

P
(m)
B (b|y, k1 . . . kn) = PB(b|y, k1 . . . kn)(∀y, b, k1, . . . , kn).

Obviously, {πi(ki)}i∈[Ni] and {PB(b|y, k1 . . . kn)}b∈[oB ](∀y, k1, . . . , kn) are PDs.
Letting m→∞ in Eq. (4.17) yields that

P (ab|xy) =

N1∑
k1=1

· · ·
Nn∑
kn=1

n∏
i=1

πi(ki)×
n∏
i=1

δ
ai,J

(i)
ki

(xi)
× PB(b|y, k1 . . . kn)

for all possible x,a, y, b. Using Theorem 4.1 again implies that P ∈ CT n-local(∆n+1).
This shows that CT n-local(∆n+1) is closed and so compact since it is also a
bounded set of the finite dimensional Hilbert space T (∆n+1). The proof is
completed.

From Definition 4.1, we observe that when P ∈ CT n-local(∆n+1), the marginal
distributions satisfy PA1...An = PA1⊗ . . .⊗PAn , i.e.,

PA1...An
(a1 . . . an|x1 . . . xn) = PA1

(a1|x1) . . . PAn
(an|xn), ∀ai, xi;

particularly,
PA1A2

= PA1
⊗PA2

. (4.18)
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It is easy to find a Bell local P such that the property (4.18) is not satisfied
and then is not n-local. This shows that not all Bell local CTs are n-local.
By noticing that a convex combination of two product CTs is not necessarily a
product CT, we conclude from the property (4.18) that the set CT n-local(∆n+1)
is not convex. However, it has many subsets that are star-convex.

Next, let us discuss the weak star-convexity of the set CT n-local(∆n+1) by
finding star-convex subsets of it. To do so, for a fixed 1 ≤ k ≤ n, put

Âk = A1 . . . Ak−1Ak+1 . . . An,

ak = a1 . . . ak−1ak+1 . . . an,xk = x1 . . . xk−1xk+1 . . . xn,

and take an n−1-partite product CT Ek = [Ek(ak|xk)] over
∏
i 6=k[oi]×

∏
i 6=k[mi]

with
Ek(ak|xk) =

∏
i 6=k

Qi(ai|xi),

and define a set

CT n-local
Ek

(∆n+1) =
{

P ∈ CT n-local(∆n+1) : P
Âk

= Ek

}
, (4.19)

where P
Âk

denotes the marginal distribution of P on the subsystem Âk, i.e.,

P
Âk

(ak|xk) =
∑
ak,b

P (ab|xb),

which is independent of the choices of xk and y whenever P is n-local and then
nonsignaling. Define Sk = [Sk(ab|xy)] by Sk(ab|xy) =

∏n
i=1Qi(ai|xi) ×

1
oB
,

where Qk(ak|xk) ≡ 1
ok
, then Sk ∈ CT n-local

Ek
(∆n+1) (Remark 4.1).

Corollary 3.3. For any k = 1, 2, . . . , n, the set CT n-local
Ek

(∆n+1) is star-
convex with a sun Sk, i.e.,

(1− t)Sk + tCT n-local
Ek

(∆n+1) ⊂ CT n-local
Ek

(∆n+1), ∀t ∈ [0, 1].

See Figure 6.
Proof. Let P = [P (ab|xy)] be any element of CT n-local

Ek
(∆n+1). Then

Theorem 4.1 implies that P has a D-nLHVM:

P (ab|xy) =

d1∑
λ1=1

· · ·
dn∑

λn=1

n∏
i=1

qi(λi)×
n∏
i=1

Pi(ai|xi, λi)× PB(b|y, λ) (4.20)

for all x,a, y, b, where

{qi(λi)}ni

λi=1, {Pi(ai|xi, λi)}
oi
ai=1 and {PB(b|y, λ)}oBb=1

are PDs. For every t ∈ [0, 1], put

fk(λk, s) =

{
qk(λk)(1− t), s = 0;
qk(λk)t, s = 1,

(4.21)
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Figure 6: Star-convexity of the set CT n-local
Ek

(∆n+1).

PB(b|y, λ1 . . . λk−1(λk, s)λk+1 . . . λn) =

{
1
oB
, s = 0;

PB(b|y, λ1 . . . λn), s = 1,
(4.22)

Pk(ak|xk, (λk, s)) =

{
1
ok
, s = 0;

Pk(ak|xk, λk), s = 1,
(4.23)

which are PDs of (λk, s), b and ak, respectively. Put

Qtk(ab|xy) =
∑

λi(i6=k)

∏
i 6=k

qi(λi)×
∑
λk,s

fk(λk, s)×
∏
i6=k

Pi(ai|xi, λi)

×Pk(ak|xk, (λk, s))PB(b|y, λ1 . . . λk−1(λk, s)λk+1 . . . λn),

then Theorem 4.1 implies that Qt
k = [Qtk(ab|xy)] ∈ CT n-local(∆n+1). On the

other hand, for all x,a, y, b, we compute that

Qtk(ab|xy)

=
∑

λi(i 6=k)

∏
i 6=k

qi(λi)×
∑
λk

fk(λk, 0)×
∏
i 6=k

Pi(ai|xi, λi)

×Pk(ak|xk, (λk, 0))PB(b|, yλ1 . . . λk−1(λk, 0)λk+1 . . . λn)

+
∑

λi(i 6=k)

∏
i6=k

qi(λi)
∑
λk

fk(λk, 1)×
∏
i 6=k

Pi(ai|xi, λi)

×Pk(ak|xk, (λk, 1))PB(b|, yλ1 . . . λk−1(λk, 1)λk+1 . . . λn)

= (1− t)P
Âk

(ak|xk)× 1

ok
× 1

oB
+ tP (ab|xy)

= (1− t)Sk(ab|xy) + tP (ab|xy).

This shows that (1−t)Sk+tP = Qt
k, which is an n-local CT over ∆n+1. Clearly,

(Qt
k)
Âk

= (1− t)(Sk)
Âk

+ tP
Âk

= Ek

and so Qt
k, i.e., (1− t)Sk+ tP is an element of CT n-local

Ek
(∆n+1). This shows that

(1− t)Sk + tCT n-local
Ek

(∆n+1) ⊂ CT n-local
Ek

(∆n+1), ∀t ∈ [0, 1],
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and so CT n-local
Ek

(∆n+1) is star-convex with a sun Sk. The proof is completed.

Corollary 4.4. The set CT n-local(∆n+1) is path-connected. See Figure 7.

 Bell-local
1( )n  

-local
1( )n

n  

 

 
 

f

P  

Figure 7: Path-connectedness of the set CT n-local(∆n+1).

Proof. Put I(ab|xy) ≡ 1
o1o2...onoB

, then I := [I(ab|xy)] is an element of

CT n-local(∆n+1). Let P = [P (ab|xy)] and Q = [Q(ab|xy)] be any two elements
of CT n-local(∆n+1). Theorem 4.1 implies that P and Q admit D-nLHVMs:

P (ab|xy) =

d1∑
λ1=1

· · ·
dn∑

λn=1

n∏
i=1

pi(λi)×
n∏
i=1

Pi(ai|xi, λi)× PB(b|y, λ), (4.24)

Q(ab|xy) =

r1∑
ξ1=1

· · ·
rn∑
ξn=1

n∏
i=1

qi(ξi)×
n∏
i=1

Pi(ai|xi, ξi)× PB(b|y, ξ) (4.25)

where ξ = ξ1ξ2 . . . ξn. For every t ∈ [0, 1/2], set

P ti (ai|xi, λi) = (1− 2t)Pi(ai|xi, λi) + 2t
1

oi
(i = 1, 2, . . . , n);

P tB(b|y, λ) = (1− 2t)PB(b|y, λ) + 2t
1

oB
,

which are clearly PDs of ai and b, respectively. Put

P t(ab|xy) =

d1∑
λ1=1

· · ·
dn∑

λn=1

n∏
i=1

pi(λi)×
n∏
i=1

P ti (ai|xi, λi)× P tB(b|y, λ),

then f(t) := [P t(ab|xy)] is an n-local CT over ∆n+1 for all t ∈ [0, 1/2] with
f(0) = P and f(1/2) = I. Obviously, the map t 7→ f(t) from [0, 1/2] into
CT n-local(∆n+1) is continuous.

Similarly, for every t ∈ [1/2, 1], set

Qti(ai|xi, ξi) = (2t− 1)Qi(ai|xi, ξi) + 2(1− t) 1

oi
(i = 1, 2, . . . , n),
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QtB(b|y, ξ) = (2t− 1)QB(b|y, ξ) + 2(1− t) 1

oB
,

which are clearly PDs of ai and b, respectively. Put

Qt(ab|xy) =

r1∑
ξ1=1

· · ·
rn∑
ξn=1

n∏
i=1

qi(ξi)×
n∏
i=1

Qti(ai|xi, ξi)× P tB(b|y, ξ),

then g(t) := [Qt(ab|xy)] is an n-local CT over ∆n+1 for all t ∈ [1/2, 1] with
g(1/2) = I and g(1) = Q. Obviously, the map t 7→ g(t) from [1/2, 1] into
CT n-local(∆n+1) is continuous. Thus, the function p : [0, 1] → CT n-local(∆n+1)
defined by

p(t) =

{
f(t), t ∈ [0, 1/2];
g(t), t ∈ (1/2, 1],

is continuous everywhere and then induces a path p in CT n-local(∆n+1) with
p(0) = P and p(1) = Q. This shows that CT n-local(∆n+1) is path-connected.
The proof is completed.

5 n-Locality of n+ 1-partite PTs

In this section, we introduce and discuss n+1-partite PT P = [P (a1, . . . , an, b) :=
[P (a, b)] ≡ [P (ab)] over On+1 =

∏n
i=1[oi]× [oB ] where

a = (a1, . . . , an) ≡ a1 . . . an ∈ [o1]× . . .× [on].

It is defined as a tensor with index set On+1, equivalently, a function P : On+1 →
R, satisfying

P (a, b) ≥ 0(∀a, b),
∑
a,b

P (a, b) = 1. (5.1)

We use PT (On+1) to denote the set of all PTs over On+1 (functions P with
condition (5.1)).

To consider operations of PTs, we use T (On+1) to denote the set of all
tensors (i.e., real functions) over On+1. For any two elements P = [P (a, b)] and
Q = [Q(a, b)] of T (On+1), define

sP + tQ = [sP (a, b) + tQ(a, b)], 〈P|Q〉 =
∑
a,b

P (a, b)Q(a, b).

Then T (On+1) becomes a real Hilbert space. Clearly, the norm-topology of
T (On+1) is just the pointwise convergent topology on On+1. Thus, PT (On+1)
forms a compact convex subset of T (On+1).

Definition 5.1. An n + 1-partite PT P = [P (a, b)] over ∆n+1 is said to
n-bilocal if it admits a continuous n-LHVM (C-nLHVM):

P (a, b) =

∫
Λ

n∏
i=1

qi(λi)×
n∏
i=1

Pi(ai|λi)× PB(b|λ)dµ(λ) (5.2)
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for some product measure space

(Λ,Ω, µ) = (Λ1 × . . .× Λn,Ω1 × . . .× Ωn, µ1 × . . .× µn) ,

where λ = (λ1λ2, . . . , λn) ≡ λ1λ2 . . . λn ∈ Λ1 × . . .× Λn, and
(a) qi(λi) and Pi(ai|λi)(ai ∈ [oi]) are nonnegative Ωi-measurable functions

on Λi, and PB(b|λ)(b ∈ [oB ]) are nonnegative Ω-measurable functions on Λ;
(b) qi(λi), Pi(ai|λi) and PB(b|λ) are PDs of λi, ai and b, respectively, for all

i ∈ [n] and all λ ∈ Λ.
Remark 5.1. If an n + 1-partite PT P = [P (a, b)] over On+1 is product,

i.e., P (ab|xy) is a product of n + 1 CTs P1(a1), . . . , Pn(an) and PB(b), then
it can be written as the form of (4.4) by taking the counting measures µi on
Λi = {1} and

qi(λi) = 1, P1(ai|λi) = Pi(ai)(i = 1, 2, . . . , n), PB(b|λ) = PB(b).

Thus, every product PT over On+1 is n-local, but not the converse.
Remark 5.2. If an n + 1-partite PT P = [P (a, b)] over On+1 admits a

discrete n-LHVM (D-nLHVM):

P (a, b) =

d1∑
λ1=1

· · ·
dn∑

λn=1

n∏
i=1

qi(λi)×
n∏
i=1

Pi(ai|λi)× PB(b|λ) (5.3)

for all a, b, where qi(λi), Pi(ai|λi) and PB(b|λ) are PDs of λi, ai and b, respec-
tively, for all i ∈ [n] and all λ ∈ Λ, then Eq. (5.2) holds for the counting
measures µi on Λi = [di](i = 1, 2, . . . , n). This shows that if P has a D-nLHVM
(5.3), then it has a C-nLHVM (5.2). Indeed, the converse is also valid, see the
following theorem which can be viewed as a special case of Theorem 4.1 with
mi = 1 and Ni = oi for all i = 1, 2, . . . , n.

Theorem 5.1. For a PT P = [P (a, b)] over On+1, the following statements
(i)-(iv) are equivalent.

(i) P is n-local, i.e., it can be written as (5.2).
(ii) P admits a D-nLHVM:

P (a, b) =

N1∑
k1=1

· · ·
Nn∑
kn=1

n∏
i=1

πi(ki)×
n∏
i=1

δai,ki × PB(b|k1, . . . , kn) (5.4)

where {πi(ki)}ki∈[Ni](∀i ∈ [n]) and {PB(b|k1, . . . , kn)}b∈[oB ](∀ki ∈ [Ni]) are
PDs.

(iii) P is “separable quantum”, i.e., it can be generated by a local POVM

M = {Ma1⊗ . . .⊗Man⊗Nb}(a1,...,an,b)∈[o1]×...×[on]×[oB ]

on a Hilbert space (⊗ni=1HAi
)⊗HB (HB = ⊗ni=1HBi

) together with n separable
states ρAiBi of systems HAi ⊗HBi , in such a way that

P (a, b) = tr[((⊗ni=1Mai)⊗Nb)ρn], ∀a, b, (5.5)
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where
ρn = T (ρA1B1⊗ . . .⊗ρAnBn)T †, (5.6)

and T denotes the canonical unitary isomorphism from ⊗ni=1(HAi ⊗HBi) onto
(⊗ni=1HAi)⊗ (⊗ni=1HBi).

(iv) P admits a D-nLHVM:

P (a, b) =

d1∑
λ1=1

· · ·
dn∑

λn=1

n∏
i=1

qi(λi)×
n∏
i=1

Pi(ai|λi)× PB(b|λ), ∀a, b, (5.7)

where {qi(λi)}ni

λi=1, {Pi(ai|λi)}
oi
ai=1 and {PB(b|λ)}oBb=1 are PDs.

As special cases of corresponding conclusions in Section 4, we obtain the
following corollaries.

Corollary 5.1. A PT over On+1 has a C-nLHVM (5.2) if and only if it
has a D-nLHVM (5.3).

An n-local PT P = [P (a, b)] over On+1 is said to be Bell local if the CT
[P (a, b|x, y)] := [P (a, b)] over ∆n+1 with mi = mB = 1(i = 1, 2, . . . , n) is Bell
local, i.e., it can be written as

P (a, b) =
∑

λ∈On+1

q(λ)

n∏
i=1

Pi(ai|λ)× PB(b|λ), (5.8)

where q(λ), Pi(ai|λ), PB(b|λ) are PDs of λ, ai and b, respectively. Indeed, every
PT P = [P (a, b)] over On+1 is Bell local since it can be written as (5.8) where
Pi(ai|λ) = δai|λi

, PB(b|λ) = δb,λn+1 and

λ = (λ1, . . . , λn, λn+1), q(λ) = P (λ1, . . . , λn, λn+1).

Using (4.16) yields that

PT (On+1) = PT Bell-local(On+1) = conv(PT n-local(On+1)). (5.9)

Corollary 5.2. The set PT n-local(On+1) is compact in the Hilbert space
T (On+1).

From Definition 5.1, we observe that when P ∈ PT n-local(On+1), the marginal
distributions satisfy PA1...An

= PA1
⊗ . . .⊗PAn

, i.e.,

PA1...An
(a1, . . . , an) = PA1

(a1) . . . PAn
(an), ∀ai ∈ [oi];

especially,
PA1A2

= PA1
⊗PA2

. (5.10)

It is easy to construct a PT P that has no the property (5.10) and then is not
n-local. This shows that not all Bell local PTs are n-local. By noticing that
a convex combination of two product PTs is not necessarily a product PT, we
conclude from the property (5.10) that the set PT n-local(On+1) is not convex.
However, it has many subsets that are star-convex.
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Next, let us discuss the weak star-convexity of the set PT n-local(On+1) by
finding star-convex subsets of it. To do so, for a fixed 1 ≤ k ≤ n, put

Âk = A1 . . . Ak−1Ak+1 . . . An,ak = a1 . . . ak−1ak+1 . . . an,

and take an n − 1-partite product PT Ek = [Ek(ak)] over
∏
i6=k[oi] with

Ek(ak) =
∏
i 6=kQi(ai), and define a set

CT n-local
Ek

(On+1) =
{

P ∈ PT n-local(On+1) : P
Âk

= Ek

}
, (5.11)

where P
Âk

denotes the marginal distribution of P on the subsystem Âk, i.e.,

P
Âk

(ak) =
∑
ak,b

P (a, b). Define Qk(ak) ≡ 1
ok

and Sk = [Sk(a, b)] by Sk(a, b) =∏n
i=1Qi(ai)×

1
oB
, then Sk ∈ PT n-local

Ek
(On+1) (Remark 5.1).

Corollary 5.3. For any k = 1, 2, . . . , n, the set PT n-local
Ek

(On+1) is star-
convex with a sun Sk, i.e.,

(1− t)Sk + tPT n-local
Ek

(On+1) ⊂ PT n-local
Ek

(On+1), ∀t ∈ [0, 1].

Corollary 5.4. The set PT n-local(On+1) is path-connected.

6 Conclusions

In this work, we have discussed the bilocality of tripartite correlation tensors
(CTs) P = [P (abc|xyz)] over ∆3 = [oA] × [oB ] × [oC ] × [mA] × [mB ] × [mC ]
and probability tensors (PTs) P = [P (a, b, c)] over O3 = [oA] × [oB ] × [oC ],
respectively, as well as the n-locality of n+ 1-partite CTs P = [P (ab|xy)] over
∆n+1 =

∏n
i=1[oi]× [oB ]×

∏n
i=1[mi]× [mB ] and PTs P = [P (ab)] over On+1 =∏n

i=1[oi]× [oB ], where [n] stands for the set consisting of 1, 2, . . . , n. Based on a
convex-decomposition lemma on a measurable function row-stochastic matrix,
we have established a series of characterizations and properties of bilocal and
n-local CTs and PTs, and obtained the following conclusions.

(1) Integration and summation descriptions (which we named C-biLHVM
and D-biLHVM) for bilocality of a tripartite CT and PT are equivalent, denoted
by C-biLHVM=D-biLHVM.

(2) A tripartite CT (resp. PT) P is bilocal if and only if it is “separable
quantum”, i.e., it can be generated by a pair of separable shared states together
with a set of local POVMs (resp. a local POVM).

(3) The set CT Bell-local(∆3) of tripartite Bell local CTs with the same size
∆3 is just the convex hull of the set CT bilocal(∆3) of all bilocal CTs over ∆3,
while the convex hull of the set PT bilocal(∆3) of all bilocal PTs over O3 is just
the set of all PTs over O3.

(4) The set CT bilocal(∆3) forms a compact path-connected set w.r.t. the
pointwise convergent topology on the index set ∆3 and has many star-convex
subsets:

CT bilocal
A−E (∆3) :=

{
P ∈ CT bilocal(∆3) : PA = E

}
, ∀E ∈ CT ([oA]× [mA]),
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CT bilocal
C−F (∆3) :=

{
P ∈ CT bilocal(∆3) : PC = F

}
, ∀F ∈ CT ([oC ]× [mC ]).

(5) Corresponding conclusions have been obtained for n-locality of n + 1-
partite CTs and PTs, including: C-nLHVM=D-nLHVM; P is in CT n-local(∆n+1)
if and only if it is “separable quantum”; CT Bell-local(∆n+1) is the convex hull
of CT n-local(∆n+1); CT n-local(∆n+1) is a compact path-connected set w.r.t. the
pointwise convergent topology on ∆n+1 and has many star-convex subsets:

CT n-local
Ek

(∆n+1) :=
{

P ∈ CT n-local(∆n+1) : P
Âk

= Ek

}
for all Ek ∈ CT (

∏
i 6=k[oi]×

∏
i6=k[mi]), where P

Âk
denotes the marginal distri-

bution of P on the subsystem
∏
i 6=k Ai.

It is remarkable to point out that the bilocality is not a special case that
n = 2 of the n-locality discussed here, but it is a special case where n = 2 of
the n-locality (n ≥ 2) introduced in [33], described by the following C-LHVM:

P (a1 . . . an+1|x1 . . . xn+1) =

∫
dλ1 · · ·

∫
dλn

n∏
i=1

ρi(λi)× P1(a1|x1, λ1)

×
n∏
i=2

Pi(ai|xi, λi−1λi)× Pn(an+1|xn+1, λn).

Indeed, the n-locality here is based on the star network configuration [36], while
that of the work [33] is a direct generalization of the bilocal scenario considered
in [30].
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Appendix

The proof of Lemma 2.1. Let N = nm and Rk = [δj,Jk(i)], where Jk(k ∈ [N ])
are all of the mappings from [m] into [n]. Here, we use max∗{a1, a2, . . . , an}
to denote the first maximal number of a1, a2, . . . , an and define B(0)(λ) =

[b
(0)
ij (λ)] = B(λ). For each i ∈ [m], put

b
(0)

i,j
(0)
i (λ)

(λ) = max∗
{
b
(0)
i1 (λ), b

(0)
i2 (λ), . . . , b

(0)
in (λ)

}
,

which is the first maximum value of entries in the i-th row of the matrix B(0),
which is clearly Ω-measurable w.r.t. λ on Λ. Define

hij(λ) =

{
1, j = j

(0)
i (λ);

0, j 6= j
(0)
i (λ)

Rs1(λ) = [hij(λ)],
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α1(λ) = min

{
b
(0)

i,j
(0)
i (λ)

(λ) | i ∈ [m]

}
,

B(1)(λ) = [b
(1)
ij (λ)] = B(0)(λ)− α1(λ)Rs1(λ).

Then α1(λ) is an entry of B(0)(λ) = B(λ) and B(1)(λ) is a nonnegative matrix,
and satisfies

B(0)(λ) = α1(λ)Rs1(λ) +B(1)(λ), zero(B(0)(λ)) < zero(B(1)(λ)), (A.1)

where zero(A) denotes the number of zero-entries of a matrix A. Since bij(λ)’s
are Ω-measurable w.r.t. λ on Λ, we see that α1(λ) and entries of B(1)(λ) are
Ω-measurable w.r.t. λ on Λ. Clearly, Rs1(λ) is a {0, 1}-RS matrix, depending
on λ. To our aim, we have to replace it with a convex combination of Rk’s with
Ω-measurable coefficients. To do this, we put

Λ
(1)
k = {λ ∈ Λ : Rs1(λ) = Rk}(k = 1, 2, . . . , N), (A.2)

then λ ∈ Λ
(1)
k if and only if b

(0)

ij
(0)
i (λ)

(λ) = b
(0)
i,Jk(i)(λ) for all i ∈ [m]. Hence,

Λ
(1)
k is an Ω-measurable subset of Λ and so its characteristic function χ

Λ
(1)
k

is Ω-measurable on Λ for each k ∈ [N ]. Thus, c
(1)
k (λ) := χ

Λ
(1)
k

(λ)α1(λ) is

nonnegative and Ω-measurable w.r.t. λ on Λ. Since Λ
(1)
k ∩ Λ

(1)
j = ∅(k 6= j) and

∪k∈[N ]Λ
(1)
k = Λ, we see that∑

k∈[N ]

χ
Λ

(1)
k

(λ)α1(λ) = α1(λ),
∑
k∈[N ]

χ
Λ

(1)
k

(λ)Rk = Rs1(λ), ∀λ ∈ Λ. (A.3)

Using Eqs. (A.1) and (A.3) yields that

B(0)(λ) =
∑
k∈[N ]

c
(1)
k (λ)Rk +B(1)(λ), ∀λ ∈ Λ. (A.4)

Similarly, we can decompose B(1)(λ) in (A.4) as

B(1)(λ) =
∑
k∈[N ]

c
(2)
k (λ)Rk +B(2)(λ), ∀λ ∈ Λ, (A.5)

where c
(2)
k (λ) and B(2)(λ) are nonnegative and Ω-measurable w.r.t. λ on Λ with

the property that zero(B(1)(λ)) < zero(B(2)(λ)) for all λ ∈ Λ. Thus,

B(0)(λ) =
∑
k∈[N ]

c
(1)
k (λ)Rk +

∑
k∈[N ]

c
(2)
k (λ)Rk +B(2)(λ), ∀λ ∈ Λ. (A.6)

Continuously, we can find nonnegative Ω-measurable functions c
(1)
k , c

(2)
k , . . . , c

(r)
k

and nonnegative Ω-measurable matrices B(1), . . . , B(r−1), B(r) such that

B(0)(λ) =
∑
k∈[N ]

r−1∑
t=1

c
(t)
k (λ)Rk +B(r)(λ), ∀λ ∈ Λ,
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with the property that

zero(B(0)(λ)) < zero(B(1)(λ)) < zero(B(2)(λ)) < · · · < zero(B(r−1)(λ)) ≤ mn.

Thus, after doing at most mn steps, we arrive at the case where B(r) = 0 and
then obtain that

B(λ) = B(0)(λ) =

N∑
k=1

αk(λ)Rk, ∀λ ∈ Λ,

where the coefficient functions αk =
∑r−1
t=1 c

(t)
k (k ∈ [N ]), which are nonnegative

and Ω-measurable functions on Λ. The proof is completed.
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[12] W. Laskowski, T. Paterek, M. Żukowski, and C̆. Brukner, Tight multipar-
tite Bell’s inequalities involving many measurement settings, Phys. Rev.
Lett. 93 200401 (2004).

[13] J. Barrett, N. Linden, S. Massar, S. Pironio, S. Popescu, D. Roberts, Non-
local correlations as an information-theoretic resource, Phys. Rev. A 71
022101 (2005).

[14] H.M. Wiseman, S.J. Jones, A.C. Doherty, Steering, entanglement, non-
locality, and the Einstein-Podolsky-Rosen paradox, Phys. Rev. Lett. 98
140402 (2007).

[15] S.K. Choudhary, S. Ghosh, G. Kar, R. Rahaman, Complete proof of Gisin’s
theorem for three qubits, Phys. Rev. A, 81 042107 (2010).

[16] H. Buhrman, R. Cleve, S. Massar, and R. de Wolf, Nonlocality and com-
munication complexity, Rev. Mod. Phys. 82 665-698 (2010).

[17] H.X. Cao, Z.H. Guo, Characterizing Bell nonlocality and EPR steering,
Sci. China-Phys. Mech. Astron. 62 030311 (2019).

[18] A. Fine, Hidden Variables, Joint probability, and the Bell inequalities,
Phys. Rev. Lett. 48 291 (1982).

[19] N. Gisin, Bell’s inequality holds for all non-product states, Phys. Lett. A
154 201 (1991).

[20] L. Khalfin, B. Tsirelson, Quantum/classical correspondence in the light of
Bell’s inequalities, Found. Phys. 22 879-948 (1992).

[21] N. Gisin and A. Peres, Maximal violation of Bell’s inequality for arbitrarily
large spin, Phys. Lett. A 162 15 (1992).

[22] M. Ardehali, Bell inequalities with a magnitude of violation that grows
exponentially with the number of particles, Phys. Rev. A 46 5375 (1992).

[23] A.V. Belinskii, D.N. Klyshko, Interference of light and Bell’s theorem, Phys.
Usp. 36 653-693 (1993).

[24] R. Horodecki, M. Horodecki, P. Horodecki, Teleportation, Bell’s inequalities
and inseparability, Phys. Lett. A 222 21-25 (1996).

[25] V.A. Andreev, Generalized Bell inequality and a method for its verification,
Theor. Math. Phys. 152, 1286-1298 (2007).
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