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Abstract

While Peer-to-Peer streaming have become increasinglylpopuring recent years, the proper allocation of
available resources among peers in a resource constratgnsyremains a challenging problem. In a resource
constraint system, the allocated resource and thus detivguality to individual peers should be proportional to
their contribution to the systeme., resource allocation should lsentribution aware This in turn results in fairness
among peers and encourages active contribution from fzating peers.

In this paper, we present a contribution aware mechanisnmiesh-based P2P streaming approaches. In our
proposed mechanism, individual peers use a tax functioneterohine their number of parent peeis( their
share of resources) based on the number of their child peerspeers’ contributed resources) and the aggregate
available resources in the system. We examine the behai@rcommonly used tax function, and describe how
the contribution aware mechanism can leverage the tax ibmctVe conduct extensive session level simulations
that properly incorporates churn and pairwise delay betwmers. Our results not only demonstrate the ability of
the proposed mechanism to properly allocate availableuresoamong participating peers over a wide range of

scenarios but also sheds insightful light on the dynamicsesburce utilization and allocation.

. INTRODUCTION

During recent years, Peer-to-Peer (P2P) overlays haveneatcreasingly popular for scalable delivery
of streaming content from a single source to a large numbeecdivers over the Internet [1]. In this
approach that is generally known &#2P streaming participating peers form an overlay over which
individual peers contribute their outgoing bandwidth bywiarding a subset of their available content to
their connected peers. P2P streaming approaches can lybdbaded into two classes: tree-based and
mesh-based approach. In the tree-based approach, patitigpeers form one or multiple tree-shaped
overlay(s) where each peer pushes a specific portion of theegb.g, a sub stream or a description)
to its child peers€.g, [2]). In the mesh-based approach, participating peemnafhaintain a randomly

connected mesh and incorporate swarming content deliegy [3]).
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Participating peers in a P2P streaming session often haexolgeneous access link bandwidth. To
accommodate bandwidth heterogeneity, a P2P streamingamisch should ensure that delivered quality
to individual peers is proportional to their incoming accéak bandwidth. An elegant approach to achieve
this goal is to encode the content using Multiple Descript@nding (MDC) scheme. This enables a P2P
streaming mechanism to deliver a proper number of deseriptio individual peers to maximize their
delivered quality. However, in practice, the aggregatelabke resourcesi. outgoing bandwidth) in
the system is often insufficient to maximize the deliveredliy to individual peers due to various
reasons such as asymmetric access link bandwidth, and facilingness to contribute resources among
peers. A reasonable approach in such an environment is treetisat delivered quality to individual
peers is proportional to the amount of resources they dgtaahtribute to the system (or their outgoing
bandwidth) rather than their demand (or incoming bandvidih essence, the delivered quality by P2P
streaming mechanisms in a resource-constraint envirohsteyuld becontribution aware Incorporating
contribution-awareness into P2P streaming is non-tridiaé to the distributed and dynamic nature of
resources.

Recently, Sung et al. [4] proposed a contribution aware mmeisim for tree-based P2P streaming
mechanisms. In their approach, each peer uses a given tetidario determine the number of trees it is
“entitled” to join based or(i) the aggregate available resources that are periodicallgated from and
reported to participating peers; afig the number of child peers it servese(, the amount of contributed
resources). Each peer also adaptively examines the pligsifijoining more trees in order to properly
use any excess resources in the system. As a parent eachnpegyorate a preemption mechanism to
properly allocate its resources between existing and neld peers.

This paper presents a contribution-aware mechanism foh+thased P2P streaming mechanisms that
is inspired by the proposed approach by Sung et al. [4]. Werittes how such a contribution aware
mechanism can be incorporated into mesh-based P2P stiggaanohdiscuss several required modifications.
We show how the proposed tax function allocates the availeddources among participating peers for
different values of available resources and tax rates.heumore, we identify the notion of “saturated
region” when high bandwidth peers do not require their &aditshare resources, and examine its effect
on system behavior. The primary contribution of this pagethie extensive evaluations of the proposed
mechanism well beyond previous studies [4] [5]. Toward #ns, we use our session level P2P simulator

that incorporates a realistic model for peer dynamics, t@stigate the effect of key design parameters



such as tax rate and preemption policies over a wide rangeesfasios. In particular, we examine how
changes in aggregate available resources, distributiotonfributed resources among peers, and group
size affect different aspects of system performance inetudllocation and utilization of resources, and
stability of the overlay.

Our simulations illustrate that our proposed contributzavare mechanism for mesh-based P2P stream-
ing can properly allocate available resources among peatiog peers while achieving high utilization
over a wide range of scenarios. We quantify the impact of gaekmption policy to the stability of the
overlay, and demonstrate the effect of tax rate and rescawa#ability on the allocation of entitled and
excess resources among peers. The contribution aware mechaxhibits promising scaling behavior
over examined group sizes. Finally, increasing the intsre&reporting the group state, primarily affects
short-lived peers in the overlay.

The rest of this paper is organized as follows: Section llvistes an overview of mesh-based P2P
streaming. In Section Ill, we describe the proposed coutidn aware mechanism. Section IV examines
the behavior of the tax function. Our performance evalumatioethodology along with our evaluation
results and main findings are presented in Section V. Finakyconclude the paper and sketch our future

plans in Section VI.

II. MESH-BASED P2P SREAMING: BACKGROUND

To provide the required background, we present an overvieRRIME [3] as a representative mesh-
based P2P streaming mechanism in this section. While thezigésn and discussions are centered around
PRIME, we believe that most of the issues and findings arergiyeapplicable to other mesh-based P2P
streaming systems. In the mesh-based P2P streaming,ipatitig peers maintain a randomly connected
and directedoverlay, namely anesh Participating peers incorporate swarming content dsfisimilar
to BitTorrent [6]) where child peers pull their required Bats from their parents. This approach has two
advantages(i) it is able to effectively utilize the outgoing bandwidth cdirticipating peers as the group
size grows, andii) it can gracefully accommodate the dynamics of peer padtwp (or churn).

To form an overlay, each peer maintains a certain number ofnpgeers from which it pulls its
required content. Each peer also serves as a parent for #ispaanber of child peers and provides
content to them. PRIME uses a central approach to parenbwaisg All participating peers periodically
send a heartbeat message to a well known bootstrap node #natams the status of the entire group.

When a peer requires more parengsg( upon arrival or when the number of its parents simply drops



below a threshold), it contacts the bootstrap node to olatdist of potential parents. In response to such
a request, the bootstrap node provides the list of a randdoeeswof those peers that can accommodate
a new child peer. For each peer, we denote the number of parehthild peers as itsicomingand
outgoingdegree, respectively.

To effectively utilize the access link bandwidth of panpiating peers, the incoming and outgoing degrees
of participating peers should be proportional to their imiog (bw4...») and outgoing w,,,) bandwidth
[3]. Using the same ratio of incoming (or outgoing) bandwitth incoming (or outgoing) degree for all
peers implies that all connections have roughly the sameageebandwidth which is called bandwidth-
per-flow orbwpf. bwpf is a configuration parameter that is selected a priori andvkinby individual

peers. More specifically, each peer tries to maintain it®mmoag and outgoing degrees @ﬁlgﬁngﬁ and

Ub’z;;j, respectively. Since all connections have roughly the sharewidth, the amount of resources
that a peer contributes or consumes in the overlay can beosppated with its outgoing and incoming

degree, respectively.

[1l. CONTRIBUTION-AWARE P2P SREAMING

The primary goal of a contribution-aware mechanism is tob&andividual peers to determine their
share of available resources (mainly bandwidth) in theesysbased on the amount of resources they
contribute as well as the aggregate amount of availableuress in the system. Given the direct rela-
tionship between the (incoming and outgoing) bandwidth #red (incoming and outgoing) degree due
to the bandwidth-degree constraint as described in Sedtitidhe contribution-aware mechanism can be
formulated as deriving the incoming degree of a peer basedsooutgoing degree. More specifically,
the goal of each peer is to determine its incoming degree the number of parents) based on (i) its
outgoing degreei.g., the number of child peers), and (ii) the aggregate outgdiegyee across all peers.

To support contribution awareness, each pages a generic cost function[5] to determine its incoming
degreeR;:
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wheret, N, and IV; denote the tax rate in the system, number of participatirgygpeand the outgoing
degree that peeris willing to contribute. In essence; presents the “entitled” share of system resources
for peeri and thus we refer tdk; asentitleddegree. As shown in Eqgn. (1R; is the sum of two terms.

The first term represents the incoming degree of a peer duks toanin contribution ;). Since the tax



rate is always greater than or equal to ome>(1) to balance supply and demand for resource in the
system, the outgoing degree of individual peers is highan ttheir incoming degree. This also implies
that there are always extra resources in the system. Thenddeom represents an even share of these
extra resources among participating peers. This share aéssxresources depends on the group state,
namely group population\) and the amount of aggregate available resources in thersy§t IV;).

We assume that the tax rata@s a configuration parameter and thus known to each partiogpapeer.

If the group state information is known to individual peetisey can simply use Eqgn. (1) to determine
their entitled incoming degree. In subsection IlI-A, we ddge a mechanism to collect the required group
state information and to distribute them to participatiregers.

In practice, the following two issues also contribute to #éxtra resources. First, when the aggregate
incoming bandwidth of a peer reaches the maximum streamviddtid it does not require extra incoming
degree. This implies that the incoming degree of peers igdarby D,,,., = Blfg—p; whereBW,,... denotes
stream bandwidth. We call a peersaturatedwhen its entitled degree exceeds the maximum required
degree,i.e, R; > D,.... Second, the entitled incoming degree of each pég)y ¢an only take integer
values. In order to avoid over-estimating the amount ofcated resources to each peer, we always use
the floor of the resulting value from Eqn. (1). We can revisenE(l) to address these two issues as
follows:
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To effectively utilize the excess resource in the systera, uhsaturated peers can further increase their
incoming degree. These extra incoming connections arereeféo asexcess degreand denoted witle;.

In summary, the total actual incoming degree of each pggrconsists of two components; = R; + e;

< D,.... Note that it is difficult to determine the amount of aggregaxcess resources in the system due
to the random and dynamic nature of excess resources. Irecidos I11-B, we describe how individual
peers determine their excess incoming degree in a distdbiatshion.

Once a peer computes its entitled degrBg (it intends to identifyD,,,., parents in the system. Towards
this end, first each peer learns about a subset of partiogpgteers through a bootstrap node. Then, it
progressively contacts them to discover their ability toveeas a parent. Each peer first establishes
R; entitled connections and then explores the feasibility silelishing some excess connections as we
describe in subsection I1I-B.

Goals & Assumptions: The contribution-aware mechanism should be able to grigefaope with the



Symbol | Definition

N total number of peers in the system

W; the willingness of peef, measured by degree,i.
its bandwidth contribution to the overlay divide
by bandwidth-per-flowbwp f

O (D

a; actual number of incoming degree for peer
fi actual contribution (outgoing degree) of peer
R; computed entitled incoming degree of peer
e; actual excess incoming degree of peer
T period of update
Dinaa maximum required degree to get full quality

live stream

TABLE |

DEFINITION OF IMPORTANT SYMBOLS

inherent dynamics of peer participation, or churn. To aahithis goal, two issues should be addressed:
() individual peers should periodically determine their g#atl incoming degree, and adapt their overall
incoming degree accordinglyii) each peer should implementpreemption policyto fairly manage the
allocation of its outgoing degree among requesting chilekpeln essence, the preemption policy ensures
that the available resources in the system are proportiordliocated across participating peers. We
describe the preemption policy at each peer in subsectle. I

We make the following assumptions throughout this papestFihe incoming bandwidth of each peer
is larger or equal to streaming bandwidth. This implies #eth peer tries to increase its overall incoming
degree to its maximum valued., D,,..). This is a reasonable assumption since the bandwidth adeovi
stream with an acceptable quality is around 400Kbps to 6@8Kihich is less than the incoming access
link bandwidth for most of the today’s Internet users aséatkd in earlier studies [7]. Second, individual
peers provide correct information about the number of cpddrs they can suppofit{), i.e., the amount of
resources they are able and willing to contribute to theesysWWe believe that our proposed approach can
be integrated with other existing incentive or enforcemmethanisms. Table | summarizes the notations

used throughout this paper.

A. State Collection and Reporting

The state collection and reporting mechanism performs askd:(i) collecting the required information
from individual peers and determining the group-level miation such asv and" W;; and(ii) reporting
the group level information to all participating peers irethystem. We consider a simple centralized

approach for both state collection and reporting througloatdtrap node. When a peer joins the system,



it contacts a well-known bootstrap node and provides itinvghess to contributelt’;). During a session,
each peer sends a heart-beat message to the bootstrap rmedeveryr seconds and reports the value of
its dynamic properties including its actual outgoing deg(g) and incoming degreezf) along with its
entitled degreeR;) and the list of its parents. The bootstrap node maintaiagdtowing information for
each participating peersi(;, f;, a;, R;, list of parent$ and updates this information after receiving each
heart-beat message. Each peer also sends a BYE messagdtotsieap node right before its departure.
If the bootstrap node does not receive a heart-beat mesgageafpeer for 2% seconds, it assumes that
the peer has departed and remove its record. In a nutshellbdbtstrap node has an updated state of
individual peers and thus can easily determine the groughistate such a®' and " IW;. Note that the
state information at the bootstrap node may not be perfecityrate since the state of each peer is likely
to change between consecutive updates.

The bootstrap node reports the most recent group-levet statll participating peers once every
seconds. When a peer receives a new report from the bootstrdg, it determines the number of its
entitled connectionsK;) using Eqn. (2). If the value oR; is larger than its current incoming degree,
it continues the discovery for more parents. In contrastfsfentitled incoming degree has dropped,
it increases the value of; accordingly. Note that peers do not explicitly disconndwirt incoming
connections due to the drop @t;, rather they consider a larger number of existing connastim be
excess connections. The preemption policy at parent pescsrthects a proper number of these excess
connections based on the overall demand for excess coangamong peers. This passive strategy for
disconnecting connections reduces dynamics in the systesma configuration parameter that determines
the tradeoff between the freshness of state informatioheabbotstrap node and the signaling overhead.
More specifically, increasing the value nireduces the signaling overhead associated with statectiotle
and reporting at the cost of lower accuracy for the statermédion at the bootstrap node. The default

value ofr is 10 seconds.

B. Parent Discovery

The goal of the parent discovery mechanism is to enable eaehtp locate the required number of
parents to establish the desired number of incoming coiorectEach peer always establishigsentitled
connections and then explores possibility for establighemcess connections (if it requires any). Note
that each peer does not label its individual incoming cotiaes as “entitle” or “excess” connection.

Instead, a child peer only keeps track of its actual numbecarinections ;) and its entitled degree



R; that is periodically updated after each report from the bwap node. This is feasible in mesh-based
P2P streaming mechanism because all connections have rite \sdue and thus the total number of
connections determines the delivered quality not the iteof those connectiords

To establish an entitled or excess connection, each peeolfitains the contact information for a subset
of participating peers that are likely to be able to accomatednore child peers from the bootstrap node.
Since the bootstrap node maintains the state of all padtiicig peersi(e., potential parents), it can identify
potential parents and report a list of random subset of them tequesting peer. More specifically, the
bootstrap node identifies a random subset of participategypthat have at least one empty slot or a
child that can be preempted by the requesting peer. In ess#me bootstrap node implicitly coordinates
the connections among peers. This in turn increases thabpildp of success during the parent discovery
process. It is worth noting that despite this coordinatibs possible that a parent rejects a request due
to a recent change in its status.

Given such a list of potential parents, each pseguentiallycontacts peers in the list, provides its
minimum local stateife., W;, a; and R;)?> and requests the contacted peer to serve as its parent. A
contacted peer determines whether to accept or deny a tetpussrve as a parent based on tbheal
preemption policyas we describe in the following subsection. Once a child psegives a response from
a parent, it updates the number of its entitled and excessecbion accordingly and provides its updated
information at its next heart-beat to the bootstrap nodehHaeer continues to establish connection to
more parents until its incoming degree reaches its maximataev(or D,,..). If the list of potential
parents is exhausted, the peer will contact the bootstrae tm obtain a new list. When peés request

for connection is rejected by a potential parent, its resmctiepends on its current state as follows:

« Looking for more Entitled Connections; & R;): In this case, a child peer immediately sends a request
to the next potential parent in the provided list by the btvafsnode. This rather aggressive approach
to discovery is reasonable because there must be suffi@satirces in the system for each peer to
reach its entitled incoming degree.

. Looking for more Excess Connections>R;): In this case, a rejected request is an indication of
limited availability of excess resources in the system.réfuee, the rejected peer waits for an interval
twait, Calledwait interval before it contacts another parents to establish a cormmedthe wait interval

!In contrast, the contribution aware mechanism for treeebaR2P streaming [4] must specifically label each connedirause each

connection provides a particular description.
2All other states that a parent might need can be derived floeset information.



is exponentially backoff with each rejected request foresscconnection as follows [4]:
twait = tmzn * K * (ei + BTEt) (3)

wheret,,;, is the minimum backoff timek is a random number larger than/ js backoff factor and
ret is the number of consecutive failures,;, is set to 5sec and is 2. This approach for determining
wait time adaptively adjusts the frequency of attempt féalelshing excess connections by individual
peers and thus the aggregate demand for excess connecttbnstvany explicit coordination among

peers.

Our proposed central approach to state collection, repprand parent discovery might exhibit a
limited scalability. However, besides its simplicity, shcentral approach enables the bootstrap node to
perform passive coordination and improve the efficiency arfept discovery. It is feasible to incorporate
a distributed mechanism for state collection, reporting @arent discovery into the mesh-based P2P
streaming approach. However, we do not believe that addiny ®laborate mechanism significantly

change the overall behavior of the system.

C. Local Preemption Policy

The local preemption policy determines how a parent peestsetd a request for connection from a
child peer. If the current number of child peers for a parezers less than the degree that it is willing
to contribute [V;), then a request for connection is always accepted. Howévitie outgoing degree of
a parent peer is fully utilized, then a new child pegércan only replace (or preempt) an existing child
peer B if providing a connection to child peer A has a higher priarithe relative priority of connection

to peersA and B is determined in different scenarios as follows:

« En-Ex Policy If peer A is looking for entitled connectiona(;<R,4) and peerB already has some
excess connections £> Rg), then a request byl can always preempt an existing connection to peer
B. This policy allows a new peer to easily reach its entitlecbiming degree by preempting excess
connections from other peers.

« Ex-En Policy If peer A is looking for an excess connectioms(> R 4) when peerB only has entitled
connections{z<Rjg), then a request byl can not preempt an existing connection from p&er

« En-En Policy if both peers only have entitled connections, theran only preempts the connection

from B if the normalized incoming degree of A is less than i, the following condition is
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A, B Entitled Excess

Entitled | Yes if VTV—f; < va_i - Yes

Excess No Yesifeg<eg—1
TABLE 1l

LOCAL PREEMPTION POLICIES USED BY EACH PARENT IN DETERMINING A NEW PEERA CAN PREEMPT AN EXISTING
CHILD PEERB TO USE THAT SLOT AS A CHILD FOR THIS PARENT

satisﬁed:v’”v—f‘j4 <w — L This condition basically ensures that all peers propodily increase their
entitled incoming degrees. Note that the equation inc@fgsra hysteresis effect to prevent oscillating
preemption between two peers.

« Ex-Ex Policy if peer A is looking for excess connections >R ) and peerB has some excess
connectionsdz>Rpg), A can preempt an existing connection to p&ewhen it has a smaller number
of excess connections€., ¢4 < ep - 1). This condition balances out the number of excess cdimmac

among peers. It also incorporates a hysteresis to preveillatisng preemption between two peers.

Table Il summarizes the above preemption policies by a nesv Ago an existing child peeB.

Note that when a new peer joins the system or an existing pseslits parent due to preemption,
they start the parent discovery process and could in turarppe another peer in the system. Therefore,
the observed rate of change in parents among participagegsgs higher than parent departure rate that

occurs only due to churn. In essence, the preemption fuebgravates the instability of the overlay.

D. Differences with Tree-based Approach

The contribution aware mechanism that we describe in thisigeis primarily inspired and shared
similar components with the approach proposed by Sung gt]dbr tree-based P2P streaming. However,
there are some notable differences between these two apy@®ahat are worth mentioning.

In the tree-based approach, a particular description ofciwatent is delivered through each tree.
Therefore, each peer should join a proper number of treesadsal serve as an internal node in only
one tree. This approach raises a few issues that do not eximesh-based streaming as follows: First,
to improve received quality in a tree-based approach, eaehn ghould find a parent in a particular tree
whereas in a mesh-based approach any new peer can serve asna Bacond, the local preemption
policy for tree-based approach should distinguish betweatitled connections for internal versus leaf
peers. This in turn adds new scenarios that should be addréssthe policy whereas our approach does

not need to deal with this issue. Third, in the tree-basedaggh each connection should be specifically
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labeled as “entitled” or “excess”. In contrast, in meshdahapproaches the number (rather than identity)
of excess connections is simply determined by the diffexdpetween the actual number of connections
and the number of entitled connections for each peer, ¢; = a; - R; whena;>R;).

Another important difference between our approach and tbe-lbased approach is the use of peer’s
willingness {1;) instead of its actual contributiory;) to determine its entitled incoming degree in Eqn.
(1) and (2). Given that the actual contribution of each pedikely to be less than its willingness«,
fi<W,), using the actual contribution has two side effe¢ts:the available resources in the system is
underestimated in the second term of Eqn. (1) andi@) £, f; <>, W;). This in turn leads to a more
conservative behavior by individual peers during the padiscovery procesgji) the actual contribution
of peeri depends on the ability and demand of other participantseatautgoing bandwidt(iii) effect
of churn {.e., departure of a child peer) results in transient drog;iwhich leads to more dynamics in the
system. Our examinations revealed that this approach et down parent discovery and is inappropriate

in a dynamic environment where peer population (and thudadla resources) is constantly changing.

V. UNDERSTANDING THETAX FUNCTION

Before evaluating the proposed contribution-aware meshanwe examine the behavior of the tax
function (.e., Eqn. (1)) as well as the impact of main parameters on its\nehée.g, ;). Understanding
the behavior of the tax function reveals how available resegiare shared among participating peers across
the parameter space in the absence of any dynamics in péeigegtion. This in turn serves as a reference
to examine the performance of the contribution aware mashaand helps us examine the behavior of
our proposed mechanism over a proper portion of the pararsptee.

Given a scenario withiv peers and their level of willingness to contribute( outgoing degreéV;), we
can define the Resource Indei /() of a scenario as the ratio of aggregate contributed resofitdV;) to
the aggregate demand for resources. Since we assume tipateadl have sufficient incoming bandwidth
to receive full quality stream, the aggregate demand faruses can be simply determined &s« D,

and thusRI is RI=N%Z:w. We can derive the value of 1W;, and replace it in Eqn. (1) as follows:

1 t—1
Rl(t) = ;VVZ + TRI * Dmam- (4)

Egn. (4) represents the entitled degree of a peas a function of tax raté based on the following

parameters: peer’s willingnes$lf), resource index in the overlay?() and maximum incoming degree
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Fig. 1. Behavior of tax function with different values &F; when RI is 0.5 andD,,.. is 16
(Diaz)-

Figure 1(a) plotsk;(t) as a function of tax rate for three different combinations d¥; when R7=0.5,
RI * D,,,,=8 3. For comparison we plot a line faRI * D,,,, in the figure. This figure reveals some
important properties of the tax function across the paramspace as follows: First, as the tax rate
increases, the entitled degree of high bandwidth peéisX RI x D,,..) is gradually decreasing with
tax rate whereas for low bandwidth peel¥;(< RI * D,,.,) the entitled degree is gradually increasing.
Furthermore, the entitled degree of all peers convergearisvthe same value @t x D,,,,, regardless of
its initial value. To explain this, we note that agcreases the first term in the equation rapidly decreases
and the second term convergesRoé « D,, ... Second, the larger the value Bf;, the faster the allocation
of resources changes with tax rate. Third, the valueRoéfx D,,., approaches the value of the entitled
degree of all peers when tax rate goes to infinite. TherefdnengingRI or D,,.. Simply shifts the
converging value in Figure 1(a) up or down accordingly. Flouas we have discussed earlier, we always
use the floor value oR; to prevent over-estimating the available resources. Eid(b) depictsfloor(R;)
(Egn. (4)) which results in a step-like evolution of entitldegree as a function of tax rate. Fifth, as we
have explained earlier, high bandwidth peers become satusmahen their entitled degree is larger than
the maximum degreee., D,,..<R;. This implies that the actual degree of a saturated peemisgeld to
D,..... Figure 1(c) illustrates the upper limit of incoming degfee the saturated high bandwidth peers
which occurs when the tax rate is low. Note that it is impadrt@ndetermine whether (and what fraction
of) peers become saturated in a given scenario becausdftfitsahe amount of excess resources in the
system which in turn determines delivered quality to nonhsded peers. We further elaborate this issue
in the evaluation section.

In a nutshell, Figure 1(c) represents the behavior of taxtion in a static system where the peer

3While this figure shows the tax function for positive tax miglues, in practice only tax values that are larger tharrel ofiinterest.
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population and the available resources are fixed and knbeinthe reference static scenario. In practice,
because of the dynamics of peer participation and the ragultariations in available resources, the
reported group state to individual peers is not perfectiyuaate. Therefore, the average behavior among
participating peers could be different from the above igfiee case. We investigate this issue in the next

section.

V. PERFORMANCE EVALUATION

As we discussed in Section Il, in mesh-based P2P streamimhanesms (such as PRIME) enforcing
the bandwidth-degree ratio implies that all connectiongeh@ughly the same bandwidth. Furthermore,
the swarming content delivery also implies that all conimet have the same value. Therefore, main
goals of the contribution aware mechanism @jeeach peer has a proper number of child peers so that
its resources are effectively utilized; arfil) each peer can identify and establish connections with a
proper number of parents proportional to its share of alséelaesources. In essence, the performance of a
contribution aware mechanism for mesh-based P2P streashiogld be assessed based on the ability of
individual peers to keep their incoming and outgoing degji@ethe proper values. Note that the delivered
quality depends on both connectivity of the overlay that snaged by contribution aware mechanism,
and the swarming content delivery. Therefore, to evalulageperformance of the proposed contribution
aware mechanism we only examine the connectivity amongs@et do not consider the content delivery
mechanism and the actual delivered quality. Focusing orotteglay connectivity allows us to conduct
session level (instead of packet level) simulations. Thisurns enables us to simulate scenarios with a
large number of peers, or high degree of dynamics in peercpgaation.

Toward this end, we use our P2P session-level simulatdedcpsim psimis an event-driven simulator
that incorporates pairwise network delay between padiong peers using the King dataset[8]. Further-
more, psim incorporates a realistic model for churn by using a log-rarmaistribution (with 4=4.29
and 0=1.28) for peer session time and Pareto distribution (wi#2.52 andb=1.55) to model the peer
inter-arrival time as reported by prior empirical studies deployed P2P streaming systems [9], [10].

Each simulation is run for 6000 seconds and the informasaollected during the steady state when the
population reaches the desired target. The reported sefamleach simulation are averaged across multiple
runs with a different random seed. We also use the followiefadlt parameters in our simulations: on
average 80% of peers are high bandwidth and the rest are logwbdth, required incoming degree to

receive full quality stream is 8, the degree of willingness fiigh and low bandwidth peers.€., their



14

16 14

oming degree

Incoming degree
LM oW A O o N ® ©
Incoming degree

Weighted avg. inc

0 0
4100 4200 4300 4400 4500 4600 4700 4800 4900 5000 3500 3600 3700 3800 3900 4000 4100 4200 4300 4400 4500 0 200 400 600 800 1000
ife time

(a) Variation of incorTri1mieng degree for a typ{b) Variation of inconq"i?\g degree for a typic) Weighted avg. inLcoming degree of peers
cal low bw peer cal high bw peer based on their life time

Fig. 2. Typical behavior of a high and low bandwidth peee(4, Wr = 24 and W, = 4). High bandwidth peers are entitled to degree
of 11 while low bandwidth peers are entitled to 6.

outgoing degrees) are 24 and 4, respectively. The resondexiis 0.5. The state collection and reporting

is performed once every 10 seconds.

A. Dynamics of Parent Selection

We start by examining the dynamics of changes in the numbgraoénts that are caused by the
contribution aware mechanism as well as churn. Figure 24d) 2(b) show the typical evolution of the
incoming for a low and a high bandwidth peers over time wherrase is 4, respectively. In this scenario,
the average entitled degree for high bandwidth peers is tif@aiow bandwidth peers is 6. These figures
illustrate that a peer can quickly increase its incomingrdedrom zero to reach its entitled degree,,
less than 20 seconds for a high bandwidth peers and 11 setmmadow bandwidth peer. These figures
also show that once the incoming degree of a peer reachettiile@ degree, its incoming degree oscillates
around the entitled value due to the minor changes in aveil@sources and the variations in the number
of excess connections. Figure 2(c) presents the averagening degree among peers whose lifetime is
within the range of [x, x+10] seconds. In essence, this figirews the evolution of average incoming
degrees over time and reveals that all peers reach theettargoming degree in around 60 seconds. This
also implies that peers with lifetime shorter than 60 sespndll not remain in the system sufficiently

long to reach their target degree.

B. Benefits of Contribution Awareness

To examine the ability of the contribution aware mechanismmianage the incoming degree of par-
ticipating peers, we present the notion of “weighted averdggree”. Weighted average (incoming or

outgoing) degree of a peer presents its effective averageeddy weighting each degree by the interval
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Fig. 3. Results showing the effectiveness of contributisir@ mechanism with different combinations of policies=(2, Wy = 24 and
Wi, = 4)

that a peer maintained at that degree. For example, if a @eeam outgoing degree of 3 for one forth of its
session and 5 for the rest of its session time, its weighteégaing degree is 4.5. The weighted incoming
and outgoing degree of each peer simply quantify the utibmaand contribution of the resources during
the session, respectively. We further divide the weightestage incoming degree of individual peers into
weighted average entitled and excess degrees.

Figure 3(a) depicts the CDF of weighted average incomingee@mong high and low bandwidth
peers when tax rate is 2, with contribution-aware mechar{labreled as Cont.*) and without it (labeled
as No-Cont.*). This figure clearly shows that in the absenicéhe contribution-aware mechanism, the
distribution of incoming degree is similar for high and loargwidth peers, but it is rather diverse within
each groupj.e., the allocation of resources does not depend on the cotibibof participating peers.
In contrast, the distribution of incoming degree for highkddaw bandwidth peers are clearly separated
and is very similar within each group. More specifically, v bandwidth peers (Cont.*WL) have a
degree close to 7 whereas the degree of high bandwidth p€ers.fWH) is very close to 16. Figure
3(a) illustrates that the contribution aware mechanismeaféectively manage the allocation of resources
among participating peers.

To quantify the importance of different preemption polgien the performance of the contribution
aware mechanism, we present the distribution of weightezta@me incoming degree for high and low
bandwidth peers in two other scenarios whéjethe En-En policy is off (labeled as Cont-nop3-*); and
(i) both En-En and Ex-Ex policies are off (labeled as Cont-nef)2Bigure 3(a) indicates that eliminating

Ex-Ex and En-En preemption policies does not lead to anyplsthange on the allocations of resources
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Scenario all changeg Churn| Preempt.

Cont. 1.5% 29% | 2%

Cont. w/o En-En 3.2% 29% | 5%

Cont. w/o Ex-Ex & En-En| 24% 29% | 51%

No-Cont. 29% 29% | 100%
TABLE Il

PERCENTAGE OF STABLE PEERS

among peers. In other words, the En-Ex policy appears to fiigisat to achieve good performante.
Stability of the Overlay: We also quantify the stability of the overlay by measuring grarent discon-
nection rates for individual peers. We further divide thdgeonnections into two groups: disconnections
that are due to parent departure versus due to preemptioringy ohild peers. Figure 3(b) depicts the
distribution of the average parent disconnection rate @guehurn among both high and low bandwidth
peers in all scenarios that we examined in Figure 3(a). Sime®verall parent disconnection rate for each
peer due to churn is directly proportional to its incomingyake, we normalize the parent disconnection
rate by the incoming degree in Figure 3(b) for fair compariss expected, Figure 3(b) illustrates that the
normalized parent disconnection rate due to churn does mamge with contribution aware mechanism
and does not depend on peer bandwidtb.,(peer degree). Figure 3(c) presents the distribution of the
average parent disconnection rate among participating geehigh and low peers only due to preemption
in all the scenarios that we examined in Figure 3(a) (exceptHe scenario without contribution aware
since no preemption occurs in that caselrigure 3(c) shows that low bandwidth peers observe a higher
rate of preemption in the base case (Cont.-WL) and even digabling En-En preemption policy (Cont.-
Nop3-WL). However, after disabling Ex-Ex and En-En, pardisitconnection rate decreases significantly
(Cont.-Nop23-WL). This suggests that the Ex-Ex preemppoficy primarily contributes to the parent
disconnection rate. Note that in this parameter settindy Higndwidth peers’ connections are entitled
therefore they do not observe major preemption. We furtkanene stability in other settings in Subsection
V-C.

The stability of overlay can be also characterized in a mo@se-grained fashion. Table 11l presents
the percentage of peers whose observed time between ctimsethianges in parents (regardless of their
cause) is at least 600 seconds. Each row of the table repsediffierent scenario with contribution-aware

It is worth noting that En-En and Ex-Ex policies might affabe allocation of resources when RI significantly changeth wime.
However, constructing such a scenario requires detairimébion about potential dynamics of Rl over time that has mesn provided by
previous empirical studies. We plan to further study th&iésin our future work.

®Note that normalizing the rate of change in parents due terppgion in Figure 3(c) is not meaningful since the obsenate depends
on the relative number of excess connections for each peer.
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mechanism (including various combination of preemptiotigees) and without it. The table shows that
in the absence of contribution-aware mechanism 29% of paerstable. The percentage of stable peers
with contribution aware mechanism drops to 1.5%. Disabling En-En policy slightly improves the
percentage of stable peers from 1.5% to 3.2%. However, rergdlie Ex-Ex policy significantly increase
the percentage of stable peers to 24% which is close theadubsstability without the contribution aware
mechanism. Since the En-En and Ex-Ex policies significantyease the instability of the overlay without
affecting the performance of the contribution-aware medra, we eliminate these two policies for the

remaining evaluations in this paper.

C. Effect of Tax Rate & Peer Contribution

In this section, we examine how the behavior of the contitimsaware mechanism changes with the
following two key parameters that determine a particulanseio: (i) the value of tax ratet], and(ii) the
value of peer’s willingness to contribut&l{). We consider the default parameters but with three differe
level of contribution i.e., degree of willingness or outgoing bandwidth) for high aad bandwidth peers
as follows: (i) ScenarioS1: WH= 16, W L= 6, (i) ScenarioS2: W H= 24, W L= 4 and(iii) Scenario
S3: WH= 32, WL= 2.

We want to keep the resource indeR/=0.5) and the percentage of high and low bandwidth peers
(80% and 20%) fixed across these scenarios for proper cosapeti This implies that the heterogeneity
of contributed resources by high and low bandwidth peersilshproportionally adjusted across these
scenarios so that the aggregate contributed resourcesnefad. Therefore, examining the performance
of the system across these scenarios reveals how the heteitgof contributed resources (@r;) among
peers affect system performance.

Figure 4(b) depicts the weighted average entitled degreengniigh and low bandwidth peers as a
function of tax rate for all three scenarios. Figure 4(a)vehidhat the entitled degree for high and low
bandwidth peers based on Eqn. (2) in all three scenarios afeeence. Comparing these two figures
indicates that the weighted average entitled degree amigiigamd low bandwidth peers closely follows
its estimated values by equation (2) despite the existimguahycs in the connectivity among peers. Figure
4(c) presents the weighted average of total incoming de(dpetl entitled and excess) among high and low
bandwidth peers in three scenarios. This figure shows thagpxor very small tax values, the average

values of entitled and total degrees are close.
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Fig. 4. Effect of tax rate and peer contribution

To further examine the changes in entitle and excess degneeach group of peers with tax rate,
Figures 4(d) depicts the weighted average value of botlilemtand excess degree for high bandwidth
peers in three scenarios whereas Figure 4(e) presentsrtteeistormation for low bandwidth peers. These
two figures illustrate the following points: First, when teate is small, the entitled degree of the high
bandwidth peers becomes saturated and thus they do noteexgiess connections. Since saturated peers
do not use their entitled degree, excess resources becoaibée in the system, and the amount of excess
resources is proportional ta? - D,,..), where R; is the computed entitled degree of a high bandwidth
peeri. Low bandwidth peers can utilize these excess resourcescaseconnections as shown in Figure
4(e). The lower the entitled degree of low bandwidth peeia these cases, the more available resources
exist for excess connections. Thus low bandwidth peers eartfagger number of excess connections as
illustrated in Figure 4(e). Second, as long as high bandwgdters are not saturatett-@), the average
excess degree for both high and low bandwidth peers are the aad does not change with the tax rate
or the distribution of peer contributions (across scergridhe only reason for excess resources in these
circumstances is the rounding of entitled degree (due ta flonction). Since the amount of resulting
excess resources does not change with tax rate or disotbofi contribution by peers, the number of

average excess degree remains fixed. This also shows thairtréution-aware mechanism evenly divide
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excess resources among participating peers.

Utilization of Resources: To investigate the utilization of resources in the systemgufe 5(a) depicts the
weighted average outgoing degree among high and low batid\wekrs for three scenarios as a function
of tax rate. This figure clearly shows that the outgoing degref peers in all scenarios are very close to
their willingness to contributell;), i.e., the contribution-aware mechanism can effectively wixailable
resources for different distribution of resources amongrpalespite the dynamics of peer participation.
Figure 5(b) presents the overall utilization of outgoingyee among all peers in one snapshot of the
overlay. This figure shows that when high bandwidth peersrmtesaturated, resources are perfectly
utilized. In the saturated region, the overall utilizatiohresources slightly drops due to the dynamics of
excess connections. This is the reason for minor drop in thgaing degree of high bandwidth peers for
scenarioSs in Figure 5(a) when tax rate is small. To explain this, we ribtg a relatively larger fraction
of resources in the system is utilized by excess conneciionie saturated region. As the fraction of
excess resources and thus excess connections increasgspliability of rejected request for an excess
connection grows. This in turn reduces the utilization cda@rces due to the backoff in adapting the
waitinterval for retrying a rejected excess connection request.

Stability of Overlay: To quantify the stability of overlay, Figure 5(c) depictethverage parent disconnec-
tion rate due to preemption among high and low bandwidthgeeross all three scenarios as a function
of tax rate. Within the saturated regiotx@), high bandwidth peers do not experience any preemption
simply because they only establish entitled connectioas ¢hn not be preempted. However, outside the
saturated region, high bandwidth peers experience a fagnpalisconnection rate that gradually drops
with increasing tax rate. The observed rate of disconnedtip low bandwidth peers is small within the

saturated region since there is not much contention foruregs and thus no need for preemption. Outside
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Resource Index BW Distribution | Contribution
0.5 12%-88% 40-4
0.8 23%-77% 40-4
0.9 29%-71% 40-4
1 34%-66% 40-4
TABLE IV

PARAMETERS USED IN SIMULATIONS TO EXAMINE THE EFFECT ORI

the saturated region, the average parent disconnectierarabng low bandwidth peers does not change
with tax rate across different scenarios. Moreover, whlileparticipating peers have the same average
number of excess connections outside of the saturatedme@e shown in Figures 4(d) and 4(e)), Figure
5(c) reveals that high bandwidth peers surprisingly obsenhigher rate of disconnection.

The above trends in the stability of parent primarily depermh the average peer degree. More
specifically, the larger the total peer degree, the higher ghrent disconnection rate. To explain this
issue, recall that the type of individual connections.(entitled vs excess) is not explicitly specified by
the contribution-aware mechanism in the mesh-based P2&nsing, as we discussed in subsection III-B.
Since each parent peer only uses the number of excess atlécentinnections for its current children
(based on their last update) in order to make preemptiorsbe, it is likely that two parents leverage
their last update from their common child and simultaneppséempt {.e., disconnect) their connections
to this child. The probability of such an event is proporabwith the incoming degree of a child peer.
Therefore, outside the saturated region, the change inlistads a function of tax rate is similar to the

change in degree as shown in Figure 4(c).

D. Effect of Resource Index

We examine the effect of resource availability (&7) on the performance of contribution aware
mechanism. Toward this end, we keep the same level of heteedty for contributed resources where high
and low bandwidth peers are willing to contribute 40 and 4goirtg connections. However, we change
the value of resource index by changing the percentage d&f &gl low bandwidth peers as shown in
Table IV. Different scenarios in Table IV are derived fronpoeted traces by earlier empirical studies [4].

Figure 6(b) depicts the weighted average entitled degrdeghf and low bandwidth peers as a function
of tax rate for different scenarios. Figure 6(a) shows thitled degree of high and low bandwidth peers
in the same scenarios based on equation (2) as a referencga@ng these two figures reveals that the
weighted average entitled degree of all peers generallgvis their corresponding value derived from

the equation. These Figures 6(a) and 6(b) clearly illustthat as more resources become availabég (



21

16

14

12

10

RI=0.5-Entitled ——
RI=0.8-Entitled -—----
RI=0.9-Entitled
6 RI=1-Entitled
RI=0.5-Excess --m--

] . *
o =)
»

RI=0.8-Excess -0
.
e

i -
6F 4 meewn RI=0.5-WH ——
gl = x

Avg. entitled degree
Avg. entitled degree
©
Avg. incoming degree
©

4 RI=0.9-Excess
RI=1-Excess -4

1 2 3 4 5 6 7

(a) Computed entitied degree-Rounded (b) Weighted aT\i}ng?teentitled degree (c) Avg. entitled and excess in-degree-
down HighBW peers

16 MRE0STERTed ——
RI=0.8-Entitled -
14 | RI=0.9-Entitled -
RI=1-Entitled &
RI=0.5-Excess --#-- I e o 8
o
.

30

9
o
5
g
o
2
£ 2
2
E]
3
g
<

12 | RI=0.8-Excess --0-8
RI=0.9-Excessey

10 } RI=1-Excess ——fozy

o~ e

25

Avg. incoming degree
)
S
2
=
I
Avg. utilization

RIZ0.8-WH -
15 RI=0.9-WH -~
RI=1-WH & a
RI=0.5-WL --®
10 RI=0.8-WL --0-- 85
RI=0.9-WL ~--e RI=0.5 ——
5 RI=1-WL —-a-- RI=0.8 ------
A RI=0.9 -
RI=1 &
0 80
1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
. Tax Rate . . Tax Rate . Tax Rate |
(d) Avg. entitled and excess in-degree- (e) Weighted avg. outgoing degree () Avg. utilization

LowBW peers

Fig. 6. Results to show the impact of resource index on eaffecess of the contribution-aware mechanism

RI increases), high bandwidth peers remain saturated for arwahge of tax rates,e. the size of the
saturated region grows. The availability of extra resosirerables low bandwidth peers to establish more
excess connection and changes dynamics of the overlay.

To examine the effect o/ on each group of peers, we plot the average entitled and £xt=zgees
for high and low bandwidth peers in Figure 6(c) and 6(d), eesipely. Figure 6(c) clearly illustrates
the saturated region for high bandwidth peers in differer@ngrios where they do not have any excess
connection. On the other hand, Figure 6(d) reveals that lamdividth peers manage to utilize the excess
resources by establishing a larger number of excess caaneciithin the saturated region for each
scenario.

Figure 6(e) shows the average out-degree of high and lowviadiid peers as a function of tax rate
in scenarios with different RIl. The figure clearly shows thatoss different tax rate and RI values, the
average outgoing degree of high and low bandwidth peerogedio their maximum contribution. Figure
6(f) presents the utilization of resources in a single shapsf the system. This figure indicates that the
overall utilization of resources is lower within the satig@ region. The lower utilization of resources for
both high and low bandwidth peer over small tax rate is duénéolarger fraction of excess connections

in these settings that results in a larger number of failédngpts to establish connection to a parent.
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Fig. 7. Effect of group size

This in turns lead to an exponentially increasing wait timieick reduces resource utilization. We note
that while exponential increase ofuitinterval adjusts the aggregate demand for excess connection with
the availability of resources, there is still a possibildy improper parent selection due to imperfect
information on the location of available resources whichdie to improper usage of resources. We have

observed this effect in the subsection V-C over small tag est well.

E. Effect of Group Size

We now investigate how well the contribution aware mechanssales with the average number of
concurrent peers in a sessitinfoward this end, we change the average population fromdQ0®0 peers
where RI = 0.5 and high and low bandwidth peers are willing to contributeta24 and 4 connections,
respectively.

Figure 7(a) depicts the weighted average in-degree of high@wv bandwidth peers as a function of tax
rate for three different group sizes. Figures 7(b) and 7ifomsthe average entitled and excess degrees of
high and low bandwidth peers for different group sizes, eesipely. These figures collectively illustrate
that the average entitled and excess degree of low and higiwbdth peers are very close for different
group sizes. This suggests that the contribution aware amsim is likely to scale with the number of

participating peers.

F. Effect of Update Frequency

In this subsection, we explore the effect of reporting mémon the performance of the contribution
aware mechanism in a scenario whété=0.5 and high and low bandwidth peers are willing to contebu

®Note that the total population changes with churn but psim set the arrival rate in order to keep the average populattom desired
number.
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Fig. 8. Impact of update frequency on effectiveness of thardmtion-aware mechanism

up to 24 and 4 connections, respectively. In general as tdatapnterval increases, the reported group
state to individual peers and thus their estimate of avialedsources becomes obsolete. Underestimating
the available resources will lead to a lower utilization esources whereas overestimating could result
in an imbalance allocation of resources in the absence dEfcpreemption policy.

We first study the effect of update interval during the stagphase for individual peers when peers try
to reach their target degree after arrival. Figure 8(a) afij 8epicts the average incoming degree among
high and low bandwidth peers with lifetime between [x, x+HBegjconds for different update intervals,
respectively. The tax rate in these figures is 4 and the e$uitother tax rates exhibit similar behavior.
We truncated the x-axis at 1000 seconds since the behavi@ime the same for higher life time values.
These figures clearly illustrate that increasing uptimenarily affects short-lived peers (with life time
less than 400 seconds) that have not reached their targegeded\s the update interval increases, the
effect is similar for both high and low bandwidth peers, aesluits in a lower incoming degree. To explain
this result, we note that in our target scenarios, the groypufation and thusk/ has a relatively small
fluctuation due to churin Since the amount of aggregate resources is relativelylestabce long-lived

"One can generate artificial group dynamics that leads taifsignt and rapid changes iRI. However, such dynamics appear to be
unrealistic since it is inconsistent with the reported paeival and peer session times in previous empirical stidie
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peers establish their connections, the only change in fgagents is due to churn. Therefore, increasing
update interval does not have a major effect on them. Howsetbert-lived peers are still building up their
connections and are very sensitive to inaccurate infoonatspecifically, if a peer can not successfully
identify all its entitled parents, it needs to wait until gp state is updated at the bootstrap node to
provide a proper list of parents. Inaccurate informatiomldoalso affect ability of long lived peers to
replace a departed parent. To quantify the frequency of suehts, Figure 8(c) depicts the average value
of normalized frequency of churn among peers whose lifetsngetween [x, x+10] seconds. This figure
indicates that as peer’s life increases, it observes therdoate of churn among parents as well. This
is simply due to the fact that a connection between longdliparent-child remains intact as long as
aggregate resources do not change.

Figures 8(e) shows the average entitled and excess incameigugee for high bandwidth peers that are
short-lived (lifetime less than 400 seconds) for differepidate intervals. Figure 8(f) depicts the same
information for short-lived, low bandwidth peers. Thesaufis illustrate a couple of point§) the overall
trend of change in average degree with tax rate is similaallaupdate intervals{ii) increasing the update
interval results in a major drop in entitled degree and a minorease in excess degree. These changes
in the entitled and excess degrees are larger for higheratax These trends can be explained as follows:
as the update interval increases, it becomes harder fot-kned peers to quickly identify the desired
number of parents due to the higher inaccuracy in the aJeilgloup state at the bootstrap node. This
leads to a lower utilization of resources and allows the sga®nnections to dynamically utilize a small
fraction of this unused resource. Obsolete informatiorecff only the second term in Eqn. (d)e(

N fi <N W), by increasing tax rate, this term plays a more importal than the first term. This

results in a larger difference in incoming degrees when tgdderval increases.

VI. CONCLUSION

This paper presented a contribution aware mechanism foh+ibased P2P streaming based on the
notion of tax function. We examined the behavior of a commarded tax function and describe how it
can be incorporated into mesh-based P2P streaming meoigtosensure proper allocation of resources
among well behaved peers. We conducted extensive sessarsimulations to illustrate the ability of the
proposed mechanism in proper allocation and high utilimatf resources over a wide range of scenarios.

We plan to pursue this work along the following directionstsg we would extend the notion of

contribution awareness to a group of non-cooperative pbgrenabling individual peers to securely
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report their own contribution to the system and reliablyifyethe contribution by other peers. Second, we
plan to incorporate a pairwise incentive mechanism (simdaBitTorrent) between connected peers in a
bi-directional overlay as an alternative approach to ipooaite contribution awareness into P2P streaming

mechanism.
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