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Abstract

Due to the severe threat to cyberspace security, detection of online spammers

has been a universal concern of academia. Nowadays, prevailing literature of this

field almost leveraged various relations to enhance feature spaces. However, they

majorly focused stable or visible relations, yet neglected the existence of those

which are generated occasionally. Exactly, some latent feature components can

be extracted from the view of heterogeneous information networks. Thus, this

paper proposes a Deep Graph neural network-based Spammer detection (DeG-

Spam) model under the perspective of heterogeneous cyberspace. Specifically,

representations for occasional relations and inherent relations are separately

modelled. Based on this, a graph neural network framework is formulated to

generate feature expressions for the social graph. With more feature components

being mined, acquirement of stronger and more comprehensive feature spaces

ensures the accuracy of spammer detection. At last, fruitful experiments are

carried out on two benchmark datasets to compare the DeG-Spam with typical
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spammer detection approaches. Experimental results show that it performs

about 5%-10% better than baselines.

Keywords: cyberspace security, spammer detection, graph neural network,

heterogeneous social graph

1. Introduction

With the rapid development of Internet technology, the cyberspace has been

a novel working and living space in contemporary world [1]. Despite much con-

venience brought for human beings, the security threat faced by cyberspace has

gradually been a serious problem that cannot be ignored [2, 3]. Most typi-5

cally, a class of communities named online spammers always spread malicious

statements in cyberspace to mislead public opinions [4, 5], so that some polit-

ical and commercial goals can be achieved [6]. Nowadays, the issue of online

spamming has already evolved into the universal trouble around the world [7],

harming social stability and even national security [8, 9]. For instance, during10

the worldwide epidemic COVID-19, spreading of various tendentious speeches in

cyberspace hindered works of fighting against the epidemic in many countries.

To guarantee the strong capability of cyber defence, the significance of effective

spammer detection technologies is acknowledged [10]. In essence, it remains not

an easy task to make accurate identification towards spammers [11]. Because15

online spamming generally occurs inside complicated circumstances where di-

rect features are quite sparse [12]. Therefore, deep extraction of fine features

determines detection efficiency to a large extent [13, 14].

During the past decade, with the vigorous development of artificial intelli-

gence, substantial progress has been acquired in the field of spammer detection20

[9, 15]. As mentioned in one of our previously published study [1], the most

intuitive idea is to model semantic meanings of speech contents [16, 17, 18, 19,

20, 21, 22]. But the semantics-based approaches are just suitable for spam-

mers with highly regular speeches [23]. In general, spamming is not a kind of

singly linguistic activity and is accompanied by contextual information such as25
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social relations and even financial links [24]. Hence, it is supposed to extract

abstract features from fruitful contextual information to enhance feature spaces

[25]. Realizing this view, contextual information-based spammer detection acts

as the mainstream up to now [26], yielding a number of representative techni-

cal methods [27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38]. Although they are30

able to perform well in some cases, one major shortcoming still exists inside

them. Almost all of them just considered relatively stable and visible relations,

without noticing those which are imperceptible or generated provisionally. In

particular, each social graph is heterogeneous and can be divided into multiple

types of subgraphs. And many heterogeneous relation links can be extracted35

from it to deduce latent linkages among entities. Figure 1 gives a typical exam-

ple to illustrate this view. Three types of subgraphs can be separated from the

social graph: “User-Community” subgraph, “User-Post” subgraph, and “Post-

Topic” subgraph. It is assumed that the three users are not friends in the real

world. A relation link, “User A-Community 1-User B-Community 2-User C”,40

can be extracted from the social graph to denote their provisional relations. In

reality, cyberspace is generally such kind of heterogeneous environment filled

with uncertainty and complexity. To improve spammer detection efficiency in

cyberspace, It is expected to deeply mine unknown linkages from the view of

heterogeneous information network [39].45

To bridge such gap, relations inside each social graph are specialized into two

categories: stable relations and occasional relations. And a graph embedding-

based hybrid neural network architecture can be developed to realize joint mod-

elling operation. Therefore, this paper proposes a Deep Graph neural network-

based Spammer detection model (DeG-Spam) under the perspective of het-50

erogeneous cyberspace. Particularly, representation for occasional relations is

inferred from initial social graphs via the parametric random walk model [40],

and representation for stable relations is modelled via direct vectorized encoding.

Joint modelling of them is endowed with the capability to capture deeper-level

characteristics, and leads to more comprehensive feature representation for so-55

cial graphs. Base upon this, detection accuracy can be promoted compared with
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Figure 1: An example for Social Network Heterogeneity.

previous works. Besides, the methodology can be used as a stepping stone to

combat the cybercrime and withstand growing number of attacks on end-users.

To the best of our knowledge, the idea of mining hidden relations in heteroge-

neous cyberspace had never been put forward by any other researchers. Main60

contributions of this paper can be summarized as the following points:

1) Existence of occasional relations under the perspective of heterogeneous cy-

berspace is recognized, and its roles to spammer detection is illustrated.

2) A deep graph neural network-based spammer detection model is proposed

to mine more comprehensive relational features.65

3) The efficiency of the proposal is evaluated on two real-world datasets, show-

ing proper performance compared with baselines.

The remainder of this paper is organized as follows. Section 2 introduces

the problem scenarios and gives basic definitions. In Section 3, the detailed

mathematical process of the DeG-Spam is described in detail. Experimental70

settings, results and analysis are displayed in Section 4. And we conclude this

paper in Section 5.
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Figure 2: Main Architecture of the DeG-Spam.

2. Problem Statement

The main goal of this research is to distinguish spammers from a set of users,

according to their patterns of speech contents and behaviours. Their speeches75

are usually released in the form of short texts on social media such as Twitter

and Weibo. For simplicity, the following two definitions are firstly deduced:

Definition 1 (Post). A piece of the specific speech published by a user is

defined as a post, such as a tweet or a microblog.

Definition 2 (Interaction). An activity that a user releases a post, is defined80

as an interaction. The number of interactions of a user equals to the number of

his speeches.

In general, the initial posts are short and profiles of users are not informa-

tive. It is expected to deeply mine feature components of both users and posts.

Different from existing researches, each interaction is viewed as a sample in this85

research. All the interactions in the repository are regarded as a graph network,

in which vertices refer to interactions themselves and edges refer to relations

among interactions. As for vertices, their representation derives from the se-

mantics of posts and profile features of users. As for edges, their representation

comes from relation features among users. All of the interactions of a user are90

integrated, and the joint effect of them determines the nature of the user. Based

on such an idea, this research is established based on the following assumptions:
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Assumption 1. For each user, the decision of interactions is not directly af-

fected by others. They are assumed to make decisions independently.

Assumption 2. For each post, text associated with it needs to be not too95

short and can be semantically modelling.

Assumption 3. For the interactions of a user, they are assumed to be not

sequential. Interactions that have happened will not influence the following

ones.

The major architecture of the proposed DeG-Spam is demonstrated in Fig-100

ure 2. Let ui (i = 1, 2, · · · , |u|) denote the set of users, and pj (j = 1, 2, · · · , |p|)

denote the set of posts, which are two types of entities. To deeply extract feature

expressions for interactions, the following definition is deduced:

Definition 3 (Heterogeneous Social Network). As is shown in the exam-

ple of Figure 1, a social network composed of users and posts is a heterogeneous105

social graph which contains three types of subgraphs. The whole social graph

contains four types of objects in this research: communities, users, posts, and

topics. Naturally, four types of objects are viewed as four types of nodes.

To model provisional relations of users and posts, random walk scheme is

utilized to link two types of nodes inside subgraphs. Thus, the definition of a110

walking path is deduced:

Definition 4 (Walking Path). It refers to directed links inside subgraphs

by randomly sampling different types of nodes in sequence. In each time of

sampling, one of the other type of nodes will be selected as the next node,

according to some probabilistic distributions. Note that every two adjacent115

nodes belong to different types.

Inside each walking path, nodes whose types are different from the start-

ing node need to be removed from the walking path. Thus, the heterogeneous

walking path is transformed into a homogeneous one. After filtering, such link

indicates occasional relations between the starting node and other nodes with120
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the same type. The homogeneous directed link can be also regarded as a se-

quential propagation process and modelled via the gated recurrent unit (GRU)

model. Through a series of walking paths, occasional relations of users and

posts can be obtained. For user ui and post pj , occasional relations of them

are further encoded into two representative vectors: R(occ)
ui and Rj . Besides,125

attributes of user ui can be divided into numerical attributes and categorical

attributes. Representative vectors of them are denoted as C(nu)i and C(ca)i . Se-

mantics of post pj is denoted as the representative vector C(se)j . Representative

vectors for social relations of user ui is denoted as R(inh)
ui .

As mentioned above, an interaction between user ui and post pj is viewed130

as a vertex and its relations are viewed as edges. Representative vector for

its vertex features, Ci,j , is obtained by concatenation of C(nu)i , C(ca)i , and C(se)j .

Representative vector for its edge features, Ri,j , is obtained by concatenation of

R(inh)
ui , R(occ)

ui , and Rj . Then, the Ci,j and Ri,j are input into a developed graph

neural network with K processing layers. After that, a hidden vector H(K)
i,j is135

obtained to denote encoding state of the interaction. And it can be mapped

into detection result for the user ui.

3. Methodology

This section describes the mathematical modelling procedures of the pro-

posed DeG-Spam, which contains three parts. Firstly, representative vectors140

of occasional relations with parameters are deduced. Secondly, a deep graph

neural network framework is formulated to generate feature expressions for in-

teractions of users. Thirdly, the detection is viewed as a binary classification

problem and results are output through a sigmoid activation function.

3.1. Inference of Occasional Relations145

For the node user ui, its occasional relations are sampled via random walking

from itself to other nodes in sequence. The index number of sampling rounds

is denoted as τ and ranges from 1 to q. In the τ -th round of sampling, it is
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expected to produce a walking path Vτn(ui) consisting of a sequence of nodes.

The index number of nodes is denoted as n and ranges from 1 to N . The Vτn(ui)

takes the following format:

Vτ1 (ui)→ Vτ2 (ui)→ · · · → VτN−1 (ui)→ VτN (ui) (1)

where nodes with odd index numbers are attributes. According to Definition 4,

each walking path is a directed link of heterogeneous nodes. Each two adjacent

nodes belong to different types, in which the latter one belongs to the first-

order neighbor of the former one. During the generative process of walking

path Vτn(ui), transformation probability from the n-th node to the (n+ 1)-th

node is drawn from the following multinomial distribution:

P
[
Vτn+1 (ui) |Vτn (ui)

]
=

 1
|Nei[Vτn(ui)]|

, Vτn+1 (ui) ∈ Nei [Vτn (ui)]

0, otherwise
(2)

where Nei [Vτn (ui)] denotes the first-order neighbor set of the n-th node. Taking

Figure 1 as an example, two walking paths can be deduced from User A to User

C : 1) User A →Community 1→User C ; 2) User A→Community 1→ User

B→Community 2→User C.

Since the spammer detection problem discriminates nature of users by mod-

eling the historical interaction behaviors between users and posts, main focus

of this part is to learn representative vectors for two types of entities: users and

posts. Thus, only paths which start with these two types of nodes are employed

for modeling. For a sampled walking path, it contains two types of nodes which

are assigned even and odd index numbers, respectively. In order to eliminate

heterogeneity of the walking path, nodes with even index numbers need to be

removed from the walking path. After filtering, it is transformed into another

node sequence Bτm (ui), where m is the index number that ranges from 1 toM.

And Bτm (ui) takes the following format:

Bτ1 (ui)→ Bτ2 (ui)→ · · · → BτM−1 (ui)→ BτM (ui) (3)

Thus, a heterogeneous node sequence Vτn(ui) is transformed into a homoge-
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Figure 3: Workflow for Inference of occasional relations.

neous one: Bτm (ui). More importantly, a relation linkage is extracted from

node Bτ1 (ui) to BτM (ui). As it is a directed walking sequence, generation of its

representative vectors need to undergo a sequential transition modeling process

which can be modeled by GRU model, which can be shown as Figure 3. Note

that index number of the recurrent rounds in GRU is m and the total number

of rounds is M. As for the m-th round, the hidden state vector is updated

via GRU operator according to that of the (m− 1)-th round. The GRU is a

state control-based neural network model and consists of two gates: update gate

(UG) and reset gate (RG). UG controls the degree where state information of

the previous round is brought into the current round, and RG controls the de-

gree where state information of the previous round is neglected. During current

transition round of τ -th walking path, hidden state is represented as:

Hτm =
→
Φ
[
Hτm−1,Uτm

]
(4)

where U (m)
τ is the network state vector of the m-th round. It is obtained mainly

by modeling transition relation between the (m− 1)-th round and the m-th

round. Here, each directed transition state is separated into two step: output of

previous state and input of current state. More concretely, node Bτm (ui) is as-

sociated with two transformation matrices: QOUT [Bτm (ui)] and QIN [Bτm (ui)].

The former is of output form and the latter is of input form. Naturally, transition

state from the (m− 1)-th node Bτm−1 (ui) to the m-th node Bτm (ui), corresponds

to two transformation matrices: QOUT
[
Bτm−1 (ui)

]
and QIN [Bτm (ui)]. Thus,
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Uτm is calculated as:

Uτm (ui) = Λτm−1,m (ui) · Hτm−1 (ui) · QOUT
[
Bτm−1 (ui)

]
· QIN [Bτm (ui)] (5)

where Λτm−1,m (ui) is the similarity weight between the (m− 1)-th node and the

m-th node, and is measured as:

Λτm−1,m (ui) =
Oupm−1,m
Odownm−1,m

(6)

where

Oupm−1,m =
δ
[
Bτm (ui) ∩ Bτm−1 (ui)

]
δ [Bτm (ui)]

(7)

Odownm−1,m =

M∑
η=1

δ
[
Bτm (ui) ∩ Bτη (ui)

]
δ
[
Bτη (ui)

] (8)

where δ
[
Bτm (ui) ∩ Bτm−1 (ui)

]
counts the number of common interactive posts

between Bτm (ui) and Bτm+1 (ui), δ
[
Bτm (ui) ∩ Bτη (ui)

]
counts the total number

of common interactive posts between Bτm [ui] and all the other (M− 1) nodes,

δ [Bτm (ui)] counts the number of interactive posts for Bτm (ui), and δ
[
Bτη (ui)

]
counts the number of interactive posts for all the other (M− 1) nodes. Given

above, state vectors of UG and RG for the m-th node are separately represented

as:

Iτ−UGm (ui) = σ1 [WI1 · Uτm (ui) +WI2 · Hτm (ui) + bI1] (9)

Iτ−RGm (ui) = σ1 [WI3 · Uτm (ui) +WI4 · Hτm (ui) + bI3] (10)

where σ1 (·) is the ReLU activation function, WI1, WI2, WI3, WI4, bI1, and

bI3 are parameters. Hidden state vector of the m-th node is denoted as:

Hτm (ui) = H̃τm (ui)� Iτ−UGm (ui) +Hτm−1 (ui)�
[
1− Iτ−UGm (ui)

]
(11)

where � denotes element-wise multiplication, and H̃τm (ui) is calculated as:

H̃τm (ui) = σ2
{
WI5 · Uτm (ui) +WI6 ·

[
Iτ−RGm (ui)�Hτm−1 (ui)

]
+ bI5

}
(12)
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where WI5, WI6 and bI5 are parameters, and σ2 (·) is the tanh activation func-

tion which is denoted as:

σ2 (x) =
ex − e−x

ex + e−x
(13)

Initial state of Hτm (ui) is a (|u| − 1)-dimensional vector, in which each element150

represents social relation status between user ui and other (|u| − 1) users. It can

be obtained from the node sequence Bτm (ui). The (M− 1)-dimensional vector

Bτm (ui) indicates that user ui have have occasional relations with (M− 1) users.

The corresponding (M− 1) elements in Hτm (ui) are set to 1, and other elements

in Hτm (ui) are set to 0.155

After M rounds of propagations, the output hidden state vector of τ -th

sampling round isHτM (ui). Outputs of all the q sampling rounds are aggregated

into a final representative vector to denote occasional relation factors of user ui.

The aggregation process is implemented through an attentive neural mapping

procedure, which is expressed as:

R(occ)
ui = σ1

{
1

q

q∑
τ=1

aτ1 · [WI7 · HτM (ui) + bI7]

}
(14)

where WI7 and bI7 are parameters, and aτ1 is the attention weight of the τ -th

sampling round. Similarly, taking post pj as the starting node, representative

vector for occasional relations between post pj and other posts can be obtained

as:

Rj = σ1

{
1

q

q∑
τ=1

aτ2 · [WI7 · HτM (pj) + bI8]

}
(15)

where WI7 and bI8 are parameters, and aτ2 is the attention weight of the τ -th

sampling round. Note that δ (·) in Eq. (7) and (8) for posts is realized by count-

ing interactive users related to them. To sum up, inference of representative

vectors for occasional relations not only extends the modeling perspective into

heterogeneous cyberspace, but also enriches feature spaces.160

3.2. Deep Graph Neural Network

To sufficiently mine interaction characteristics between users and posts, each

interaction between a user and a post is assumed to generate a contribution
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value for a user. A higher contribution value indicates larger possibility that

the user is a spammer. Contribution values of all his interaction record jointly165

determine his nature. All the interactions can be viewed as a graph network,

in which interactions are vertices and relations among interactions are edges.

Therefore, a graph neural network framework can be developed for this purpose.

Representative vector for vertex feature of an interaction is highly correlated

to three aspects of factors:170

1) Attributes of the user. Following the idea in one of our previously published

research, attributes are divided into two types: numerical attributes and cat-

egorical attributes. The former refer to those whose contents are numerical

values, and can be directly submitted into models for computation, without

encoding procedures. The latter refer to those whose contents are a fixed value175

out of multiple optional items, such as sex, location, etc. The one-hot encoding

(OHE) can be utilized to encode them into a feature vector. In rules of OHE,

dimension of a feature vector corresponds to the number of all the optional

items. Inside the feature vector, the element corresponding to the hit item from

multiple optional items is set to 1, and other elements are set to 0. Encoding180

results of two types of features are aggregated into a whole feature vector to

denote feature encoding of users. For the user ui, two types of feature vectors

of him are denoted as C(nu)i and C(ca)i .

2) Semantics of the post. A post pj is actually a sentence. Before modeling

semantics of posts, all the words ever occurring in posts are collected into a

dictionary. In the dictionary, each word is randomly assigned a number to

reflect its ranking position. In post pj , each word is transformed into a vector

via the one-hot encoding scheme. Dimension of each word vector equals to size

of the dictionary, and each element of it corresponds to a word in dictionary.

In a word vector, the element corresponding to position of the word is set to

1, and the other elements are all set to 0. As for a sentence with Z words,

all the word vectors are denoted as wz (z = 1, 2, · · · ,Z), where z is the index

number of words in the sentence and ranges from 1 to Z. Then, a bi-directional
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attention encoding structure is introduced to model the word sequence from two

directions: [
h
(for)
j,z

]T
= σ1

{
Wh1 ·

[
wiz ⊕ h

(for)
j,z−1

]T
+ bh1

}
(16)

[
h
(bac)
j,z

]T
= σ1

{
Wh2 ·

[
wiz ⊕ h

(bac)
j,z+1

]T
+ bh2

}
(17)

where ⊕ denotes concatenation operation, h
(for)
j,z and h

(bac)
j,z separately corre-

sponds to representative vectors in forward and backward directions, and Wh1,

Wh2, bh1 and bh2 are parameters. Note that h
(for)
j,z−1 and h

(bac)
j,z+1 are identity vec-

tors in the cases where z = 1 and z = Z. Therefore, the final representative

vector for semantics of post pj is calculated as:

C(se)j = σ1

{
Wh3 ·

[
λ1
Z

Z∑
z=1

h
(for)
j,z · rT1 +

(1− λ1)

Z

1∑
z=Z

h
(bac)
j,z · rT2

]
+ bh3

}
(18)

where rT1 and rT2 are transition vectors, and Wh3 and bh3 are parameters.

As for the interaction between user ui and post pj , representative vector for

its vertex feature is obtained by concatenating C(nu)i , C(ca)i and C(se)j :

Ci,j =
[
C(nu)i ⊕ C(ca)i ⊕ C(se)j

]
(19)

Representative vector for edge features of an interaction is composed of three

components: inherent relations among users, potential relations among users,

and relations among posts. As the last two parts have been inferred before,

modeling of inherent relations among users is given here. It is derived from

inherent social relations among users which are denoted as:

Si =
[
s1, s2, · · · , si−1, si+1, · · · , s|u|

]
(20)

Note that Si is a (|u− 1|)-dimensional vector that indicates social relations of

the user ui. It needs to be mapped into a more abstract representative vector

through the following operation:

R(inh)
ui = σ1

[
WC ·

(
STi · Si

)
+ bC

]
(21)
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Figure 4: Workflow for Deep Graph Neural Network.

where WC and bC are parameters. Therefore, representative vector for edge

features of an interaction is obtained by concatenating R(inh)
ui , R(occ)

ui , and Rj :

Ri,j =
[
R(inh)
ui ⊕R(occ)

ui ⊕Rj
]

(22)

Having encoded Ci,j andRi,j , as is shown in Figure 4, a graph neural network

structure with multiple processing layers is designed to further map it into

higher-dimensional feature spaces. Index number of layers is denoted as k which

ranges from 1 to K. Such a multi-layer structure is implemented through a series

of propagation procedures that transit from a layer to the next layer. In the

k-th layer, hidden state of it is deduced as:

H(k)
i,j = σ1

{
A(k)
i,j · H

(k−1)
i,j · E(k)i,j

}
(23)

where A(k)
i,j is the attention matrix, and E(k)i,j is the transition matrix from the

(k − 1)-th layer to the k-th layer. In the initial layer, H(k−1)
i,j is obtained from

Ci,j and Ri,j . The multi-layer perception (MLP) network is firstly introduced

to map them into two abstract matrices:

Xi,j = αT1 ·MLP1 (Ci,j) (24)

Yi,j = αT2 ·MLP2 (Ri,j) (25)

In the initial layer, H(k−1)
i,j is obtained as:

H(0)
i,j = σ1 {WH1 · [Xi,j ⊕ Yi,j ] + bH1} (26)

where WH1 and bH1 are parameters.185
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Figure 5: Generation of Detection Results.

3.3. Training and Optimization

As is shown in Figure 5, All the K processing layers are followed by a fully

connected neural mapping function to generate an intermediate discrimination

vector Di. The process is represented as:

Di = σ1

 1

|p|

|p|∑
j=1

di,j · βi,j ·
[
WH2 · H(K)

i,j + bH2

] (27)

where WH2 and bH2 are parameters, βi,j is the attention vector for posts, and

di,j is a response function that denotes interaction status between user ui and

post pj . The di,j equals to 1 if the interaction exists, and equals to 0 otherwise.

The final detection result for user ui is calculated as:

ŷi = σ3

[
Di · (Di)T

]
(28)

where σ3 (·) is the sigmoid activation function denoted as:

σ3 (x) =
1

1 + e−x
(29)

Obviously, its effect is to limit the range of ŷi as (0, 1), so that binary classifi-

cation can be realized. Note that a higher value of ŷi indicates that user ui is

more likely to be a spammer.

In summary, objective function of the rumor detection problem can be for-

mulated as the following formula:

min


|u|∑
i=1

[
−yi log ŷi − (1− yi) log (1− ŷ) + λ2 ‖Θi‖2F

] (30)
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where ‖·‖2F denotes the L2 regularization item, Θi denotes the set of parameters

related to user ui, and yi is the true nature value of user ui. The yi is expressed

as:

yi =

 1, user ui is a spammer

0, user ui is not a spammer
(31)

At last, the Adam optimizer [41] is employed to solve the above optimization190

problem. After all the parameters have been learned, detection results for un-

known users can be directly calculated.

4. Experiments and Analysis

The proposed DeG-Spam is evaluated on two real-world benchmark datasets.

The first subsection gives descriptions about datasets and main features. Then,195

experimental settings, evaluation metrics and benchmark methods are described

in the second subsection. And the third subsection demonstrates experimental

results through visualized tables and figures and makes corresponding discus-

sions.

4.1. Datasets200

Almost all of the prevalent datasets for experimental evaluation in the field

of spammer detection came from two source platform: Twitter 1 and Sina Weibo

2. And the two datasets utilized in this research were separately collected from

the two platforms. Accordingly, the two datasets are named Twitter dataset

and Weibo dataset, and their information are briefly introduced as follows:205

Twitter dataset. This version of the Twitter dataset was firstly published by

Yang et al. [42] in the year of 2012. They used official application program

interactions (API) of Twitter to crawl source data from the platform. The

initial dataset possesses about 10000 users, and 2060 of them are annotated as

spammers after careful assessment.210

1https://twitter.com/
2https://weibo.com/
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Figure 6: Details of Two Types of Attributes.

Weibo dataset. This version of Weibo dataset has been utilized in one of our

previously published study [1]. In the year of 2019, it was collected by our

working team with the aid of the official API. And five graduate students were

provisionally recruited to annotate all the users according to their expertise

experience. After the assessment, 1158 users were labelled as spammers out of215

totally 6072 users.

To construct a heterogeneous information network, all users are randomly

assigned communities they belong to. The number of communities of each user

is set as the range of 1 to 5, meaning that each user joins at least one commu-

nity and at most five communities. Besides, for each piece of text associated220

with a tweet or a microblog, it is expected to extract a topic indicator for it

with the utilization of Twitter-LDA algorithm [43]. As for Chinese texts of

microblogs, they need to be translated into English texts by invoking API of

Baidu Translation 3. Although each user has been assigned a label in initial

dataset, the proportion of spammers in all the users is quite small. To ensure225

the distribution balance of two classes of data, only some of the normal users

3https://api.fanyi.baidu.com/
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are selected to make the number of them are close to the number of spammers.

Here, the sampling operation is implemented through random sampling. After

processing, the Twitter dataset contains 2080 normal users and 2000 spammers,

and the Weibo dataset contains 1150 normal users and 1100 spammers.230

As is shown in Figure 6, attributes of users can be classified into two types:

personal attributes and interactive attributes. The former refers to attributes

of users themselves, including authentication status, location, age, registration

time, user level, personal tags. The latter reflects interactive characteristics

between users and posts, including the vector of social relations, number of235

speeches, originality of speeches, sequential relevance of speeches, frequency of

comments, etc. From the view of data form, these attributes can be categorized

into two types: numerical attributes and categorical attributes. Note that all of

them can be encoded into vectors.

4.2. Experimental Settings240

To prove the superiority of the proposed DeG-Spam, some typical spammer

detection methods that can represent the whole technology level need to be

selected as baselines. According to the novelty mentioned in Section 1, five

relative methods are utilized as baselines here. On the one hand, we construct

two semantic analysis-based methods which are respectively named “LDA+K-245

means” and “LSTM+LoR” for short. On the other hand, we introduce three

typical methods that exploit various contextual information to realize detection.

The three methods are named “SVM”, “CNN” and “NMF” for short. All of

the five benchmark methods are briefly described as follows:

LDA+K-means. It is actually the combination of two unsupervised learning-250

based methods: latent Dirichlet allocation (LDA) [44] and K-means clustering

[45]. The former part is to extract semantic features for posts and the latter part

is to classify samples. Hence, the LDA+K-Means is an unsupervised detection

method. More descriptions of the method are introduced in [20].
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LSTM+LR. It is the combination of two typical methods: long short-term255

memory (LSTM) model [46] and logistic regression (LoR) model [47]. The

LSTM is a sequential modelling method, and its role is to extract semantic

features for posts. The LoR is a classical classification model that can be used

for classification. Hence, the LSTM+LR is a supervised detection method.

SVM. The core of this model is the typical classification model: support vector260

machine (SVM) [48]. Inside the method, contextual information such as user

attributes and social relations is encoded into vectors as DeG-Spam does. And

SVM model is utilized to identify the nature of users.

MLP. The core of this model is an elementary neural network model named

multi-layer perception (MLP) [49]. Inside the method, contextual information265

such as user attributes and social relations is encoded into vectors as DeG-

Spam does. It directly carries out neural mapping after feature extraction and

abstraction.

CNN. The core of this model is a typical neural network model named con-

volutional neural network (CNN) [50]. Encoding of contextual information is270

similar to the above two methods. The CNN and MLP are both deep feature

representation-based methods. Differently, the CNN carries out multiple layers

of convolutional operations after feature extraction.

To discriminate whether a user is a normal user or a spammer is essentially a

binary classification problem, in which a sample with label 1 is a positive sample

and a sample with label 0 is a negative sample. In this research, a positive sample

indicates that the user is a spammer, while a negative sample indicates that the

user is normal. In general, it is not reasonable to directly assess accuracy of

classification problems. Because for samples with different labels, the cost of

error prediction is different. Thus, it is supposed to assess classification effect

for positive samples and negative samples, separately. The concept of true

positive (TP) and false positive (FP) indicate scenarios where positive samples

are correctly identified and incorrectly identified, respectively. Similarly, the
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concept of true negative (TN) and false negative (FN) indicate scenarios where

negative samples are correctly identified and incorrectly identified, respectively.

given above definitions, four metrics that are used for evaluating performance

of the proposed DeG-Spam and baselines, can be deduced: precision, recall,

accuracy, and F-score. And computational expressions of the four metrics are

listed as follows:

Precision =
ζ (TP )

ζ (TP ) + ζ (FP )
(32)

Recall =
ζ (TP )

ζ (TP ) + ζ (FN)
(33)

Accuracy =
ζ (TP ) + ζ (TN)

ζ (TP ) + ζ (FP ) + ζ (TN) + ζ (FN)
(34)

F − score =
2 · Precision ·Recall
Precision+Recall

(35)

where ζ (x) counts the number of x.

The proposed DeG-Spam is implemented with the assistance of the tool275

TensorFlow 4, and its running environment is a working station with 28-core

CPU and a GPU (RTX-2080Ti). As for parameters, the number of sampling

rounds q is set to 15, the number of nodes N in each round is set to 10, the

number of nodesM in a homogeneous walking path is set to 5, and the number

of convolutional processing layers K is set to 8. The learning rate of DeG-Spam280

is ordinarily set to 0.001 and will be changed multiple times during experiments.

Parameters in baselines are expected to be set as the default values, the detailed

settings are left out here due to the limitation of textual length. The proportion

of training data is set to 60% in default, and it is tuned according to real

experimental situations.285
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Figure 7: Precision results on two datasets
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Figure 8: Recall results on two datasets

4.3. Results and Analysis

During the process of experiments, both of the datasets are divided into

training part and testing part. All the baselines and the DeG-Spam are trained

with the utilization of training data and their performance is assessed on the

testing data in terms of four aforementioned metrics. The first group of ex-290

periments evaluate the superiority of the DeG-Spam compared with baselines,

and the other group of experiments evaluate the sensitivity of the DeG-Spam

4https://tensorflow.google.cn/
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itself. Two groups of experiments collaboratively assess the performance of the

DeG-Spam.

Precision results and recall results are reflected in Figure 7 and Figure 8,295

respectively. Each figure has two subfigures which correspond to results on two

datasets. In each subfigure, X-axis denotes the proportion of training data rang-

ing from 30% to 80%, and Y-axis denotes values of evaluation metrics obtained

by baselines and DeG-Spam. Macroscopically, it can be easily observed that ex-

perimental results for almost all of the methods get better while the proportions300

of training data increase. When 70% is reached by the proportion, the ascending

tendency of performance tends to be gentle. Especially on the Twitter dataset,

experimental results get worse to some extent when such proportion switches

from 70% to 80%. Thus, 70% is a proper value for the proportion of training

data, as ideal experimental results can be acquired. Microscopically, two se-305

mantics modelling-based methods are weaker than other methods and followed

by the SVM. The two deep learning-based benchmark methods are better than

other baselines. But the proposed DeG-Spam always obtains the best perfor-

mance compared to others. As for precision results, the DeG-Spam is about 5%

better than CNN, 6% better than MLP, 8% better than SVM, 10 % better than310

the two semantic modelling-based methods. As for recall results, the DeG-Spam

is about 6-7 % better than CNN and MLP, 9% better than SVM, and 10-11%

better than two semantic modelling-based methods.

To explore the integrated effect of precision results and recall results, the

group of scatter plots are introduced. The proportion of training data is set to315

three typical values: 50%, 60% and 70%. Corresponding scatter plots concern-

ing two datasets are illustrated in Figure 9 , Figure 10 and Figure 11. Each

figure has two subfigures that correspond to results on two datasets. Inside

each subfigure, X-axis denotes value range of precision results and Y-axis de-

notes value range of recall results. A scatter denotes a group of precision value320

and recall value of a method, and its location indicates performance. In other

words, a larger distance between the origin and a scatter indicates that the

corresponding method possesses better performance. It can be observed from
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(a) Twitter (b) Weibo

Figure 9: Joint Effect of Precision Results and Recall results When Proportion of Training

Data is Set to 50%

these six subfigures that the scatter corresponding to DeG-Spam is always the

farthest from the origin. No matter how the scenarios change, its distance from325

the origin is always larger than others. As for scattering of DeG-Spam, its dis-

tance to the origin is about twice than that of MLP, and is about three times

than that of LSTM+LR. Therefore, the performance of DeG-Spam remarkably

exceeds baselines from the visualization of scatter plots.

It can be concluded from above subfigures that the proposed DeG-Spam330

always performs better than benchmark methods under the measurement of

precision and recall, regardless of any proportions of training data. The obtain-

ment of the above results can be attributed as two aspects of reasons. Firstly,

it explores hidden relations to enhance feature spaces, which is the main dif-

ference from previous methods. Secondly, it leverages a deep graph neural net-335

work framework to model interaction characteristics between users and posts,

so that more precise detection can be realized. And it is also noticed that the

DeG-Spam and benchmark methods can achieve better performance on Twitter

dataset than on Weibo dataset. This phenomenon may be caused by the gap

between Chinese texts and English texts. This is because the proposed DeG-340

Spam is developed with oriented interactions with English texts. The Chinese

texts of Weibo dataset are required to be processed into English texts, which
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(a) Twitter (b) Weibo

Figure 10: Joint Effect of Precision Results and Recall results When Proportion of Training

Data is Set to 60%

may inevitably bring about some error. Although semantic modelling for texts

is just a small part in models, the influence still exists. In summary, because of

its unique features, the proposed DeG-Spam is superior to benchmark methods345

from the view of precision and recall results.

Besides precision results and recall results, another evaluation metric named

F-score is introduced for further assessment. According to Eq. (35), it is con-

structed with the aid of precision and recall and can be viewed as an overall

fusion of the two. F-score results on two datasets are illustrated in Table 1 and350

Table 2. Each table contains six columns and six lines, in which the first col-

umn lists the six methods and the first line lists six proportions of training data.

Similar to precision results and recall results, three deep learning-based meth-

ods are better than the other three. Apart from the above three metrics, we

also leverage another typical metric named accuracy. Accuracy results on two355

datasets under different proportions of training data are illustrated in Figure 12.

It is composed of six subfigures which correspond to six proportions of training

data: 30%, 40%, 50%, 60%, 70% and 80%. Among, each subfigure possesses two

clusters of values, which corresponds to results on Twitter dataset and Weibo

dataset separately. Of all the six methods, it can be easily observed from these360

subfigures that three deep learning-based methods universally perform better
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Table 1: F-score Results on Twitter Dataset

Algorithms
Different Sizes of Training Data

30% 40% 50% 60% 70% 80%

LDA+K-means 0.7701 0.7866 0.8068 0.8398 0.8440 0.8430

LSTM+LR 0.7945 0.8138 0.8379 0.8581 0.8702 0.8630

SVM 0.8075 0.8359 0.8543 0.8786 0.8804 0.8770

MLP 0.8202 0.8453 0.8804 0.8966 0.9016 0.8905

CNN 0.8357 0.8522 0.8724 0.9032 0.9156 0.9178

Deg-Spam 0.8549 0.8755 0.9011 0.9190 0.9395 0.9346

Table 2: F-score Results on Weibo Dataset

Algorithms
Different Sizes of Training Data

30% 40% 50% 60% 70% 80%

LDA+K-means 0.7432 0.7590 0.7791 0.7985 0.8180 0.8261

LSTM+LR 0.7602 0.7827 0.7969 0.8028 0.8223 0.8354

SVM 0.7811 0.7995 0.8091 0.8213 0.8400 0.8479

MLP 0.8024 0.8171 0.8248 0.8370 0.8561 0.8808

CNN 0.8175 0.8279 0.8508 0.8455 0.8648 0.8761

DeG-Spam 0.8367 0.8445 0.8646 0.8786 0.8949 0.9074
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(a) Twitter (b) Weibo

Figure 11: Joint Effect of Precision Results and Recall results When Proportion of Training

Data is Set to 70%

than the other three. The reason lies in the fact that the three methods exploit

the idea of deep feature representation which can extract feature components

with more representative ability. Without deep feature abstraction, the other

three methods cannot acquire relatively good experimental results. Of CNN365

and MLP, the CNN is better than MLP in most of the cases but is not better

than MLP in a few cases.

It can be observed from the aforementioned tables and figure that the pro-

posed DeG-Spam always performs better than benchmark methods under the

measurement of F-score and accuracy. Two aspects of reasons can be deduced370

to explain the observed phenomenon. Firstly, the proposed DeG-Spam extends

feature spaces by investigating the utilization of occasional relations which are

usually ignored by previous methods. To this end, more fine-grained feature

spaces can be obtained. Secondly, deep representation has been proved effective

in improvement of spammer detection. The DeG-Spam develops a deep graph375

neural network to deeply encode internal features of social networks. Thus,

more robust feature components can be extracted to express interaction charac-

teristics. Combined with the above reasons, this group of experiments also well

prove that the proposed DeG-Spam can promote detection efficiency. And the

above two groups of experiments jointly reveal that the proposed DeG-Spam is380
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(a) Proportion of training data: 30%
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(b) Proportion of training data: 40%
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(c) Proportion of training data: 50%
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(d) Proportion of training data: 60%
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(e) Proportion of training data: 70%
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(f) Proportion of training data: 80%

Figure 12: Accuracy results on two datasets Under Different Proportions of Training Data
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Figure 13: Parameter Sensitivity Results on Twitter Dataset
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Figure 14: Parameter Sensitivity Results on Twitter Dataset

well suitable for spammer detection problem.

Also, another group of experiments are further conducted to testify param-

eter sensitivity of the proposed Co-Spam. Specifically, we visualize the evolving

tendency of performance with the simultaneous change of two parameters: pro-

portions of training data and learning rate of Adam optimizer. Among, the385

learning rate is set to three different values: 0.001, 0.002, and 0.003, and the

proportion of training data is set to six values: 30%, 40%, 50%, 60%, 70% and

80%. According to the value ranges of two variables, eighteen value combina-

tions can be deduced. This group of experiments manage to demonstrate the
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fluctuation tendency of performance under different value combinations of those390

two variables. The parameter sensitivity results on two datasets are illustrated

in Figure 13 and Figure 14 which are exactly four heat maps. Each figure con-

tains two subfigures which are two heat maps. In each subfigure, the X-axis

lists value range of learning rate, and the Y-axis lists value range of propor-

tions of training data. Obviously, a smaller colour difference indicates better395

stability because it is not susceptible to parameter changes. As for Twitter

dataset, the experimental results can be divided into two scenarios where the

proportion of training data is higher or lower than 60%. Inside both scenarios,

the performance remains relatively stable. And for Weibo dataset, precision

results and recall results go to two different extremes. Precision results are400

universally small and recall results are universally large. Despite this, they

still show relatively stable fluctuation status, as the color difference in them is

not large. Three possible explanations can be deduced for the above results.

Firstly, the introduction of occasional relations enhance feature spaces to some

extent, improving the robustness of detection methods. Secondly, a developed405

graph neural network framework can excellently capture various relations inside

interactions. With abstract relations being better represented, the proposed

DeG-Spam is well suitable for different scenarios. Thirdly, the parameters in-

side the model are properly settled, which is also able to promote stability. To

sum up, the proposed DeG-Spam is not susceptible to parameter changes and410

possesses considerable stability.

In a word, above several groups of experiments not only verify detection the

efficiency of the proposed DeG-Spam, but also proves that it is a relatively the

stable model that can be used for complicated and changeable situations.

5. Conclusions415

Nowadays, more and more researchers manage to improve spammer detec-

tion efficiency by modelling various relational information inside feature spaces.

Almost all of the existing methods resort to stable or explicit relations, yet
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ignoring relations that are implicit or generated provisionally. Such type of

relations exist in many real cases and have a considerable effect on spammer420

detection. To overcome the current challenge, this paper proposes a two-stage

method named DeG-Spam. First of all, it infers occasional relations and formu-

lates feature expressions for them. On this foundation, a graph neural network

framework is developed to model comprehensive feature spaces of interactions.

Thus, a deep graph neural network model can be established for spammer de-425

tection. Such a two-stage model is able to produce more fruitful and robust

feature spaces by strengthening feature expressions. To evaluate the perfor-

mance of the proposed DeG-Spam, a set of experiments are carried out on two

real-world datasets to compare the DeG-Spam with several baseline methods.

Experimental results show that it performs about 5%-10% better than baselines.430

The proposed method manages to detect organized crime groups and malicious

actors from a novel perspective: heterogeneous cyberspace. It certainly has a

positive effect on law enforcement and cooperates forensics. Besides, this re-

search work is also instructive to the domain of social network forensics which

is a novel concern around the world.435
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