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Abstract

Recently the adaption problem of Information-Based Complexity (IBC) for linear prob-
lems in the randomized setting was solved in Heinrich (2024)[7]. Several papers treating
further aspects of this problem followed. However, all examples obtained so far were
vector-valued. In this paper we settle the scalar-valued case. We study the complexity
of mean computation in finite dimensional sequence spaces with mixed L

N
p norms. We

determine the n-th minimal errors in the randomized adaptive and non-adaptive setting.
It turns out that among the problems considered there are examples where adaptive and
non-adaptive n-th minimal errors deviate by a power of n. The gap can be (up to log
factors) of the order n1/4. We also show how to turn such results into infinite dimensional
examples with suitable deviation for all n simultaneously.

1 Introduction

Let N,N1, N2 ∈ N, 1 ≤ p, u ≤ ∞, and let LN
p be the space of all functions f : Z[1, N ] :=

{1, 2, . . . , N} → K with the norm

‖f‖LN
p
=

(
1

N

N∑

i=1

|f(i)|p

)1/p

(p <∞), ‖f‖LN
∞
= max

1≤i≤N
|f(i)|.

Define the space LN1

p

(
LN2

u

)
as the set of all functions f : Z[1, N1]×Z[1, N2] → K endowed with

the norm
‖f‖

L
N1
p

(
L
N2
u

) =
∥∥∥
(
‖fi‖LN2

u

)N1

i=1

∥∥∥
L
N1
p

,

where fi = (f(i, j))N2

j=1 are the rows of the matrix (f(i, j)). In the present paper we study the
complexity of mean computation in the randomized setting. We determine the order of the
randomized n-th minimal errors of

IN1,N2 : LN1

p

(
LN2

u

)
→ K, IN1,N2f =

1

N1N2

N1∑

i=1

N2∑

j=1

f(i, j). (1)

1

http://arxiv.org/abs/2401.14100v1


January 26, 2024 2

The input set is the unit ball of LN1

p

(
LN2

u

)
and information is standard (values of f).

The adaption problem of Information-Based Complexity (IBC) for linear problems is con-
cerned with the relation between adaptive and non-adaptive n-th minimal errors. In 1980 Gal,
Micchelli [1] and Traub, Woźniakowski [16] showed that in the deterministic setting adaptive
and non-adaptive deterministic n-th minimal errors can deviate at most by a factor of 2: for
any linear problem P = (F,G, S,K,Λ) and any n ∈ N

edet−non
n (S, F,G) ≤ 2edetn (S, F,G). (2)

In 1996 Novak [12] posed the respective problem for the randomized setting: Is there a constant
c > 0 such that for all linear problems P = (F,G, S,K,Λ) and all n ∈ N

eran−non
n (S, F,G) ≤ cerann (S, F,G) ? (3)

See the problem on p. 213 of [12], and also Problem 20 on p. 146 of the monograph [13] by
Novak and Wozniakowski (2008). This problem was solved recently by the author in [7], where
it was shown that for some instances of vector-valued mean computation the gap between non-
adaptive and adaptive randomized n-th minimal errors can be (up to log factors) of order n1/8.
Considering vector valued approximation, it was shown in another paper by author [9] that the
gap can be n1/2 (again, up to log factors). Both papers deal with standard information, that is,
function values. Problem (3) remained open for the case of arbitrary linear information (that
is, Λ consists of all linear functionals on F ). This was settled recently by Kunsch, Novak, and
Wnuk [10].

All counter-examples to problem (3) given so far were vector valued. The scalar-valued case
G = K remained open. In the present paper we show that the answer is negative, as well. In
the case 1 ≤ p < 2 < u ≤ ∞ of mean computation (1) adaptive and non-adaptive randomized
n-th minimal errors deviate by a power of n, see relations (98) and (99) of Theorem 4.4. This
is done by showing that for each n there is a finite dimensional integration problem so that the
gaps increase with growing n.

This raises the question about infinite dimensional examples with respective gaps for all
n simultaneously. For vector-valued mean computation such an example - namely parametric
integration - was presented in [8]. We show that there are such infinite dimensional examples
also for integration. For this purpose we use an approach different from that in [8]. We present
a general way of passing from finite into infinite dimensional examples by the help of direct
sums.

The paper is organized as follows. In Section 2 we recall the basic notions of IBC and
present some auxiliary facts. Moreover, this section contains a new general result on the average
case setting for sum problems. Section 3 presents non-adaptive and adaptive algorithms for
mean computation and their error estimates. Lower bounds and the main complexity result
are contained in Section 4, while Section 5 is devoted to the procedure of passage to infinite
dimensional problems for mean computation (Subsection 5.1) as well as, based on the results
of [9], for approximation (Subsection 5.2).

2 Preliminaries

We denote N = {1, 2, . . . }, N0 = N ∪ {0}, and Z[N1, N2] = {1, 2, . . . , N} for N1, N2 ∈ N0,
N1 ≤ N2. The symbol K stands for the scalar field R or C. We often use the same symbol
c, c1, c2, . . . for possibly different constants, even if they appear in a sequence of relations.
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However, some constants are supposed to have the same meaning throughout a proof – these
are denoted by symbols c(1), c(2), . . . . The unit ball of a normed space X is denoted by BX .
Throughout the paper log means log2.

We adopt the general IBC notation as presented in in Section 2 of [7]. For background and
all details we refer to [7] as well as to [11, 15] and [3, 4]. An abstract numerical problem P is
given as

P = (F,G, S,K,Λ). (4)

where F is a non-empty set, G a Banach space and S is a mapping F → G. Furthermore, K is
any nonempty set and Λ is a nonempty set of mappings from F to K. The operator S is called
the solution operator and Λ the set of information functionals. A problem P is called linear, if
K = K, F is a convex and balanced subset of a linear space X over K, S is the restriction to
F of a linear operator from X to G, and each λ ∈ Λ is the restriction to F of a linear mapping
from X to K.

For n ∈ N0 the adaptive (respectively non-adaptive) deterministic n-th minimal error of S
is denoted by edetn (S, F,G) (edet–nonn (S, F,G)). Correspondingly, erann (S, F,G) (eran–nonn (S, F,G)
stand for the adaptive (respectively non-adaptive) randomized n-th minimal error of S. Fur-
thermore, given a probability measure µ on F whose support is a finite set, eavgn (S, µ,G)
(eavg–nonn (S, µ,G)) denote the adaptive (respectively non-adaptive) n-th minimal average error
of S.

The following relations hold for n ∈ N0

edetn (S, F,G) ≤ edet–nonn (S, F,G) (5)

erann (S, F,G) ≤ eran–nonn (S, F,G) (6)

erann (S, F,G) ≤ edetn (S, F,G) (7)

eran–nonn (S, F,G) ≤ edet–nonn (S, F,G) (8)

eavgn (S, µ,G) ≤ eavg–nonn (S, µ,G) (9)

and for each probability measure µ on F of finite support

erann (S, F,G) ≥
1

2
eavg2n (S, µ,G) (10)

eran–nonn (S, F,G) ≥
1

2
eavg–non2n (S, µ,G). (11)

Similar to [7], Section 2, we need some further general results on algorithms in product
structures. Let M ∈ N and let Pi = (Fi, G, Si, Ki,Λi) (i = 1, . . . ,M) be numerical problems
(with the same target space G for all i). We assume that for each i none of the elements of Λi

is constant on Fi, that is,

for all λ ∈ Λi there exist f1, f2 ∈ Fi with λ(f1) 6= λ(f2). (12)

Define the sum problem P = (F,G, S,K,Λ) by

F =
M∏

i=1

Fi, S : F → G, S(f1, . . . , fM) =
M∑

i=1

Si(fi), K =
M⋃

i=1

Ki, Λ =
M⋃

i=1

Φi(Λi),

where
Φi : Λi → F (F,K), (Φi(λi))(f1, . . . , fi, . . . , fM) = λi(fi),
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and F (F,K) stands for the set of all mappings from F to K. Observe that (12) implies
Φi(Λi) ∩ Φj(Λj) = ∅ (i 6= j). For 1 ≤ i ≤M we set

F ′
i =

∏

1≤j≤M,j 6=i

Fj .

If i is fixed, we identify, for convenience of notation,

F with Fi × F ′
i , f = (f1, . . . , fi, . . . , fM) ∈ F with f = (fi, f

′
i),

where
f ′
i = (f1, . . . , fi−1, fi+1, . . . , fM) ∈ F ′

i .

Let f ′
i,0 = (fi,1,0, . . . , fi,i−1,0, fi,i+1,0, . . . , fi,M,0) ∈ F ′

i be fixed elements with the property

∑

1≤j≤M,j 6=i

Sj(fi,j,0) = 0, (13)

and let
Ji : Fi → F, Ji(fi) = (fi, f

′
i,0) (fi ∈ Fi). (14)

Now let µi be probability measures on Fi whose support is a finite set and let νi ≥ 0 be reals
with

∑M
i=1 νi = 1. We define a measure µ on F of finite support by setting for a set C ⊂ F

µ(C) =
M∑

i=1

νiµi(J
−1
i (C)). (15)

Lemma 2.1. With the notation above and under assumption (12) we have for each n ∈ N0

eavg–nonn (S, µ,G) ≥ min

{
M∑

i=1

νie
avg–non
ni

(Si, µi, G) : ni ∈ N0, ni ≥ 0,
M∑

i=1

ni ≤ n

}
. (16)

Proof. Let A be a non-adaptive deterministic algorithm for P with card(A) ≤ n. Let ni be the
number of those information functionals of A which are from Φi(Λi). Then

M∑

i=1

ni ≤ n. (17)

For fixed i we will use Lemma 2.1 of [7] with

F (1) = Fi, F (2) = F ′
i , K(1) = Ki, K(2) =

⋃

j:j 6=i

Kj ,

Λ(1) = Φi(Λi), Λ(2) =
⋃

j:j 6=i

Φj(Λj).

Let
Pf ′

i,0
= (Fi, G, Sf ′

i,0
, Ki,Λf ′

i,0
),

be the restricted problem obtained by fixing the second component to be f ′
i,0, that is,

Sf ′

i,0
(fi) = S(fi, f

′
i,0) (fi ∈ Fi), Λf ′

i,0
= {λ( · , f ′

i,0) : λ ∈ Φi(Λi)}.



January 26, 2024 5

Now Lemma 2.1 of [7] shows that there is a deterministic non-adaptive algorithm Ai,f ′

i,0
for Pf ′

i,0

such that for all fi ∈ Fi

Ai,f ′

i,0
(fi) = A(fi, f

′
i,0) (18)

card(Ai,f ′

i,0
) = ni. (19)

Moreover, by (13), for fi ∈ Fi

Sf ′

i,0
(fi) = S(fi, f

′
i,0) = Si(fi) +

∑

j:j 6=i

Sj(fi,j,0) = Si(fi), (20)

and, since for λi ∈ Λi we have (Φi(λi))(fi, f
′
i,0) = λi(fi),

Λf ′

i,0
= {λ( · , f ′

i,0) : λ ∈ Φi(Λi)} = {(Φi(λi))( · , f
′
i,0) : λi ∈ Λi} = Λi.

This implies Pf ′

i,0
= Pi, so Ai,f ′

i,0
is a deterministic non-adaptive algorithm for Pi. From (14),

(18), and (20) we conclude

A(Ji(fi)) = A(fi, f
′
i,0) = Ai,f ′

i,0
(fi), S(Ji(fi)) = S(fi, f

′
i,0) = Si(fi).

Consequently, using also (15) and (19),

∫

F

‖S(f)− A(f)‖Gdµ(f) =
M∑

i=1

νi

∫

Fi

‖S(Ji(fi))−A(Ji(fi))‖Gdµi(fi)

=

M∑

i=1

νi

∫

Fi

‖Si(fi)− Ai,f ′

i,0
(fi)‖Gdµi(fi)

≥
M∑

i=1

νie
avg–non
ni

(Si, µi, G),

which together with (17) implies (16).

Now consider the case that all Pi are copies of the same problem P1 = (F1, G, S1, K1,Λ1),
µi = µ1, νi =M−1 (i = 1, . . . ,M).

Corollary 2.2.

eavg–nonn (S, µ,G) ≥ 2−1eavg–non
⌊ 2n

M ⌋
(S1, µ1, G). (21)

Proof. Let ni ∈ N0,
∑M

i=1 ni ≤ n and define I = {i : ni ≤
2n
M
}, thus |I| ≥ M

2
. Hence, for i ∈ I,

eavg–nonni
(S1, µ1, G) ≥ eavg–non

⌊ 2n
M ⌋

(S1, µ1, G),

so the desired result follows from Lemma 2.1.
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Next we state a result on reduction. Let P = (F,G, S,K,Λ) and P̃ = (F̃ , G̃, S̃, K̃, Λ̃) be

numerical problems. We say that P reduces to P̃, if the following holds. There are mappings
R : F → F̃ and Ψ : G̃→ G such that

S = Ψ ◦ S̃ ◦R.

Furthermore, there exist a κ ∈ N, mappings ηj : Λ̃ → Λ (j = 1, . . . , κ) and ̺ : Λ̃ ×Kκ → K̃
such that

λ̃(R(f)) = ̺
(
λ̃,
(
η1(λ̃)

)
(f), . . . ,

(
ηκ(λ̃)

)
(f)
)

(22)

for all f ∈ F and λ̃ ∈ Λ̃. Finally, we assume that Ψ : G̃ → G is a Lipschitz mapping, that is,
there is a constant c ≥ 0 such that

‖Ψ(x)−Ψ(y)‖G ≤ c ‖x− y‖G̃ for all x, y ∈ G̃.

The Lipschitz constant ‖Ψ‖Lip is the smallest constant c such that the relation above holds.
We refer to [4], Section 3 for this notion and some background. The following is Proposition 1
of [4].

Proposition 2.3. Suppose that P reduces to P̃ and let set ∈ {det, ran, ran–non, det–non}.
Then for all n ∈ N0,

esetκn(S, F,G) ≤ ‖Ψ‖Lip e
set
n (S̃, F̃ , G̃).

The following result, which is Proposition 2 of [4], concerns additivity properties of the
minimal errors.

Proposition 2.4. Let set ∈ {det, det–non, ran, ran–non}, M ∈ N and let Sk : F → G (k =
1, . . . ,M) be mappings. Define S : F → G by S(f) =

∑M
k=1 Sk(f) (f ∈ F ). Let n1, . . . , nM ∈

N0 and put n =
∑M

k=1 nk. Then

esetn (S, F ) ≤
M∑

k=1

esetnk
(Sk, F ).

Propositions 2.3 and 2.4 were proved in [4] for the adaptive setting. This is the technically
involved case. The non-adaptive case is much easier, essentially straight-forward. We omit the
proofs. The next lemma is well-known in IBC, see [11, 15], and specifically [3], Lemma 6 for
statement (i) and [6], Proposition 3.1 for (ii).

Lemma 2.5. Assume that K = K, F is a subset of a linear space X over K, S is the restriction
to F of a linear operator from X to G, and each λ ∈ Λ is the restriction to F of a linear
mapping from X to K. Let n̄ ∈ N and suppose there are (ψi)

n̄
i=1 ⊆ F such that the sets

{λ ∈ Λ : λ(ψi) 6= 0} (i = 1, . . . , n̄) are mutually disjoint. Then the following hold for all
n ∈ N0 with 4n < n̄:

(i) If
∑n̄

i=1 αiψi ∈ F for all sequences (αi)
n̄
i=1 ∈ {−1, 1}n̄ and µ is the distribution of∑n̄

i=1 εiψi, where εi are independent Bernoulli random variables with P{εi = 1} = P{εi =
−1} = 1/2, then

eavgn (S, µ,G) ≥
1

2
min

{
E

∥∥∥
∑

i∈I

εiSψi

∥∥∥
G
: I ⊆ {1, . . . , n̄}, |I| ≥ n̄− 2n

}
.
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(ii) If αψi ∈ F for all 1 ≤ i ≤ n̄ and α ∈ {−1, 1}, and µ is the uniform distribution on the
set {αψi : 1 ≤ i ≤ n̄, α ∈ {−1, 1}}, then

eavgn (S, µ,G) ≥
1

2
min
1≤i≤n̄

‖Sψi‖G.

Let θ be the mapping given by the median, that is, if z∗1 ≤ · · · ≤ z∗m is the non-decreasing
rearrangement of (z1, . . . , zm) ∈ R

m, then θ(z1, . . . , zm) stands for z∗(m+1)/2 if m is odd and
z∗
m/2

+z∗
m/2+1

2
if m is even. The following is well-known, see, e.g, [2].

Lemma 2.6. Let ζ1, . . . , ζm be independent, identically distributed real-valued random variables
on a probability space (Ω,Σ,P), z ∈ R, ε > 0 , and assume that P{|z − ζ1| ≤ ε} ≥ 3/4. Then

P{|z − θ(ζ1, . . . , ζm)| ≤ ε} ≥ 1− e−m/8.

As in [7, 9] we will use the randomized norm estimation algorithm from [5]. Let (Q,Q, ̺)

be a probability space and let 1 ≤ v < u ≤ ∞. For n ∈ N define A
(1)
n = (A

(1)
n,ω)ω∈Ω by setting

for ω ∈ Ω and f ∈ Lu(Q,Q, ̺)

A(1)
n,ω(f) =

(
1

n

n∑

i=1

|f(ξi(ω2))|
v

)1/v

,

where ξi are independent Q-valued random variables on a probability space (Ω,Σ,P) with
distribution ̺. The following is essentially Proposition 6.3 of [5], for a self-contained proof we
refer to [7].

Proposition 2.7. Let 1 ≤ v < u ≤ ∞. Then there is a constant c > 0 such that for all
probability spaces (Q,Q, ̺), f ∈ Lu(Q,Q, ̺), and n ∈ N

E
∣∣‖f‖Lv(Q,Q,̺) − A(1)

n,ω(f)
∣∣ ≤ cnmax(1/u−1/v,−1/2)‖f‖Lu(Q,Q,̺).

3 Algorithms and Upper Bounds for Mean Computation

Let 1 ≤ p, u ≤ ∞. Throughout the paper we use the notation

p̄ = min(p, 2), ū = min(u, 2). (23)

We refer to the definition of mean computation IN1,N2 given in (1). Expressed in the terminology
of (4), we shall study the problem

PN1,N2 =

(
B

L
N1
p

(
L
N2
u

),K, IN1,N2,K,ΛN1,N2

)
,

where ΛN1,N2 is standard information consisting of function values, that is,

ΛN1,N2 = {δij : 1 ≤ i ≤ N1, 1 ≤ j ≤ N2} with δij(f) = f(i, j). (24)

Clearly, this problem is linear. Moreover, we have

∥∥IN1,N2 : LN1

p

(
LN2

u

)
→ K

∥∥ = 1. (25)
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We also use the notation IN2 for the mean operator in LN2

u . Furthermore, we need the operator
of vector valued mean computation SN1,N2

SN1,N2 : LN1

p

(
LN2

u

)
→ LN1

p , (SN1,N2f)(i) =
1

N2

N2∑

j=1

f(i, j) (i = 1, . . . , N1). (26)

Given n ∈ N, we define for IN1,N2 a non-adaptive randomized algorithm A
(2)
n =

(
A

(2)
n,ω

)
ω∈Ω

with (Ω,Σ, µ) a suitable probability space as follows. Let ζl (l = 1, . . . , n) be independent
uniformly distributed on Z[1, N1]×Z[1, N2] random variables, defined on (Ω,Σ, µ). We put for
f ∈ LN1

p

(
LN2

u

)
,

A(2)
n,ω(f) =

1

n

n∑

l=1

f(ζl(ω)).

Note that the constants in the subsequent statements and proofs are independent of the pa-
rameters n, N1,N2, and m. This is also made clear by the order of quantifiers in the respective
statements.

Proposition 3.1. Let 1 ≤ p, u ≤ ∞ and recall (23). Then there is a constant c > 0 such that
for all n,N1, N2 ∈ N and f ∈ LN1

p

(
LN2

u

)

EA(2)
n,ω(f) = IN1,N2f, card(A(2)

n,ω) = n, (27)

and for p ≥ u

(
E |IN1,N2f − A(2)

n,ω(f)|
ū
)1/ū

≤ cmin(N
1/ū−1/p̄
2 n−1+1/p̄, n−1+1/ū), (28)

while for p ≤ u

(
E |IN1,N2f − A(2)

n,ω(f)|
p̄
)1/p̄

≤ cmin(N
1/p̄−1/ū
1 n−1+1/ū, n−1+1/p̄). (29)

Proof. Relation (27) is obvious. To show (28) and (29), we use the factorizations

IN1,N2 : LN1

p

(
LN2

u

) J1−→ LN1

p̄

(
LN2

ū

) J2−→ LN1

p̄ (LN2

p̄ )
IN1,N2

−→ K, (30)

IN1,N2 : LN1

p

(
LN2

u

) J1−→ LN1

p̄

(
LN2

ū

) J3−→ LN1

ū (LN2

ū )
IN1,N2

−→ K, (31)

with J1, J3 the identical embeddings. Then ‖J1‖ = 1,

‖J2‖ = N
1/ū−1/p̄
2 , ‖J3‖ = 1 (p ≥ u) (32)

‖J2‖ = 1, ‖J3‖ = N
1/p̄−1/ū
1 (p ≤ u). (33)

Furthermore, the well-known estimate of the Monte Carlo method for LN1

w (LN2

w ) = LN1N2

w gives

sup
f∈B

L
N1N2
w

(
E |IN1,N2f −A(2)

n,ω(f)|
w
)1/w

≤ cn−1+1/w (w ∈ {ū, p̄}). (34)

Now (30)–(32) and (34) imply (28), while (30), (31), (33), and (34) yield (29).
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Remark 3.2. Obviously, for p̄ 6= ū the minimum in (28) is attained at the first term iff n ≥ N2,
and in (29) iff n ≥ N1.

Now we define an adaptive randomized algorithm for the case 1 ≤ p < 2 < u ≤ ∞. Let
f ∈ LN1

p

(
LN2

u

)
and set fi = (f(i, j))N2

j=1. Let m,n ∈ N, n ≥ N1, and let

{
ξjk : 1 ≤ j ≤

⌈
n

N1

⌉
, 1 ≤ k ≤ m

}
, {ηij : 1 ≤ i ≤ N1, 1 ≤ j ≤ n}

be independent random variables on a probability space (Ω,Σ,P) uniformly distributed over
{1, . . . , N2}. We will assume that (Ω,Σ,P) = (Ω1,Σ1,P1) × (Ω2,Σ2,P2), that the (ξjk) are
defined on (Ω1,Σ1,P1), and the (ηij) on (Ω2,Σ2,P2). Let E,E1,E2 denote the expectations
with respect to the corresponding probability spaces.

We start by applying m times algorithm A
(1)
⌈n/N1⌉

to estimate ‖fi‖LN2
2

. Then we compute the

median of the results, i.e., we put for ω1 ∈ Ω1, 1 ≤ i ≤ N1, 1 ≤ k ≤ m

aik(ω1) =

(⌈
n

N1

⌉−1 ∑

1≤j≤
⌈

n
N1

⌉
|fi(ξjk(ω1))|

2

)1/2

, ãi(ω1) = θ
(
(aik(ω1))

m
k=1

)
.

Next we approximate IN2fi for each i and ω2 ∈ Ω2 by

bi(ω1, ω2) =
1

ni(ω1)

ni(ω1)∑

j=1

fi(ηij(ω2)). (35)

where

ni(ω1) =






⌈
n

N1

⌉
if ãi(ω1)

p ≤ N−1
1

N1∑

l=1

ãl(ω1)
p

⌈
ãpin∑N1

l=1 ã
p
l

⌉
if ãi(ω1)

p > N−1
1

N1∑

l=1

ãl(ω1)
p.

(36)

Finally we define the output A
(3)
n,m,ω(f) ∈ K as

A(3)
n,m,ω(f) = b(ω1, ω2) :=

1

N1

N1∑

i=1

bi(ω1, ω2). (37)

Proposition 3.3. Let 1 ≤ p < 2 < u ≤ ∞. Then there exist constants c1, c2 > 0 such that the
following hold for all m,n,N1, N2 ∈ N with n ≥ N1 and f ∈ LN1

p

(
LN2

u

)
:

card(A(3)
n,m,ω) ≤ 6mn (38)

and for m ≥ c1 log(N1 + 1)

(
E |IN1,N2f − A(3)

n,m,ω(f)|
2
)1/2

≤ c2

(
N

1/p−1/u
1 n−1+1/u + n−1/2

)
‖f‖

L
N1
p

(
L
N2
u

). (39)
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Proof. The proof is a modification of the proof of Proposition 4.3 in [7]. A similar reasoning
has been used for Proposition 2 of [9]. We have 1 ≤ ni ≤ n and

card(A(3)
n,m,ω) = mN1

⌈
n

N1

⌉
+

N1∑

i=1

ni ≤ (m+ 1)N1

⌈
n

N1

⌉
+

N1∑

i=1

⌈
ãpin∑N1

l=1 ã
p
l

⌉

≤ (m+ 2)(n+N1) ≤ 6mn,

hence (38). By definition (36)

ni(ω1) ≥

⌈
n

N1

⌉
(1 ≤ i ≤ N1). (40)

By (35)

(
E2

∣∣(SN1,N2f
)
(i)− bi(ω1, ω2)

∣∣2
)1/2

=

(
E2

∣∣∣∣I
N2fi −

1

ni(ω1)

ni(ω1)∑

j=1

fi(ηij(ω2))

∣∣∣∣
2)1/2

≤ ni(ω1)
−1/2‖fi‖LN2

2

(1 ≤ i ≤ N1, ω1 ∈ Ω1). (41)

Moreover, for fixed ω1 ∈ Ω1 the random variables bi(ω1, ω2) are independent and

E2 bi(ω1, ω2) =
(
SN1,N2f

)
(i),

therefore by (37)

(
E2

∣∣(IN1,N2f
)
− b(ω1, ω2)

∣∣2
)1/2

=


E2

∣∣∣∣∣
1

N1

N1∑

i=1

((
SN1,N2f

)
(i)− bi(ω1, ω2)

)∣∣∣∣∣

2



1/2

= N
−1/2
1

(
1

N1

N1∑

i=1

E2

∣∣∣
((
SN1,N2f

)
(i)− bi(ω1, ω2)

)∣∣∣
2
)1/2

. (ω1 ∈ Ω1) (42)

We set c1 = 16/ log e, and assume m ≥ c1 log(N1 + 1), hence e−m/8 ≤ (N1 + 1)−2. Let c(2)
denote the constant from Proposition 2.7, which implies for fixed f ∈ LN1

p

(
LN2

u

)

P1

{
ω1 ∈ Ω1 :

∣∣∣‖fi‖LN2
2

− aik(ω1)
∣∣∣ ≤ 4c(2)

(
n

N1

)−(1/2−1/u)

‖fi‖LN2
u

}
≥

3

4
,

so by Lemma 2.6

P1

{
ω1 ∈ Ω1 :

∣∣∣‖fi‖LN2
2

− ãi(ω1)
∣∣∣ ≤ 4c(2)

(
n

N1

)−(1/2−1/u)

‖fi‖LN2
u

}
≥ 1− (N1 + 1)−2.

Setting

Ω1,0 =

{
ω1 ∈ Ω1 :

∣∣∣‖fi‖LN2
2

− ãi(ω1)
∣∣∣ ≤ 4c(2)

(
n

N1

)−(1/2−1/u)

‖fi‖LN2
u

(1 ≤ i ≤ N1)

}
, (43)
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we arrive at
P1(Ω1,0) ≥ 1− (N1 + 1)−1. (44)

Fix ω1 ∈ Ω1,0. Then by (43) for all i

ãi(ω1) ≤ c‖fi‖LN2
u
.

Consequently,

1

N1

N1∑

i=1

ãi(ω1)
p ≤

c

N1

N1∑

i=1

‖fi‖
p

L
N2
u

= c‖f‖p
L
N1
p

(
L
N2
u

). (45)

Set

I(ω1) :=

{
1 ≤ i ≤ N1 : ãi(ω1) ≤

‖fi‖LN2
2

2

}
,

then from (43)

‖fi‖LN2
2

≤ c

(
n

N1

)−(1/2−1/u)

‖fi‖LN2
u

(i ∈ I(ω1)),

which together with (40) and (41) gives

(
E2

∣∣(SN1,N2f
)
(i)− bi(ω1, ω2)

∣∣2
)1/2

≤ c

(
n

N1

)−1+1/u

‖fi‖LN2
u

(i ∈ I(ω1)). (46)

Now let i 6∈ I(ω1), thus

ãi(ω1) >
‖fi‖LN2

2

2
. (47)

If ãpi ≤ N−1
1

∑N1

l=1 ã
p
l , then by (36), (41), (45), and (47)

(
E2

∣∣(SN1,N2f
)
(i)− bi(ω1, ω2)

∣∣2
)1/2

≤ 2

(
n

N1

)−1/2

ãi ≤ 2

(
n

N1

)−1/2(∑N1

l=1 ã
p
l

N1

)1/p

≤ c

(
n

N1

)−1/2

‖f‖
L
N1
p

(
L
N2
u

). (48)

Similarly, if ãpi > N−1
1

∑N1

l=1 ã
p
l , then

(
E2

∣∣(SN1,N2f
)
(i)− bi(ω1, ω2)

∣∣2
)1/2

≤ 2

(
ãpin∑N1

l=1 ã
p
l

)−1/2

ãi

= 2ã
1−p/2
i

(
n

N1

)−1/2(∑N1

l=1 ã
p
l

N1

)1/2

≤ cã
1−p/2
i

(
n

N1

)−1/2

‖f‖
p/2

L
N1
p

(
L
N2
u

). (49)

From (42), (45), (46), (48), and (49) we obtain
(
E2

∣∣(IN1,N2f
)
− b(ω1, ω2)

∣∣2
)1/2

= N
−1/2
1

(
1

N1

N1∑

i=1

E2

∣∣∣
((
SN1,N2f

)
(i)− bi(ω1, ω2)

)∣∣∣
2
)1/2

≤ cN
−1/2
1

(
n

N1

)−1+1/u
(

1

N1

N1∑

i=1

‖fi‖
2

L
N2
u

)1/2

+ cn−1/2‖f‖
L
N1
p

(
L
N2
u

)

+c

(
1

N1

N1∑

i=1

ã2−p
i

)1/2

n−1/2‖f‖
p/2

L
N1
p

(
L
N2
u

).
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Observe that by Hölder’s inequality

(
1

N1

N1∑

i=1

‖fi‖
2

L
N2
u

)1/2

≤ N
1/p−1/2
1

(
1

N1

N1∑

i=1

‖fi‖
p

L
N2
u

)1/p

= N
1/p−1/2
1 ‖f‖

L
N1
p

(
L
N2
u

)

(
1

N1

N1∑

i=1

ã2−p
i

)1/2

≤

(
1

N1

N1∑

i=1

ãpi

) 2−p
2p

≤ ‖f‖
1−p/2

L
N1
p

(
L
N2
u

).

Inserting this into (50) gives

(
E2

∣∣(IN1,N2f
)
− b(ω1, ω2)

∣∣2
)1/2

≤ c
(
N

1/p−1/u
1 n−1+1/u + n−1/2

)
‖f‖

L
N1
p

(
L
N2
u

) (ω1 ∈ Ω1,0). (50)

Finally we estimate the error on (Ω1 \ Ω1,0)× Ω2. For ω1 ∈ Ω1 we conclude from (40)–(42)

(
E2

∣∣(IN1,N2f
)
− b(ω1, ω2)

∣∣2
)1/2

≤ N
−1/2
1

(
n

N1

)−1/2
(

1

N1

N1∑

i=1

‖fi‖
2

L
N2
2

)1/2

≤ n−1/2

(
1

N1

N1∑

i=1

‖fi‖
2

L
N2
u

)1/2

≤ N
1/p−1/2
1 n−1/2

(
1

N1

N1∑

i=1

‖fi‖
p

L
N2
u

)1/p

= N
1/p−1/2
1 n−1/2‖f‖

L
N1
p

(
L
N2
u

).

Consequently, using also (44),

(∫

(Ω1\Ω1,0)×Ω2

∣∣IN1,N2f − b(ω)
∣∣2dP(ω)

)1/2

≤ P1(Ω1 \ Ω1,0)
1/2N

1/p−1/2
1 n−1/2‖f‖

L
N1
p

(
L
N2
u

)

≤ (N1 + 1)−1/2N
1/p−1/2
1 n−1/2‖f‖

L
N1
p

(
L
N2
u

) < n−1/2‖f‖
L
N1
p

(
L
N2
u

),

which together with (50) proves (39).

4 Lower Bounds and Complexity

Proposition 4.1. Let 1 ≤ p, u ≤ ∞. Then there are constants 0 < c0 < 1, c1−4 > 0 such that

for each N1, N2 ∈ N there exist probability measures µ
(1)
N1,N2

, . . . , µ
(4)
N1,N2

with finite support in
B

L
N1
p

(
L
N2
u

) such that for n ∈ N with n < c0N1N2

eavgn (IN1,N2, µ
(1)
N1,N2

) ≥ c1N
1/p−1
1 N

1/u−1
2 (51)

eavgn (IN1,N2, µ
(2)
N1,N2

) ≥ c2(N1N2)
−1/2 (52)

eavgn (IN1,N2, µ
(3)
N1,N2

) ≥ c3N
−1/2
1 N

1/u−1
2 (53)

eavg–nonn (IN1,N2, µ
(4)
N1,N2

) ≥ c4N
1/p−1
1 N

−1/2
2 . (54)
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Proof. We set c0 =
1
21

and let n ∈ N be such that

n <
N1N2

21
. (55)

To prove (51), we define functions ψij ∈ LN1

p

(
LN2

u

)
by

ψij(s, t) = N
1/p
1 N

1/u
2 eij (i ∈ Z[1, N1], j ∈ Z[1, N2]),

with (eij) the unit vectors in KN1×N2 , and let µ
(1)
N1,N2

be the uniform distribution on the set

{αψij : i = 1, . . . , N1, j = 1, . . . , N2, α = ±1} ⊂ B
L
N1
p

(
L
N2
u

).

Recall that by (55), 4n < N1N2, so from Lemma 2.5(ii) a we conclude

eavgn (IN1,N2 , µ
(1)
N1,N2

) ≥
1

2

∣∣IN1,N2ψ1,1

∣∣ = 1

2
N

1/p−1
1 N

−1+1/u
2 ,

thus (51).
To show the second lower bound, (52), let (εij)

N1,N2

i=1,j=1 be independent symmetric Bernoulli

random variables and let µ
(2)
N1,N2

be the distribution of
∑N1,N2

i=1,j=1 εijeij. Since by (55), 4n < N1N2,
we can apply Lemma 2.5. So let K be any subset of {(i, j) : 1 ≤ i ≤ N1, 1 ≤ j ≤ N2} with
|K| ≥ N1N2 − 2n. Then |K| ≥ N1N2/2 and we obtain from Khintchine’s inequality,

E

∣∣∣∣
∑

(i,j)∈K

εijI
N1,N2eij

∣∣∣∣ =
1

N1N2
E

∣∣∣∣
∑

(i,j)∈K

εij

∣∣∣∣ ≥
c|K|1/2

N1N2
≥ c(N1N2)

−1/2,

and therefore from Lemma 2.5 (i),

eavgn (IN1,N2 , µ
(2)
N1,N2

) ≥
1

2
min

|K|≥N1N2−2n
E

∣∣∣∣
∑

(i,j)∈K

εijI
N1,N2ψij

∣∣∣∣ ≥ c(N1N2)
−1/2.

This proves (52).
Next we turn to (54), where we use Corollary 2.2 with

M = N1, F1 = LN2

u , S1 = IN2 , G1 = K1 = K, Λ1 = {δj : 1 ≤ j ≤ N2}, (56)

f ′
i,0 = 0 (i = 1, . . . , N1), (57)

where δj(g) = g(j). Then obviously (12) is satisfied and

F =
N1∏

i=1

Lu = LN1

p

(
LN2

u

)
, G = K, S = N1I

N1,N2, (58)

K = K, Λ = ΛN1,N2 = {δij : 1 ≤ i ≤ N1, 1 ≤ j ≤ N2}. (59)

We define
ψj = N

1/p
1 ej ∈ LN2

u (j = 1, . . . , N2). (60)
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Let (εj)
N2

j=1 be independent symmetric Bernoulli random variables, let µ1 be the distribution of
∑N2

j=1 εjψj , and denote the resulting from (15) measure by µ
(4)
N1,N2

. Observe that by (60) µ
(4)
N1,N2

is supported by B
L
N1
p

(
L
N2
u

). Now (21) and (9) yield

eavg–nonn (IN1,N2 , µ
(4)
N1,N2

) = N−1eavg–nonn (S, µ
(4)
N1,N2

) ≥
1

2
N−1

1 eavg–non⌊
2n
N1

⌋ (IN2, µ1,K)

≥
1

2
N−1

1 eavg⌊
2n
N1

⌋(IN2 , µ1,K). (61)

By (55) we have 4
⌊

2n
N1

⌋
< N2, therefore Lemma 2.5(i) and Khintchine’s inequality give

eavg⌊
2n
N1

⌋(IN2, µ1,K) ≥
1

2
min

{
E

∣∣∣
∑

i∈I

εiI
N2ψi

∣∣∣ : I ⊆ {1, . . . , N2}, |I| ≥ N2 − 2

⌊
2n

N1

⌋}

≥ cN
1/2
2 |IN2ψ1| ≥ cN

1/p
1 N

−1/2
2 .

Inserting this into (61) yields (54).
Finally we prove (53). For this purpose we can assume N2 > 16, because for N2 ≤ 16

relation (53) follows from (52). We define

ψj(t) =

{
N

1/u
2 if t = j,

0 otherwise.
(62)

Let µ1 be the uniform distribution on {±ψj : 1 ≤ j ≤ N2} ⊂ LN2

u . Then we set µ
(4)
N1,N2

= µN1

1 .
Due to (62) this measure has its support in B

LM
p (L

N2
u )

. First we need an auxiliary estimate for

the operator of vector-valued mean computation SN1,N2 : LN1

p (LN2

u ) → LN1

1 , see (26). With the
choice (56)–(57) we are in the setting of Corollary 2.4 of [7] and (58) and (59) hold, except that
now G = LN1

1 and S = SN1,N2. It follows that

eavgn (SN1,N2, µ
(4)
N1,N2

, LN1

1 ) ≥
1

4
eavg⌈

4n
N1

⌉(IN2 , µ1). (63)

We have

4

⌈
4n

N1

⌉
+ 1 ≤ N2. (64)

Indeed, this is clear for n ≤ N1, since we assumed N2 > 16, while for n > N1 assumption (55)
implies

4

⌈
4n

N1

⌉
+ 1 ≤

16n

N1

+ 5 ≤
21n

N1

≤ N2.

By Lemma 2.5(ii) with n̄ = N2, taking into account (64),

eavg⌈
4n
N1

⌉(IN2 , µ1) ≥
1

2
|IN2ψ1| =

1

2
N

1/u−1
2 ,

which together with (63) gives

eavgn (SN1,N2 , µ
(4)
N1,N2

, LN1

1 ) ≥
1

8
N

1/u−1
2 . (65)
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Now let A = ((Lk)
∞
k=1, (τk)

∞
k=0, (ϕk)

∞
k=0) be a deterministic algorithm for (scalar-valued)

mean computation IN1,N2 with
card(A, µ

(4)
N1,N2

) ≤ n. (66)

Let f ∈ supp(µ
(4)
N1,N2

), which means that

f =

N1∑

i=1

αf (i)N
1/u
2 ei,jf (i),

where αf : Z[1, N1] → {−1,+1} and jf : Z[1, N1] → Z[1, N2]. Let λ1,f , . . . , λn(f),f be the
sequence of information functionals called by A at input f and define

If =
{
i ∈ Z[1, N1] : δi,jf (i) ∈ {λ1,f , . . . , λn(f),f}

}
.

Based on A we define an algorithm Ã = ((Lk)
∞
k=1, (τk)

∞
k=0, (ϕ̃k)

∞
k=0) for vector valued mean

computation SN1,N2 : LN1

p (LN2

u ) → LN1

1 considered above, that is, the information and stopping

mappings (Lk) and (τk) are the same, just the output mappings ϕ̃k : Kk → LN1

1 are defined
differently as follows. Let ϕ̃0 = 0 ∈ LN1

1 . For k ≥ 1 let (a1, . . . , ak) ∈ Kk be given, let

λ1 = L1, λ2 = L2(a1), . . . , λk = Lk(a1, . . . , ak−1),

and assume that ϕ̃k−1(a1, . . . , ak−1) ∈ LN1

1 has already been defined. Let i, j be such that
λk = δij . Then we set

ϕ̃k(a1, . . . , ak) =

{
ϕ̃k−1(a1, . . . , ak−1) +N−1

2 akei if λk 6∈ {λ1, . . . , λk−1}
ϕ̃k−1(a1, . . . , ak−1) if λk ∈ {λ1, . . . , λk−1}.

It is readily checked by induction that for f ∈ supp(µ
(4)
N1,N2

)

(Ã(f))(i) =

{
N−1

2 f(i, jf(i)) if i ∈ If
0 if i 6∈ If ,

while for all i
(SN1,N2f)(i) = N−1

2 f(i, jf (i)),

and therefore
‖SN1,N2f − Ã(f)‖

L
N2
1

= N−1
1 N

1/u−1
2 (N1 − |If |). (67)

Clearly, we have
card(Ã, f) = card(A, f) (f ∈ LN1

p (LN2

u )).

Therefore, combining (65), (66), and (67) we conclude
∫

L
N1
p (L

N2
u )

(N1 − |If |)dµ
(4)
N1,N2

(f) ≥
N1

8
. (68)

Let

F0 =

{
f ∈ supp(µ

(4)
N1,N2

) : N1 − |If | ≥
N1

16

}
,

then (68) implies

µ
(4)
N1,N2

(F0) ≥
1

16
. (69)
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We introduce an equivalence relation on supp(µ
(4)
N1,N2

) as follows: f ∼ g iff they are non-zero at
the same places and their values coincide in all rows i ∈ If , or equivalently,

f ∼ g iff jf = jg and f(i, jf(i)) = g(i, jf(i)) (i ∈ If). (70)

It is readily checked by induction that for f ∼ g the action of algorithm A is the same on both
f and g, meaning that for 1 ≤ k ≤ n(f)

λk,f = λk,g, λk,f(f) = λk,f(g),

and therefore also
n(f) = n(g), If = Ig, A(f) = A(g),

which shows, in particular, that ∼ is indeed an equivalence relation. Moreover, f ∼ g and
f ∈ F0 implies g ∈ F0. Let [f ] denote the equivalence class of f ∈ F0 and [F0] the set of all
equivalence classes of elements of F0. Now we estimate

∫

L
N1
p (L

N2
u )

∣∣IN1,N2f −A(f)
∣∣dµ(4)

N1,N2
(f)

≥
∑

f∈F0

∣∣IN1,N2f −A(f)
∣∣µ(4)

N1,N2
({f}) = (2N2)

−N1

∑

[f ]∈[F0]

∑

g∈[f ]

∣∣IN1,N2g −A(f)
∣∣

= (2N2)
−N1

∑

[f ]∈[F0]

∑

g∈[f ]

∣∣∣∣(N1N2)
−1

∑

i∈Z[1,N1]\If

g(i, jf(i)) + (N1N2)
−1
∑

i∈If

f(i, jf(i))− A(f)

∣∣∣∣

= (2N2)
−N1

∑

[f ]∈[F0]

∑

g∈[f ]

∣∣∣∣− (N1N2)
−1

∑

i∈Z[1,N1]\If

g(i, jf(i)) + (N1N2)
−1
∑

i∈If

f(i, jf (i))− A(f)

∣∣∣∣

≥ (N1N2)
−1(2N2)

−N1

∑

[f ]∈[F0]

∑

g∈[f ]

∣∣∣∣
∑

i∈Z[1,N1]\If

g(i, jf(i))

∣∣∣∣ (71)

= N−1
1 N

1/u−1
2 (2N2)

−N1

∑

[f ]∈[F0]

∑

g∈[f ]

∣∣∣∣
∑

i∈Z[1,N1]\If

αg(i)

∣∣∣∣,

where we used a standard symmetry argument to reach (71). Next observe that according to
(70) if g runs through [f ], then (αg(i))i∈Z[1,N1]\If runs through all possible combinations of +1
and −1. Therefore Khintchine’s inequality gives

∫

L
N1
p (L

N2
u )

∣∣IN1,N2f − A(f)
∣∣dµ(4)

N1,N2
(f)

≥ cN−1
1 N

1/u−1
2 (2N2)

−N1

∑

[f ]∈[F0]

|[f ]|
∣∣Z[1, N1] \ If

∣∣1/2

≥ cN
−1/2
1 N

1/u−1
2 (2N2)

−N1

∑

[f ]∈[F0]

|[f ]| = cN
−1/2
1 N

1/u−1
2 (2N2)

−N1|F0|

= cµ
(4)
N1,N2

(F0)N
−1/2
1 N

1/u−1
2 ≥ cN

−1/2
1 N

1/u−1
2 ,

where we used (69) in the last relation. This proves (53).
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Lemma 4.2. Let 1 ≤Mι ≤ Nι (ι = 1, 2). Then for set ∈ {det, det–non, ran, ran–non}

esetn (IM1,M2, B
L
M1
p (L

M2
u )

) ≤ 4esetn (IN1,N2, B
L
N1
p (L

N2
u )

).

Proof. We define Mι disjoint blocks of {1, . . . , Nι} by setting

Dι,k =

{
(k − 1)

⌊
Nι

Mι

⌋
+ 1, . . . , k

⌊
Nι

Mι

⌋}
(k = 1, . . . ,Mι).

We have
Nι

2Mι
≤ |Dι,k| = |Dι,1| =

⌊
Nι

Mι

⌋
≤
Nι

Mι
.

With

γι =
Nι

Mι|Dι,1|
(72)

it follows that
1 ≤ γι ≤ 2. (73)

Now we let ψkl ∈ LN1

p (LN2

u ) be defined for 1 ≤ k ≤M1 and 1 ≤ l ≤M2 as

ψkl(s, t) =

{
1 if s ∈ D1,k and t ∈ D2,l,
0 otherwise

and R : LM1

p (LM2

u ) → LN1

p (LN2

u ) by

Rf = γ
1/p
1 γ

1/u
2

M1∑

k=1

M2∑

l=1

f(k, l)ψkl. (74)

It follows from (72) that for f ∈ LM1

p (LM2

u )

‖Rf‖
L
N1
p (L

N2
u )

= γ
1/p
1 γ

1/u
2


 1

N1

M1∑

k=1

(
1

N2

M2∑

l=1

|f(k, l)|u|D2,l|

)p/u

|D1,k|




1/p

=



 1

M1

M1∑

k=1

(
1

M2

M2∑

l=1

|f(k, l)|u

)p/u



1/p

= ‖f‖
L
M1
p (L

M2
u )

(75)

(with the obvious modifications if p = ∞ and/or u = ∞) and

IN1,N2Rf = γ
1/p
1 γ

1/u
2

1

N1

M1∑

k=1

|D1,k|

N2

M2∑

l=1

f(k, l)|D2,l|

= γ
1/p
1 γ

1/u
2 N−1

1 N−1
2 |D1,1||D2,1|M1M2 I

M1,M2f = γ
1/p−1
1 γ

1/u−1
2 IM1,M2f. (76)

Next we show that
(
B

L
M1
p

(
L
M2
u

),K, IM1,M2,K,ΛM1,M2

)
reduces to

(
B

L
N1
p

(
L
N2
u

),K, IN1,N2,K,ΛN1,N2

)
,

so that we can apply Proposition 2.3 (with κ = 1). We define two mappings

η : ΛN1,N2 → ΛM1,M2, ̺ : ΛN1,N2 ×K → K
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as follows. Let (i, j) ∈ Z[1, N1]× Z[1, N2] and a ∈ K. If there is a (k, l) ∈ Z[1,M1]× Z[1,M2]

such that (i, j) ∈ D1,k × D2,l, then we put η(δij) = δkl and ̺(δij , a) = γ
1/p
1 γ

1/u
2 a. Hence (74)

gives for f ∈ LM1

p (LM2

u )

δij(Rf) = γ
1/p
1 γ

1/u
2 δkl(f) = ̺(δij , δkl(f)) = ̺(δij , (η(δij))(f)). (77)

If there is no (k, l) ∈ Z[1,M1]× Z[1,M2] with (i, j) ∈ D1,k ×D2,l then we set η(δij) = δ1,1 and
̺(δij , a) = 0. Here (74) implies that for f ∈ LM1

p (LM2

u )

δij(R(f)) = 0 = ̺(δij , δ1,1(f)) = ̺(δij , δkl(f)),

which together with (77) shows that (22) is satisfied. Furthermore, by (75)

R
(
B

L
M1
p

(
L
M2
u

)
)
⊆ B

L
N1
p

(
L
N2
u

)

and with Ψ : K → K defined by Ψa = γ
1−1/p
1 γ

1−1/u
2 a we have by (76)

ΨIN1,N2R = IM1,M2.

Now Proposition 2.3 and (73) yield that for all n ∈ N0

esetn (IM1,M2, B
L
M1
p (L

M2
u )

) ≤ γ
1−1/p
1 γ

1−1/u
2 esetn (IN1,N2, B

L
N1
p (L

N2
u )

) ≤ 4esetn (IN1,N2, B
L
N1
p (L

N2
u )

).

Corollary 4.3. Let 1 ≤ p, u ≤ ∞ and let p̄, ū be given by (23) and let 0 < c0 < 1 be the
constant from Proposition 4.1. There exist constants c1−5 > 0 such that for each n,N1, N2 ∈ N,
with

n <
c0
2
N1N2 (78)

we have

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥ c1N
1/u−1/p̄
2 n1/p̄−1 + c1n

−1/2 (n ≥ N2) (79)

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥ c2N
1/p̄−1/u
1 n1/u−1 + c2n

−1/2 (n ≥ N1) (80)

eran–nonn (IN1,N2, B
L
N1
p (L

N2
u )

) ≥ c3N
1/p−1/2
1 n−1/2 (n ≥ N1) (81)

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥ c4n
1/p̄−1 (n < N1) (82)

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥ c5n
1/ū−1 (n < N2). (83)

Proof. For all lower bounds we use the relations between average case and randomized setting
(10)–(11). First we show (79). We put

M1 =

⌊
2n

c0N2

⌋
+ 1, (84)

consequently

n <
c0
2
M1N2, (85)
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and, using (78),

M1 ≤
2n

c0N2

+ 1 < N1 + 1, (86)

hence
M1 ≤ N1. (87)

Now assume n ≥ N2, then the first relation of (86) implies

M1 ≤
2n+ c0N2

c0N2
≤

(c0 + 2)n

c0N2
. (88)

By (87) we can apply Lemma 4.2 with M2 = N2, giving

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥
1

4
erann (IM1,N2 , B

L
M1
p (L

N2
u )

). (89)

Taking into account (85), we obtain from (51)–(53) of Proposition 4.1 and (88)

erann (IM1,N2, B
L
M1
p (L

N2
u )

)

≥
1

2
max

(
eavg2n (IM1,N2, µ

(1)
M1,N2

), eavg2n (IM1,N2 , µ
(2)
M1,N2

), eavg2n (IM1,N2, µ
(3)
M1,N2

)
)

≥ cM
1/p−1
1 N

1/u−1
2 + c(M1N2)

−1/2 + cM
−1/2
1 N

1/u−1
2

≥ cM
1/p̄−1
1 N

1/u−1
2 + c(M1N2)

−1/2 ≥ cN
1/u−1/p̄
2 n1/p̄−1 + cn−1/2,

which together with (89) proves (79).
Next we verify (80) and (81), where we define (symmetrically to the above)

M2 =

⌊
2n

c0N1

⌋
+ 1, (90)

which analogously implies

n <
c0
2
N1M2 (91)

M2 ≤ N2. (92)

Suppose that n ≥ N1, then according to (90)

M2 ≤
(c0 + 2)n

c0N1

. (93)

Based on (92), we apply Lemma 4.2 with M1 = N1 and get

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥
1

4
erann (IN1,M2 , B

L
N1
p (L

M2
u )

). (94)

Moreover, by (91), (51)–(53), and (93),

erann (IN1,M2, B
L
N1
p (L

M2
u )

)

≥
1

2
max

(
eavg2n (IN1,M2, µ

(1)
N1,M2

), eavg2n (IN1,M2 , µ
(2)
N1,M2

), eavg2n (IN1,M2, µ
(3)
N1,M2

)
)

≥ cN
1/p̄−1
1 M

1/u−1
2 + c(N1M2)

−1/2 ≥ cN
1/p̄−1/u
1 n1/u−1 + cn−1/2,
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which together with (94) shows (80). Furthermore, with Lemma 4.2 and (54),

eran–nonn (IN1,N2, B
L
N1
p (L

N2
u )

) ≥
1

4
eran–nonn (IN1,M2, B

L
N1
p (L

M2
u )

) ≥
1

8
eavg–non2n (IN1,M2 , µ

(4)
N1,M2

)

≥ cN
1/p−1
1 M

−1/2
2 ≥ cN

1/p−1/2
1 n−1/2,

establishing (81).

If n < N1, we let M2 be defined by (90), thus 1 ≤ M2 ≤
⌊

2
c0

⌋
+ 1. Moreover, (91) and (92)

are fulfilled. Hence by Lemma 4.2

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥
1

4
erann (IN1,M2 , B

L
N1
p (L

M2
u )

).

Now (92) together with the already shown relation (79) gives for n ≥M2

erann (IN1,M2, B
L
N1
p (L

M2
u )

) ≥ cM
1/u−1/p̄
2 n1/p̄−1 ≥ cn1/p̄−1,

consequently,

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥ cn1/p̄−1,

while for n < M2 the result follows by monotonicity of the erann from n =M2, proving (82).

If n < N2, we let M1 be defined by (84), hence 1 ≤ M1 ≤
⌊

2
c0

⌋
+ 1 and (85) and (87) are

satisfied. Lemma 4.2 and (80) imply for n ≥M1

erann (IN1,N2, B
L
N1
p (L

N2
u )

) ≥
1

4
erann (IM1,N2 , B

L
M1
p (L

N2
u )

) ≥ c2M
1/p̄−1/u
1 n1/u−1 + cn−1/2 ≥ cn1/ū−1.

Again, for n < M1 the results follows by monotonicity, verifying (83).

Theorem 4.4. Let 1 ≤ p, u ≤ ∞ and let p̄, ū be given by (23). Then there exists constants
0 < c0 < 1, c1−13 > 0, such that for n,N1, N2 ∈ N with n < c0N1N2 the following hold:
If p ≥ u, then

c1min(N
1/ū−1/p̄
2 n−1+1/p̄, n−1+1/ū) ≤ erann (IN1,N2 , B

L
N1
p

(
L
N2
u

)) ≤ eran−non
n (IN1,N2, B

L
N1
p

(
L
N2
u

))

≤ c2min(N
1/ū−1/p̄
2 n−1+1/p̄, n−1+1/ū). (95)

If p < u ≤ 2, then

c3min(N
1/p−1/u
1 n−1+1/u, n−1+1/p) ≤ erann (IN1,N2 , B

L
N1
p

(
L
N2
u

)) ≤ eran−non
n (IN1,N2, B

L
N1
p

(
L
N2
u

))

≤ c4min(N
1/p−1/u
1 n−1+1/u, n−1+1/p). (96)

If 2 ≤ p < u, then

c5n
−1/2 ≤ erann (IN1,N2, B

L
N1
p

(
L
N2
u

)) ≤ eran−non
n (IN1,N2, B

L
N1
p

(
L
N2
u

)) ≤ c6n
−1/2. (97)

If p < 2 < u and n ≥ N1, then

c7N
1/p−1/u
1 n−1+1/u + c7n

−1/2 ≤ erann (IN1,N2, B
L
N1
p

(
L
N2
u

))

≤ c8N
1/p−1/u
1 n−1+1/u (log(N1 + 1))1−1/u + c8n

−1/2 (log(N1 + 1))1/2 (98)
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and

c9N
1/p−1/2
1 n−1/2 ≤ eran−non

n (IN1,N2, B
L
N1
p

(
L
N2
u

)) ≤ c10N
1/p−1/2
1 n−1/2. (99)

If p < 2 < u and n < N1, then

c11n
−1+1/p ≤ erann (IN1,N2, B

L
N1
p

(
L
N2
u

)) ≤ eran−non
n (IN1,N2, B

L
N1
p

(
L
N2
u

)) ≤ c12n
−1+1/p. (100)

In the deterministic setting we have for 1 ≤ p, u ≤ ∞

c13 ≤ edetn

(
IN1,N2 , B

L
N1
p

(
L
N2
u

)) ≤ edet–nonn

(
IN1,N2, B

L
N1
p

(
L
N2
u

)) ≤ 1. (101)

Proof. The upper bound of (101) is a trivial consequence of (25). All other upper bounds

except that of (98) follow from (6) and Proposition 3.1, since the involved algorithm A
(2)
n is

non-adaptive. To prove (98) we assume n ≥ N1. First we suppose that

n < 6N1 ⌈c(1) log(N1 + 1)⌉ ,

where c(1) stands for the constant c1 from Proposition 3.3. Then (99) implies

erann (IN1,N2, B
L
N1
p

(
L
N2
u

)) ≤ eran−non
n (IN1,N2, B

L
N1
p

(
L
N2
u

))

≤ cN
1/p−1/u
1 n−1+1/u

(
n

N1

)1/2−1/u

≤ cN
1/p−1/u
1 n−1+1/u (log(N1 + 1))1/2−1/u ,

which gives the upper bound of (98). Now assume

n ≥ 6N1 ⌈c(1) log(N1 + 1)⌉ . (102)

We set

m = ⌈c(1) log(N1 + 1)⌉ , ñ =

⌊
n

6 ⌈c(1) log(N1 + 1)⌉

⌋
,

which implies ñ ≥ N1, so that we can use Proposition 3.3 with ñ instead of n. Hence by (38)

card(A3
ñ,ω) ≤ 6mñ ≤ n,

and therefore

erann (IN1,N2, B
L
N1
p

(
L
N2
u

)) ≤ c
(
N

1/p−1/u
1 ñ−1+1/u + ñ−1/2

)
. (103)

From (102) we obtain, using ⌊a⌋ ≥ a/2 for a ≥ 1,

ñ >
n

12 ⌈c(1) log(N1 + 1)⌉
≥

n

12(c(1) + 1) log(N1 + 1)
,

which combined with (103) completes the proof of the upper bound in (98).
Now we prove the lower bounds. We start with the case p ≥ u, thus with (95). Relation

(83) gives the lower bound for n < N2. The case n ≥ N2 follows from (79). Indeed, if u ≥ 2,
we have p̄ = ū = 2 and the second term on the right-hand side of (79) gives the lower bound
of (95), while for u < 2 the first term yields the desired result.
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Next suppose that p < u. The lower bound of (96) follows from (80) and (82), while that
of (97) is a consequence of (79) and (83) (since 1/ū− 1 ≥ −1/2 for all u). Furthermore, (80)
implies the lower bound in (98), while (81) implies that of (99), and (82) yields that of (100).

Finally, in the deterministic setting we use B
L
N1
∞

(
L
N2
∞

) ⊆ B
L
N1
p

(
L
N2
u

), hence

edetn

(
IN1,N2, B

L
N1
∞

(
L
N2
∞

)) ≤ edetn

(
IN1,N2 , B

L
N1
p

(
L
N2
u

)). (104)

On the other hand, it is well-known that

edetn

(
IN1,N2, B

L
N1
∞

(
L
N2
∞

)) = edetn

(
IN1N2, B

L
N1N2
∞

)
≥ c,

which together with (104) and (5) gives (101).

We want to estimate the order of the largest gap between non-adaptive and adaptive minimal
errors among the family of studied integration problems. For this purpose we carry out an
analysis similar to that in [7], see Corollary 4.6 there. Let p < 2 < u. Consider the region
N1 ≤ n < c(0)N1N2, with 0 < c(0) < 1 standing for the constant c0 from Theorem 4.4 and
define

γ(p, u, n,N1, N2) =
eran–nonn (IN1,N2, B

L
N1
p (L

N2
u )

)

erann (IN1,N2, B
L
N1
p (L

N2
u )

)

γ(p, u, n) = sup
N1,N2:N1≤n<c(0)N1N2

γ(p, u, n,N1, N2).

Corollary 4.5. Let 1 ≤ p < 2 < u ≤ ∞. Then there are constants c1, c2 > 0 such that for all
n ∈ N

c1(log(n+ 1))1/u−1n

( 1
p−

1
2)( 1

2
−

1
u)

1
p−

1
u ≤ γ(p, u, n) ≤ c2n

( 1
p−

1
2)( 1

2
−

1
u)

1
p−

1
u . (105)

The exponent of n attains its maximal value 1/4 iff p = 1, u = ∞. In this case the following
holds. For any constants c3, c4 with c(0)1/2 < c3 < c4 there are constant c5, c6 > 0 such that for
all n ∈ N with n ≥ c24 and all N1, N2 ∈ [c3n

1/2, c4n
1/2]

c5(log(n + 1))−1n1/4 ≤
eran−non
n (IN1,N2, B

L
N1
1

(L
N2
∞ )

)

erann (IN1,N2, B
L
N1
1

(L
N2
∞ )

)
≤ c6n

1/4. (106)

Proof. We will estimate γ(p, u, n)−1. By (98) and (99) of Theorem 4.4 there are constants
c1, c2 > 0 such that for n,N1, N2 ∈ N with N1 ≤ n < c(0)N1N2

c1max

(( n

N1

)1/u−1/2

, N
1/2−1/p
1

)
≤ γ(p, q, n,N1, N2)

−1

≤ c2

( n

N1

)1/u−1/2

(log(N1 + 1))1−1/u + c2N
1/2−1/p
1 (log(N1 + 1))1/2 (107)

and therefore

c1 min
N1:1≤N1≤n

max

(( n

N1

)1/u−1/2

, N
1/2−1/p
1

)
≤ γ(p, q, n)−1

≤ c2 min
N1,N2:N1≤n<c(0)N1N2

(( n

N1

)1/u−1/2

(log(N1 + 1))1−1/u

+N
1/2−1/p
1 (log(N1 + 1))1/2

)
. (108)
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Define x0 by ( n
x0

)1/u−1/2

= x
1/2−1/p
0 , (109)

then

x0 = n

1
u−

1
2

1
u−

1
p , x0 ∈ [1, n], (110)

and

min
x∈[1,n]

max

((n
x

)1/u−1/2

, x1/2−1/p

)
= x

1/2−1/p
0 = n

−
( 1
p−

1
2)( 1

2
−

1
u)

1
p−

1
u ,

which together with the lower bound in (108) shows the upper bound in (105).
Exactly as in [7] we define

N1 = ⌈x0⌉ , N2 =

⌊
n

c(0)x0

⌋
+ 1,

and conclude

N1 ≤ n, x0 ≤ N1 < 2x0,
n

c(0)N1
≤

n

c(0)x0
< N2 <

2n

c(0)x0
≤

2n

c(0)
,

in particular we have N1 ≤ n < c(0)N1N2. Consequently, the upper bound of (108) together
with (109) and (110) gives

γ(p, q, n)−1

≤ c

((
n

2x0

)1/u−1/2

(log(2x0 + 2c(0)−1n)1−1/u + x
1/2−1/p
0 (log(2x0 + 2c(0)−1n)1/2

)

≤ cn
−
( 1
p−

1
2)( 1

2
−

1
u)

1
p−

1
u (log(n+ 1))1−1/u,

implying the lower bound of (105).
The exponent of the gap between non-adaption and adaption satisfies

(
1
p
− 1

2

) (
1
2
− 1

u

)

1
p
− 1

u

≤

(
1
p
− 1

2
+ 1

2
− 1

u

)2

4
(

1
p
− 1

u

) =

1
p
− 1

u

4
≤

1

4
.

It follows that the exponent attains the maximal value 1/4 iff p = 1, u = ∞. With this choice
and N1(n), N2(n) as assumed, relation (106) is a direct consequence of (107).

5 Passing from finite to infinite dimensional problems

So far we produced integration problems with suitable gaps between adaptive and non-adaptive
randomized n-th minimal errors for each n separately. This raises the question if there are
infinite dimensional examples with respective gaps for all n simultaneously. In this section
we use infinite direct sums of finite dimensional spaces to produce such examples. We study
various aspects of the adaption problem in these spaces including operators represented as an
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infinite sum of finite dimensional operators and similarly, operators with a respective diagonal
representation.

Let Xk (k ∈ N0) be Banach spaces, 1 ≤ p1 ≤ ∞, and let

X =

( ∞⊕

k=0

Xk

)

p1

(111)

be the space of tuples x = (xk)
∞
k=0 with xk ∈ Xk, endowed with the norm

‖x‖ =
∥∥(‖xk‖Xk

)∞k=0

∥∥
ℓp1

=






( ∞∑

k=0

‖xk‖
p1
Xk

)1/p1

if p1 <∞

sup
0≤k<∞

‖xk‖Xk
if p1 = ∞.

We define the following mappings

Jk : Xk → X, Jkxk = (δklxk)
∞
l=0 (112)

Qk : X → Xk, Qk((xl)
∞
l=0) = xk (113)

Pk : X → X, Pk = JkQk, (114)

where δkl stands for the Kronecker symbol. Furthermore, let ∅ 6= Λk ⊆ X∗
k and

Λ =

∞⋃

k=0

Φk(Λk), where Φk : Λk → X∗, (Φk(λk))(x) = λk(xk). (115)

5.1 Infinite sum problems

Let G be a Banach space and consider the problems Pk = (BXk
, G, Sk,K,Λk), where Xk,Λk

are as above, while Sk ∈ L(Xk, G) (k ∈ N0). We define the sum problem P = (BX , G, S,K,Λ)
by

S : X → G, S((xk)
∞
k=0) =

∞∑

k=0

Skxk, (116)

with X and Λ as given in (111) and (115). A sufficient condition for S being well-defined and
bounded is

‖(‖Sk‖)‖ℓp∗
1

<∞, (117)

where 1/p∗1 = 1− 1/p1. Indeed,

‖S‖ ≤ sup
‖(‖xk‖)‖ℓp1

≤1

∞∑

k=0

‖Sk(xk)‖ = sup
‖(bk)‖ℓp1

≤1

∞∑

k=0

sup
‖xk‖≤|bk|

‖Sk(xk)‖

= sup
‖(bk)‖ℓp1

≤1

∞∑

k=0

‖Sk‖|bk| = ‖(‖Sk‖)‖ℓp∗
1

<∞. (118)

In a similar way it follows from (117) that

∥∥∥∥S −
k1∑

j=0

SPk

∥∥∥∥ ≤ ‖(‖Sk‖)
∞
k=k1+1

∥∥
ℓp∗

1

(k1 ∈ N0). (119)

Moreover, if G = K, then equality holds in the first relation of (118) and in (119).
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Lemma 5.1. Let set ∈ {det, det–non, ran, ran–non} and assume that (117) holds. Then for
n ∈ N0

esetn (Sk, BXk
, G) ≤ esetn (S,BX , G). (120)

Moreover, for k1 ∈ N0, (nk)
k1
k=0 ⊂ N0, and n defined by n =

∑k1
k=0 nk

esetn (S,BX , G) ≤
∥∥S − S

k1∑

k=0

Pk

∥∥
L(X,G)

+

k1∑

k=0

esetnk
(Sk, BXk

, G) (121)

≤
∥∥(‖Sk‖)

∞
k=k1+1

∥∥
ℓp∗

1

+

k1∑

k=0

esetnk
(Sk, BXk

, G). (122)

Proof. To prove (120) we show that Pk reduces to P. We have

SJk = Sk, Jk(BXk
) ⊆ BX . (123)

Fix any λk,0 ∈ Λk and define η1 : Λ → Λk, ̺ : Λ×K → K by setting for λ ∈ Λ and a ∈ K

η1(λ) =

{
λk if λ = Φk(λk) for some λk ∈ Λk

λk,0 otherwise,

̺(λ, a) =

{
a if λ ∈ Φk(Λk)
0 if λ 6∈ Φk(Λk).

We show that for all λ ∈ Λ and all xk ∈ BXk

λ(Jk(xk)) = ̺(λ, (η1(λ))(xk)). (124)

If λ = Φk(λk) for some λk ∈ Φk(Λk), then

λ(Jk(xk)) = λk(xk) = ̺(λ, λk(xk)) = ̺(λ, (η1(λ))(xk)).

On the other hand, if λ 6∈ Φk(Λk), thus λ = Φl(λl) for some λl ∈ Λl with l 6= k, we have

λ(Jk(xk)) = Φl(λl)(Jk(xk)) = 0 = ̺(λ, λk,0(xk)) = ̺(λ, (η1(λ))(xk)).

This shows (124). Based on (123) and (124) we conclude from Proposition 2.3

esetn (Sk, BXk
, G) ≤ esetn (S,BX , G).

Next we turn to (121) and show that (BX , G, SPk,K,Λ) reduces to Pk. Here we have

SPk = SkQk, Qk(BX) = BXk
. (125)

Set
η1 = Φk : Λk → Λ, ̺ : Λk ×K → K, ̺(λk, a) = a.

It follows that for λk ∈ Λk and x = (xk) ∈ X

λk(Qkx) = λk(xk) = ̺(λk, λk(xk)) = ̺(λk, (Φk(λk))(x))

= ̺(λk, (η1(λk))(x)). (126)
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Using Proposition 2.3 again we obtain from (125) and (126)

esetn (SPk, BX , G) ≤ esetn (Sk, BXk
, G). (127)

Consequently, now using Proposition 2.4 and (127),

esetn (S,BX , G) ≤
∥∥S − S

k1∑

k=0

Pk

∥∥
L(X,G)

+ esetn

( k1∑

k=0

SPk, BX , G

)

≤
∥∥S − S

k1∑

k=0

Pk

∥∥
L(X,G)

+
k1∑

k=0

esetnk
(SPk, BX , G)

≤
∥∥S − S

k1∑

k=0

Pk

∥∥
L(X,G)

+

k1∑

k=0

esetnk
(Sk, BXk

, Gk),

which is (121), and combined with (119) gives (122).

We apply Lemma 5.1 to the following situation. Let 1 ≤ p, u ≤ ∞, α ∈ R, α > 1, and for
k ∈ N0

Nk = 2k, Xk = LNk
p (LNk

u ), G = K, Sk = 2−αkINk,Nk ,

and Pk =
(
B

L
Nk
p (L

Nk
u )
,K, 2−αkINk,Nk ,K,ΛNk,Nk

)
, where ΛNk,Nk is standard information, see (24).

Thus we consider the problem defined by (111), (115), and (116)

X =

( ∞⊕

k=0

LNk
p (LNk

u )

)

ℓp1

, G = K, Λ =

∞⋃

k=0

Φk(Λ
Nk,Nk),

S = I : X → K, I(fk)
∞
k=0 =

∞∑

k=0

2−αkINk,Nkfk =
∞∑

k=0

2−(α+2)k

Nk∑

i,j=1

fk(i, j) ∈ K.

Since ‖INk,Nk : LNk
p (LNk

u ) → K‖ = 1, we get from (25), (117), and the assumption α > 1,

‖I : X → K‖ = ‖(2−αk‖INk,Nk‖)‖ℓp∗
1

<∞

and from (119) for k1 ∈ N0

∥∥∥∥I −
k1∑

j=0

IPk

∥∥∥∥ =
∥∥(2−αk‖INk,Nk‖)∞k=k1+1

∥∥
ℓp∗

1

≤ c2−αk1 (128)

for some constant c > 0. Now we transfer Theorem 4.4 to this infinite dimensional situation.
We only consider the case 1 ≤ p < 2 < u ≤ ∞, the other cases can be treated analogously.

Proposition 5.2. Let 1 ≤ p < 2 < u ≤ ∞ and α > 1. Then there are constants c1−6 > 0 and
n0 ∈ N such that for n ≥ n0

c1n
−α/2+1/(2p)+1/(2u)−1 + c1n

−α/2−1/2 ≤ erann (I, BX) ≤ c2n
−α/2+1/(2p)+1/(2u)−1(log(n + 1))1−1/u

+c2n
−α/2−1/2(log(n+ 1))1/2

c3n
−α/2+1/(2p)−3/4 ≤ eran–nonn (I, BX) ≤ c4n

−α/2+1/(2p)−3/4

c5n
−α/2 ≤ edetn (I, BX) ≤ edet–nonn (I, BX) ≤ c6n

−α/2.



January 26, 2024 27

Proof. Let 0 < c(0) < 1 be the constant c0 from Theorem 4.4. First we show the lower bounds.
Set

c(1) = ⌈− log2 c(0)⌉+ 1 ≥ 2, (129)

thus c(0) ≥ 2−c(1)+1. For any k ∈ N, with

k ≥ c(1), thus c(0)2k ≥ 2k−c(1)+1 ≥ 2, (130)

we set mk := ⌈c(0)22k⌉ − 1, hence

mk < c(0)22k = c(0)N2
k , mk ≥ c(0)22k−1 ≥ 22k−c(1) ≥ 2k = Nk. (131)

From (98), (99), and (101) of Theorem 4.4, (120), and (131) we obtain

eranmk
(I, BX) ≥ 2−αkeranmk

(INk,Nk , B
L
Nk
p (L

Nk
u )

)

≥ c2−αk(N
1/p−1/u
k m

−1+1/u
k +m

−1/2
k ) ≥ c2−αk

(
2(1/p+1/u−2)k + 2−k

)
(132)

eran–nonmk
(I, BX) ≥ 2−αkeran−non

mk
(INk,Nk , B

L
Nk
p (L

Nk
u )

)

≥ c2−αkN
1/p−1/2
k m

−1/2
k ≥ c2(−α+1/p−3/2)k (133)

edetmk
(I, BX) ≥ 2−αkedetmk

(INk,Nk , B
L
Nk
p (L

Nk
u )

) ≥ c2−αk. (134)

We transform (132)–(134) into estimates for arbitrary n ∈ N with n ≥ 2c(1). Choose a k ≥ c(1)
such that

22k−c(1) ≤ n < 22(k+1)−c(1), (135)

then by (131) n < mk+1 and (132)–(135) imply for n ≥ 2c(1)

erann (I, BX) ≥ eranmk
(I, BX) ≥ cn−α/2+1/(2p)+1/(2u)−1 + cn−α/2−1/2 (136)

eran–nonn (I, BX) ≥ eran–nonmk
(I, BX) ≥ cn−α/2+1/(2p)−3/4 (137)

edetn (I, BX) ≥ edetmk
(I, BX) ≥ c2−αk ≥ cn−α/2. (138)

Next we turn to the upper estimates. Let β and δ be reals satisfying

1 < β < 2, (139)

0 < δ(β − 1) < 2− β, (140)

and let c(2) ∈ N be a constant chosen sufficiently large, so that

⌈c(0)2(2−δ(β−1))k⌉ − 1 ≥ 2βk

for all k ≥ c(2). Now fix k0 ∈ N with k0 ≥ c(2) and define

k1 = ⌊βk0⌋, nk =

{
22k if k < k0
⌈c(0)22k0−δ(k−k0)⌉ − 1 if k0 ≤ k ≤ k1.

(141)

For k0 ≤ k ≤ k1 we have, taking into account (140),

c(0)N2
k = c(0)22k > nk ≥ nk1 = ⌈c(0)22k0−δ(k1−k0)⌉ − 1

≥ ⌈c(0)2(2−δ(β−1))k0⌉ − 1 ≥ 2βk0 ≥ 2k1 ≥ Nk (142)

nk ≥ c(0)22k0−δ(k−k0)−1, (143)
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the latter being a consequence of ⌈a⌉ − 1 ≥ a/2 for a > 1. Relation (141) implies

k1∑

k=0

nk ≤ c(3)22k0 (144)

for some constant c(3) ∈ N and

erannk
(INk,Nk , B

L
Nk
p (L

Nk
u )

) = eran–nonnk
(INk,Nk , B

L
Nk
p (L

Nk
u )

)

= edetnk
(INk,Nk , B

L
Nk
p (L

Nk
u )

) = 0 (0 ≤ k < k0). (145)

By (98), (99), and (101) of Theorem 4.4, and (143), for k0 ≤ k ≤ k1

erannk
(INk,Nk , B

L
Nk
p (L

Nk
u )

) ≤ c(k + 1)1−1/uN
1/p−1/u
k n

−1+1/u
k + c(k + 1)1/2n

−1/2
k

≤ c(k + 1)1−1/u2(1/p−1/u)k+(2/u−2)k0+(1−1/u)δ(k−k0)

+c(k + 1)1/22−k0+δ(k−k0)/2 (146)

eran–nonnk
(INk,Nk , B

L
Nk
p (L

Nk
u )

) ≤ cN
1/p−1/2
k n

−1/2
k ≤ c2(1/p−1/2)k−k0+δ(k−k0)/2 (147)

edet–nonnk
(INk,Nk , B

L
Nk
p (L

Nk
u )

) ≤ 1. (148)

Now we set

β =
α + 1

α
. (149)

Since α > 1, (139) is satisfied and (140) turns into

0 < δ < α− 1. (150)

(The reason for not fixing this value of β from the beginning is that we want to reuse relations
(139)–(144) in the proof of Proposition 5.6 with another value of β.) From (122), (128), (141),
and (144)–(150) we obtain

eranc(3)22k0 (I, BX)

≤ c2−αk1 + c

k1∑

k=k0

2−αk
(
(k + 1)1−1/u2(1/p−1/u)k+(2/u−2)k0+(1−1/u)δ(k−k0)

+(k + 1)1/22−k0+δ(k−k0)/2
)

≤ c2−αβk0 + c(k0 + 1)1−1/u2(−α+1/p+1/u−2)k0

k1∑

k=k0

2(−α+1/p−1/u+(1−1/u)δ)(k−k0)

+c(k0 + 1)1/22−(α+1)k0

k1∑

k=k0

2(−α+δ/2)(k−k0)

≤ c2−(α+1)k0 + c(k0 + 1)1−1/u2(−α+1/p+1/u−2)k0 + c(k0 + 1)1/22−(α+1)k0

≤ c(k0 + 1)1−1/u2(−α+1/p+1/u−2)k0 + c(k0 + 1)1/22−(α+1)k0 , (151)
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eran–nonc(3)22k0 (I, BX) ≤ c2−αk1 + c

k1∑

k=k0

2−αk+(1/p−1/2)k−k0+δ(k−k0)/2

≤ c2−αβk0 + c2(−α+1/p−3/2)k0

k1∑

k=k0

2(−α+1/p−1/2+δ/2)(k−k0)

≤ c2−(α+1)k0 + c2(−α+1/p−3/2)k0 ≤ c2(−α+1/p−3/2)k0 , (152)

edet–nonc(3)22k0 (I, BX) ≤ c2−αk1 + c

k1∑

k=k0

2−αk ≤ c2−αk0 . (153)

Finally, let
n ≥ c(3)22c(2).

Then we can choose k0 ≥ c(2) so that

c(3)22k0 ≤ n < c(3)22(k0+1),

which together with (151)–(153) gives for n ≥ c(3)22c(2)

erann (I, BX) ≤ c(k0 + 1)1−1/u2(−α+1/p+1/u−2)k0 + c(k0 + 1)1/22−(α+1)k0

≤ cn−α/2+1/(2p)+1/(2u)−1(log(n + 1))1−1/u + cn−α/2−1/2(log(n+ 1))1/2

eran–nonn (I, BX) ≤ c2(−α+1/p−3/2)k0 ≤ cn−α/2+1/(2p)−3/4

edet–nonn (I, BX) ≤ c2−αk0 ≤ cn−α/2.

Combined with (136)–(138) and (2) this completes the proof with n0 = max(2c(1), c(3)22c(2)).

The following is a direct consequence of Proposition 5.2.

Corollary 5.3. Let 1 ≤ p < 2 < u ≤ ∞ and α > 1. Then there are constants c1, c2 > 0 and
n0 ∈ N such that for n ≥ n0

c1n
1/(2u)−1/4 + c1n

1/4−1/(2p) ≤
erann (I, BX)

eran–nonn (I, BX)

≤ c2n
1/(2u)−1/4(log(n+ 1))1−1/u + c2n

1/4−1/(2p)(log(n + 1))1/2.

For p = 1, u = ∞ this gives

c1n
1/4(log(n+ 1))−1 ≤

eran–nonn (I, BX)

erann (I, BX)
≤ c2n

1/4.

5.2 Infinite diagonal problems

A similar technique as used above can be applied to the results of [9] on approximation in finite
dimensional spaces. This analysis leads firstly to an infinite dimensional problem with largest
so far known gap of order n1/2(log n)−1 for all n. Secondly, we can produce examples with either
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the source space or the target space being Hilbertian and the gap being of order n1/4(log n)−1/2.
This shows that the adaption problem has a negative solution even in such situations. All this
relates to the setting of standard information. For the case of linear information we refer
to [10], where an infinite dimensional problem with a Hilbertian target space and a gap of
n1/2(log n)−1/2 was found.

For our purpose we have to consider a slightly different from (116) situation, namely that
the problems Pk have different target spaces, so let Tk ∈ L(Xk, Gk), where Xk and Gk are
Banach spaces, let ∅ 6= Λk ⊆ X∗

k , and put Pk = (BXk
, Gk, Tk,K,Λk). Let 1 ≤ q1 ≤ ∞ and

define

G =

( ∞⊕

k=0

Gk

)

ℓq1

.

We consider the diagonal problem P = (BX , G, T,K,Λ), where X and Λ are given as above in
(111) and (115), while

T : X → G, T ((xk)
∞
k=0) = (Tkxk)

∞
k=0.

With
1

w
=

(
1

q1
−

1

p1

)

+

(154)

(thus w = ∞ for p1 ≤ q1), the operator T is well-defined and bounded iff

‖(‖Tk‖)‖ℓw <∞, (155)

because

‖T‖ = sup
‖(‖xk‖)‖ℓp1

≤1

‖(‖Tk(xk)‖Gk
)
∥∥
ℓq1

= sup
‖(bk)‖ℓp1

≤1

‖( sup
‖xk‖≤bk

‖Tk(xk)‖Gk
)
∥∥
ℓq1

= sup
‖(bk)‖ℓp1

≤1

‖(‖Tk‖bk)
∥∥
ℓq1

= ‖(‖Tk‖)‖ℓw ,

where the latter equality is obvious for the case p1 ≤ q1, while for p1 > q1 we refer to [14], the
case n = 1 of Th. 11.11.4. Analogously, we have

∥∥T − T

k1∑

k=0

Pk

∥∥
L(X,G)

=
∥∥(‖Tk‖)∞k=k1+1

∥∥
ℓw

(k1 ∈ N0). (156)

It turns out that we can use Lemma 5.1 also for the present situation to obtain

Corollary 5.4. Let set ∈ {det, det–non, ran, ran–non} and suppose that (155) holds. Then for
n ∈ N0

esetn (Tk, BXk
, Gk) ≤ esetn (T,BX , G). (157)

Moreover, for k1 ∈ N0, (nk)
k1
k=0 ⊂ N0, n defined by n =

∑k1
k=0 nk, and w given by (154),

esetn (T,BX , G) ≤
∥∥(‖Tk‖)∞k=k1+1

∥∥
ℓw

+

k1∑

k=0

esetnk
(Tk, BXk

, Gk). (158)
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Proof. Define

Uk : Gk → G, Ukgk = (δklgk)
∞
l=0,

Vk : G→ Gk, Vk(gl)
∞
l=0 = gk.

We apply Lemma 5.1 with Sk = UkTk and S = T . We have VkSk = Tk, consequently

esetn (Sk, BXk
, G) ≤ ‖Uk‖e

set
n (Tk, BXk

, Gk) = esetn (Tk, BXk
, Gk)

≤ ‖Vk‖e
set
n (Sk, BXk

, G) = esetn (Sk, BXk
, G),

thus
esetn (Sk, BXk

, G) = esetn (Tk, BXk
, Gk). (159)

Now (120) and (121) of Lemma 5.1 together with (156) and (159) give

esetn (Tk, BXk
, Gk) = esetn (Sk, BXk

, G) ≤ esetn (S,BX , G) = esetn (T,BX , G)

and

esetn (T,BX , G) = esetn (S,BX , G) ≤
∥∥S − S

k1∑

k=0

Pk

∥∥
L(X,G)

+

k1∑

k=0

esetnk
(Sk, BXk

, G)

=
∥∥T − T

k1∑

k=0

Pk

∥∥
L(X,G)

+

k1∑

k=0

esetnk
(Tk, BXk

, G)

=
∥∥(‖Tk‖)∞k=k1+1

∥∥
ℓw

+

k1∑

k=0

esetnk
(Tk, BXk

, G).

Let 1 ≤ p, q, u, v ≤ ∞, M1,M2 ∈ N, define

JM1,M2 : LM1

p

(
LM2

u

)
→ LM1

q

(
LM2

v

)
, JM1,M2f = f,

and consider the problem
(
B

L
M1
p (L

M2
u )

, LM1

q (LM2

v ), JM1,M2,K,ΛM1,M2

)
, where ΛM1,M2 is standard

information as defined in (24). Then we have the norm bound

‖JM1,M2 : LM1

p

(
LM2

u

)
→ LM1

q

(
LM2

v

)
‖ =M

(1/p−1/q)+
1 M

(1/u−1/v)+
2 (160)

and the following theorem, which is a part of Theorem 1 in [9].

Theorem 5.5. Let 1 ≤ p, q, u, v ≤ ∞, p < q, u > v. Then there exist constants 0 < c0 < 1,
c1−4 > 0, such that for all n,M1,M2 ∈ N with n < c0M1M2 the following hold:

c1M
1/p−1/q
1

(⌈
n

M1

⌉1/u−1/v

+

⌈
n

M2

⌉1/q−1/p
)

≤ erann

(
JM1,M2, B

L
M1
p (L

M2
u )

, LM1

q (LM2

v )
)

≤ c2M
1/p−1/q
1

(⌈
n

M1 log(M1 +M2)

⌉1/u−1/v

+

⌈
n

M2 log(M1 +M2)

⌉1/q−1/p
)
, (161)

c3M
1/p−1/q
1 ≤ eran−non

n

(
JM1,M2, B

L
M1
p (L

M2
u )

, LM1

q (LM2

v )
)
≤ c4M

1/p−1/q
1 . (162)
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We use Corollary 5.4 in the following situation. Let α ∈ R, α > 2 and define for k ∈ N0

Nk = 2k, Xk = LNk
p (LNk

u ), Gk = LNk
q (LNk

v ), Tk = 2−αkJNk,Nk ,

and let Pk = (B
L
Nk
p (L

Nk
u )
, LNk

q (LNk
v ), 2−αkJNk,Nk ,K,ΛNk,Nk). We only consider the case p < q,

u > v. Furthermore, let 1 ≤ p1, q1 ≤ ∞,

X =

( ∞⊕

k=0

LNk
p (LNk

u )

)

p1

, G =

( ∞⊕

k=0

LNk
q (LNk

v )

)

ℓq1

,

J : X → G, J((xk)) = (2−αkJNk,Nkxk) ∈ G.

By (160) we have ‖JNk,Nk : LNk
p (LNk

u ) → LNk
q (LNk

v )‖ = N
1/p−1/q
k and with w given by (154), we

conclude from (155) that the operator J is bounded,

‖J‖ = ‖(‖2−αkJNk ,Nk‖)∞k=0‖w = ‖(2(−α+1/p−1/q)k)∞k=0‖w <∞,

and similarly, from (156) that there is a constant c > 0 such that for all k1 ∈ N0

‖J −
k1∑

k=0

JPk‖ = ‖(‖2−αkJNk,Nk‖)∞k=k1+1‖w

= ‖(2(−α+1/p−1/q)k)∞k=k1+1‖w ≤ c2(−α+1/p−1/q)k1 . (163)

Proposition 5.6. Let 1 ≤ p, q, u, v, p1, q1 ≤ ∞, p < q, u > v, and let α > 2. Then there are
constants c1−4 > 0 and n0 ∈ N such that for n ≥ n0

c1n
(−α+1/p−1/q+1/u−1/v)/2 + c1n

−α/2 ≤ erann (J,BX , G)

≤ c2n
(−α+1/p−1/q+1/u−1/v)/2(log(n + 1))1/v−1/u + c2n

−α/2(log(n+ 1))1/p−1/q,

c3n
(−α+1/p−1/q)/2 ≤ eran–nonn (J,BX , G) ≤ edet–nonn (J,BX , G)

≤ 2edetn (J,BX , G) ≤ c4n
(−α+1/p−1/q)/2.

Proof. To obtain the lower bounds we start as in the proof of Proposition 5.2, where now
0 < c(0) < 1 is the constant c0 from Theorem 5.5. We use the same definitions and relations
(129)–(131). From (157), (162), and (131) we obtain

eranmk
(J,BX , G) ≥ 2−αkeranmk

(JNk,Nk , B
L
Nk
p (L

Nk
u )
, LNk

q (LNk
v ))

≥ c2−αk
(
N

1/p−1/q+1/v−1/u
k m

1/u−1/v
k +N

2/p−2/q
k m

1/q−1/p
k

)

≥ c2(−α+1/p−1/q+1/u−1/v)k + c2−αk

eran–nonmk
(J,BX , G) ≥ 2−αkeran−non

mk
(JNk ,Nk , B

L
Nk
p (L

Nk
u )
, LNk

q (LNk
v ))

≥ c2−αkN
1/p−1/q
k ≥ c2(−α+1/p−1/q)k.

Arguing analogously to (135)–(137), we obtain for n ≥ 2c(1)

erann (J,BX , G) ≥ cn(−α+1/p−1/q+1/u−1/v)/2 + cn−α/2 (164)

eran–nonn (J,BX , G) ≥ c2(−α+1/p−1/q)k ≥ cn(−α+1/p−1/q)/2. (165)
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Next we show the upper estimates. Also this part is largely analogous to the respective part
of the proof of Proposition 5.2. So we use definitions and relations (139)–(144), while (145) is
replaced by

erannk
(JNk,Nk , B

L
Nk
p (L

Nk
u )
, LNk

q (LNk
v ))

= edetnk
(JNk,Nk , B

L
Nk
p (L

Nk
u )
, LNk

q (LNk
v )) = 0 (0 ≤ k < k0). (166)

Then we have by (141)–(143), (160), and (161) for k0 ≤ k ≤ k1

erannk
(JNk,Nk , B

L
Nk
p (L

Nk
u )
, LNk

q (LNk
v ))

≤ c(k + 1)1/v−1/uN
1/p−1/q+1/v−1/u
k n

1/u−1/v
k + c(k + 1)1/p−1/qN

2/p−2/q
k n

1/q−1/p
k

≤ c(k + 1)1/v−1/u2(1/p−1/q+1/v−1/u)k+(1/u−1/v)(2k0−δ(k−k0))

+c(k + 1)1/p−1/q2(2/p−2/q)k+(1/q−1/p)(2k0−δ(k−k0)) (167)

edetnk
(JNk,Nk , B

L
Nk
p (L

Nk
u )
, LNk

q (LNk
v )) ≤ N

1/p−1/q
k = 2(1/p−1/q)k. (168)

We set
β =

α

α− 1
, (169)

so β satisfies (139), and the requirement (140) on δ > 0 turns into

0 < δ < α− 2. (170)

We get from (144), (158), (163), and (166)–(170)

eranc(3)22k0 (J,BX , G)

≤ c2(−α+1/p−1/q)k1 + c

k1∑

k=k0

2−αk(k + 1)1/v−1/u2(1/p−1/q+1/v−1/u)k+(1/u−1/v)(2k0−δ(k−k0))

+c

k1∑

k=k0

2−αk(k + 1)1/p−1/q2(2/p−2/q)k+(1/q−1/p)(2k0−δ(k−k0))

≤ c2(−α+1)βk0

+c(k0 + 1)1/v−1/u2(−α+1/p−1/q+1/u−1/v)k0

k1∑

k=k0

2(−α+1/p−1/q+(1/v−1/u)(1+δ))(k−k0 )

+c(k0 + 1)1/p−1/q2−αk0

k1∑

k=k0

2(−α+(1/p−1/q)(2+δ))(k−k0)

≤ c2−αk0 + c(k0 + 1)1/v−1/u2(−α+1/p−1/q+1/u−1/v)k0 + (k0 + 1)1/p−1/q2−αk0

≤ c(k0 + 1)1/v−1/u2(−α+1/p−1/q+1/u−1/v)k0 + c(k0 + 1)1/p−1/q2−αk0 . (171)

and

edetc(3)22k0 (J,BX , G) ≤ c2(−α+1/p−1/q)k1 + c

k1∑

k=k0

2(−α+1/p−1/q)k ≤ c2(−α+1/p−1/q)k0 . (172)
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Now let n ≥ c(3)22c(2), then we can choose k0 ≥ c(1) so that

c(3)22k0 ≤ n < c(3)22(k0+1).

Together with (171) and (172) it follows that for n ≥ c(3)22c(2)

erann (J,BX , G) ≤ cn(−α+1/p−1/q+1/u−1/v)/2(log(n+ 1))1/v−1/u

+cn−α/2(log(n+ 1))1/p−1/q (173)

eran–nonn (J,BX , G) ≤ edet–nonn (J,BX , G) ≤ 2edetn (J,BX , G) ≤ cn(−α+1/p−1/q)/2, (174)

where we also used (8) and (2) in (174). Combining this with (164) and (165) concludes the
proof.

Corollary 5.7. Assume that α > 2. Then there are constants c1−6 > 0 and n0 ∈ N such that
in the case p = 1, u = ∞, q = ∞, v = 1

c1n
1/2(log(n+ 1))−1 ≤

eran–nonn (J,BX , G)

erann (J,BX , G)
≤ c2n

1/2 (n ≥ n0).

Furthermore, if p = u = p1 = 2, q = ∞, v = 1, then X is a Hilbert space and

c3n
1/4(log(n + 1))−1/2 ≤

eran–nonn (J,BX , G)

erann (J,BX , G)
≤ c4n

1/4 (n ≥ n0).

If p = 1, u = ∞, q = v = q1 = 2, then G is a Hilbert space and we have

c5n
1/4(log(n + 1))−1/2 ≤

eran–nonn (J,BX , G)

erann (J,BX , G)
≤ c6n

1/4 (n ≥ n0).

Proof. It follows from Proposition 5.6 that for n ≥ n0

c1n
(1/u−1/v)/2 + c1n

(1/q−1/p)/2 ≤
erann (J,BX , G)

eran–nonn (J,BX , G)

≤ c2n
(1/u−1/v)/2(log(n + 1))1/v−1/u + c2n

(1/q−1/p)/2(log(n+ 1))1/p−1/q.
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