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ABSTRACT

Human Motion Analysis is receiving a growing attention in the field of assistive technologies. Portable
systems, able to be carried home or mounted on socially assistive robots, can help in monitoring and
evaluating the autonomy level of elderly people in the upcoming silver society. This paper presents
a new paradigm to describe and evaluate human motion that can be used in these scenarios. The
proposal is based on parametric segmentation and evaluation of action primitives. These actions can
be combined in different sequences or even evaluated in parallel, providing a modular solution that
can easily adapt to the analysis of new behaviours or motion tests. The particular use case of the Get
Up & Go test has been used to study the validity of the proposal. Autonomous evaluation of the gaits
of different performers have been achieved using data captured by a Kinect 2.0 device mounted on a
social robot. Experiments have also involved gait data captured with a precise Vicon Nexus system
based on markers, to compare with previous results and characterize capture errors of the Kinect
device. Results show that the proposed system is adequate to be used in these scenarios.

c© 2024 Elsevier Ltd. All rights reserved.

1. Introduction

In the last twenty years, the applications and research interest
in the Human Motion Analysis (HMA) field have grown signif-
icantly. It has become a focus topic for researchers in virtual
modelling, rehabilitation processes, ergonomics, gait analysis,
robotics or surveillance applications, amongst others (Moes-
lund et al., 2006; Chen et al., 2013; Wang et al., 2015a). These
applications are usually classified depending on the required
level of precision, this level being inversely proportional to the
degree of invasiveness and imposed environmental constraints.

However, new application fields - that are growingly de-
manding - are arising for HMA. Among them, a particularly
interesting one, due to the current evolution of the world popu-
lation. According to the estimations of the United Nations, by
2050, one out of every five people in the world will be over 60
years old (DG-ECFIN and AWG, 2014). For this silver soci-
ety, it is necessary to design and implement models that help
elderly people age healthily and maintain their autonomy and
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well-being. These models imply multidisciplinary approaches,
in which social, medical or engineering dimensions have to be
considered. Thus, the Active Ageing approach requires the de-
velopment of autonomous systems to monitor the status and ac-
tivities of a person, without interfering with them. Motion eval-
uation becomes an important feature for these systems: falls
(or risk of falling), manipulation issues or motion impairments
are among the key causes of autonomy loss among the elderly
population. Consequently, motion tests are a key part of Com-
prehensive Geriatric Assessment (CGA) procedures, designed
to capture data on the medical, psychosocial and functional ca-
pabilities and limitations of elderly people (Matthews, 1984).

Autonomous tools - that evaluate human motion, both in their
daily life activities and performing motion clinical tests - will
have to be precise, but yet, will avoid imposing any constraints
on the patient. E.g., no special environments, markers or gar-
ments should be used. Ideally the point of view from which
motion sequences are captured should not be imposed. This is
to allow the performing of these evaluations, from any mon-
itoring camera, in the person’s environment (e.g. her house).
In practice, however, the problem has to become achievable.
Portable devices appear as an interesting solution to facilitate
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home rehabilitation, as the person can locate them in a proper
spot to capture her motion (Lahnera et al., 2015). On the other
hand, socially assistive robots (Feil-Seifer and Mataric, 2005),
among other important characteristics, are also able to carry
sensors, and identify where the person is, and capture her mo-
tion from a certain perspective. They can also be equipped with
the processors required to execute HMA algorithms, that are
often computationally expensive (Moeslund et al., 2006).

This paper proposes a new paradigm for autonomous human
motion description and evaluation, which has been designed as
a general system, able to adapt to different data inputs and sce-
narios. The proposed HMA system detects a set of different ac-
tions in a certain motion, and combines the evaluation of these
actions to provide an integrated score for the complete motion.
Expert knowledge is used to perform the motion segmentation
and evaluation processes. Actions are stored in a library, al-
lowing the medical specialist to (i) use them as components to
create new motion exercises; or (ii) autonomously search for
particular actions in a perceived motion. It has been developed
within the framework of the CLARC EU project1.

The rest of the paper is organized as follows: Section 2 de-
scribes recent research works, in the field of HMA, related to
the proposed paradigm. This paradigm is described in Section
3. In order to provide a practical evaluation framework for the
proposal, it has been used to evaluate human gait in the Get Up
& Go test, commonly employed in CGA processes. Section 4
introduces the test, and details as regards the splitting and evalu-
ation criteria for the actions that compose it. Section 5 describes
the experiments performed to test the validity of the approach,
using two different Motion Capture (MoCap) systems: a Vicon
Nexus 1.8.5 MoCap system, and a Kinect 2.0 device mounted
on CLARC, a socially assistive robot for CGA processes devel-
oped in the CLARC project. Section 6 discusses the obtained
results and concludes the paper.

2. State of the art

The HMA proposed in this paper is intended to be integrated
in portable devices or socially assistive robots, that capture
human motion in daily life environments. Traditionally, Mo-
Cap systems that meet these requirements are vision-based sys-
tems, that employ data provided by a single camera or a pair of
stereo cameras. The survey of Moeslund et al. (2006) describes
these systems, that can be basically divided into model-free ap-
proaches, that directly map visual perception to pose space, and
model-based approaches, that use a model to help in the track-
ing and pose estimation processes (Moeslund et al., 2006). De-
spite the variety of approaches and algorithms used, the effec-
tiveness in capturing human motion was limited. At best, this is
due mainly to the sensitivity of monocular cameras and stereo
systems to lighting variations, noise, partial occlusions or pose
ambiguities (Bandera, 2010; Moeslund et al., 2006).

The apparition of the PrimeSense sensor, employed in de-
vices such as Kinect or Asus Xtion, became a key event in the

1http://www.clarc-echord.eu/

research on non-invasive, portable motion analysis. These de-
vices are cheap, small and offer quite accurate 3D estimations
for perceived points (D. and Pinto, 2015). Along with them,
new algorithms appeared. They allow the detecting and track-
ing of human motion based on the depth images they provide.
The most extended solution is the proposal of Shotton et al.
(2013), employed in the Kinect for Windows SDK. This model-
free approach infer human poses using a decision forest to clas-
sify features extracted from the depth images. The decision
forest is trained using hundreds of thousands of virtual poses.
Wang et al. (2015a) offers a complete analysis of the accuracy
of this algorithm to estimate human pose, for both generations
of Kinect devices (Kinect 1 and Kinect 2.0).

These cheap RGB-D sensors, and the algorithms they employ
to capture human pose, have become the reference in the state-
of-the-art in the field of non-invasive and portable HMA (Chen
et al., 2013; Wang et al., 2015a). However, they have a limited
precision, sample rate and field of view (Wang et al., 2015a).
These constraints prevent them from being widely used in re-
habilitation scenarios, or motion evaluation applications (Lahn-
era et al., 2015), although the number of contributions in these
fields have been increasing these last years. Thus, Kargar et al.
(2014) use an RGB-D Kinect sensor to capture three gait pa-
rameters (number of steps, duration of each step, turning time)
and three anatomical parameters (distance between elbows, an-
gle between legs and knee flexion angles). These six features
are used in a Classification Support Vector Machine Type 1 (C-
SVM) classifier to automatically classify gaits in the Get Up &
Go test into two categories: high risk of falling or low risk of
falling. The obtained classification accuracy is 67.40%, on tests
conducted over 12 elderly people. Cippitelli et al. (2015) detect
skeleton joints from lateral motion. They use raw depth data
and anthropometric relationships to infer the joint positions on
a frame-by-frame temporal basis, without the need for learning
phases nor modeling support. Extracted joints are intended to
be used in the evaluation of the Get Up & Go test.

In the field of action segmentation and recognition, the
Kinect device also appears frequently in the literature. Ghor-
bel et al. (2015) employ it to obtain a fast descriptor for action
recognition. They use cubic splines to interpolate human tra-
jectories from relevant points, and linear SVM for the training
and classification steps. Wang et al. (2015b) propose an unsu-
pervised temporal repetition segmentation algorithm, that relies
on frequency analysis of kinematic parameters, zero-velocity
crossing detection and adaptive k-means clustering to segment
a motion into a sequence of actions. However, these studies do
not evaluate perceived actions, and do not consider overlapping
motions.

3. Proposed Human Motion Analysis system

The proposed HMA approach divides a complete motion, G,
into a set of discrete actions, ai, to be evaluated. Known actions
are stored in an action library, called ActionsLib. Therefore, a
complete motion, G, can be defined as an ordered combination
of actions stored in this library C({ai}). Figure 1 shows an ex-
ample of a motion divided into actions. As depicted, different
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Fig. 1. An example of a sequence of actions.

actions can be executed sequentially, but they can also overlap
(e.g. the action ’wave hand to say hello’ may be simultaneous
to the action ’walking straight’). In the current implementation
of the HMA system, two overlapping actions are simply defined
as actions that are simultaneously searched for in the motion.

Each action stored in the ActionsLib is a primitive compo-
nent defined by a starting condition, an ending condition and an
evaluation function, and they are independent from each other.
Besides, they do not require any prior or post condition in the
motion to be detected and evaluated. These specifications al-
low actions to be employed as motion primitives. They can be
detected individually in a certain motion, used in competitive
approaches for action recognition, or arranged in any order to
create new motion sequences. Starting and ending conditions
include kinematics, dynamics, and even external factors to in-
fer precisely when an action starts and ends. In the proposed
HMA approach, these conditions are searched for in a motion
G in order to segment it into actions, following the defined se-
quence C({ai}) (in which, as mentioned above, certain actions
may be simultaneous to other actions).

To evaluate a motion G defined by a set of N discrete actions,
the evaluation function of each action and the action execu-
tion time (the difference between ending and starting times) are
used. The evaluation functions take into account time-related
issues, kinematics and dynamic relations, and additional factors
to provide a score si about the motion of each action ai. There-
fore, each action ai is characterized by two values: the action
score si, and the action execution time ti, defined as the action
finish time t f

i minus the action starting time ts
i , i.e. ti = t f

i − ts
i .

The motion total score sT can be obtained as a weighted sum
of the action values si. To compute the motion total time tT ,
a subset of actions As is firstly defined in which only M ≤ N
actions are included. Then, motion total time is computed as
the difference between the maximum finish time and the min-
imum starting time for all the actions included in As. Eq. 1
and Eq. 2 show how sT and tT values are computed, respec-
tively. wi ∈ [0, 1] are real values. These values, and the set of
actions included in As, are set a priori, usually via the empirical
assessment of human experts.

sT =

∑N
i=1(wi · si)∑N

i=1 wi
∀ai ∈ As (1)

tT = max
i

t f
i −min

i
ts
i ∀ai ∈ As (2)

Eq. 1 shows that certain actions may not have any influence
on the evaluation of the motion, although they are a part of it.
Besides (Eq. 2), there can be actions whose execution time is
not added to the total execution time. This is a requisite to allow
overlapping actions (e.g. in Fig. 1, t3 and t5 should not be added

Fig. 2. Sequence of actions for the Get Up And Go test.

to tT ). There are also motion sequences in which certain actions
do not form part of the gait to be analyzed (see in example the
Seated action in the Get Up and Go test, Fig. 2).

4. The Get Up And Go test: use case

Gait/balance disorders are the second cause of falls in elderly
adults (Rubenstein, 2006), and is a major public health issue.
The Get Up And Go test (Mathias et al., 1986) is designed to
detect these disorders. In this test, the patient is asked to stand
up from a chair, walk in a straight line for around three me-
ters, turn back, return to the chair and sit down. The goal is to
measure balance, detecting deviations from a confident, normal
performance. Different factors influence this measure, includ-
ing symmetry, bending or time used to execute certain move-
ments. Results are provided on a five-point scale: 1 = normal;
2 = very slightly abnormal; 3 = mildly abnormal; 4 = moder-
ately abnormal; 5 = severely abnormal. A person with a score
of 3+ is at risk for falling. The proposed HMA system has been
employed in this test to autonomously evaluate human walking.

The Timed Up And Go test (Podsiadlo and Richardson,
1991) is a variant of the Get Up And Go test. It measures the
total execution time to infer the risk of falling. A normal per-
formance should take less than 12 seconds, and execution times
over 20 seconds are associated to relevant risk for falling. It is
interesting to notice that computing execution time for each ac-
tion (Section 3) makes the proposed system automatically able
to evaluate patients’ actions in this test.

4.1. Action splitting criteria

The Get Up and Go test can be divided into a set of sequen-
tial actions (Figure 2). All of these actions have been included
in the ActionsLib library. In the first experiments presented in
this paper, the total score for the test is computed by making
an average of each score for the different individual actions (i.e.
all wi are similar). As Section 5 details, this criterion changed
for the last experiments, in which the Seated action was de-
tected, but not used in the score computation (i.e. w1 = 0 and
wi = 1/6 ∀i ∈ [2..7]). Regarding test’s time, the first action
(Seated) is never included in the computation: in the test defini-
tion, the person may remain seated as long as required without
impacting the result. Hence, the Seated action is the only one
left out of As for the Get Up and Go time computation.

A description of these actions, and their starting and ending
conditions, employed to evaluate the gait, is provided below.
Figure 3 shows the most relevant axis and planes defined in hu-
man anatomy, to help the understanding of these descriptions.

4.1.1. Seated
The person remains seated.
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Fig. 3. Axis and planes of the human body.

• Starting Condition: Hips and Knees at the same height
(difference in the vertical axis < 20 cm). Knees advanced
more than 20 cm with respect to the Hip in the Anteropos-
terior axis. Head-Hip vector aligned with the Craniocaudal
(vertical) axis (angle < 0.2 radians).

• Ending Condition: The person begins bending to stand up.
As discussed further (Section 5), this condition involves
detecting the beginning of the peak in the torso bending
angle (Craniocaudal axis), that occurs when the person
stands up (Schenkman et al., 1990).

4.1.2. Standing Up
The person stands up from a chair.

• Starting Condition: Hips and Knees at the same height
(difference in the vertical axis < 15 cm). Knees advanced
more than 20 cm with respect to the Hip in the Anteropos-
terior axis.

• Ending Condition: Hips higher than Knees (difference in
the vertical axis > 25 cm (Schenkman et al., 1990)).

4.1.3. Standing
The person stands still.

• Starting Condition: Hips at least 20 cm higher than Knees
(Schenkman et al., 1990). Projections of hips and knees in
the Transverse (Axial) plane very close (distance < 20 cm).
Head-Hip vector aligned with the Craniocaudal (vertical)
axis (angle < 0.2 radians).

• Ending Condition: Hip displacement in the Transverse
(Axial) plane > 30 cm.

4.1.4. Walking Straight
In this action the person walks, more or less in a straight line.

• Starting Condition: Hips begin to move in the Transverse
(Axial) plane. More precisely, the starting frame is marked
as the one in which the hip has moved more than 20 cm
with respect to the initial position.

• Ending Condition: The person deviates too much from a
straight line (shoulder axis rotates more than 0.4 radians
with respect to the initial orientation), or stops (hip moves
at less than 10 cm/sg, a value far under the average walking
speed (Bohannon, 1997)).

4.1.5. Turning
The person changes direction, turning approximately 180 de-

grees.

• Starting Condition: The Shoulder axis (vector that goes
from left shoulder to right shoulder) rotates in the Trans-
verse plane more than 0.20 radians with respect to the ini-
tial shoulder axis.

• Ending Condition: Hips move more than 10 cm/sg in a
direction that is approximately opposed to the initial di-
rection (the absolute value of the angle between the cur-
rent walking direction and the starting walking direction
is over 2.5 radians), meaning that the person has turned
completely.

4.1.6. Sitting
The person starts the action standing near a chair, and ends it

when she sits.

• Starting Condition: Hips at least 20 cm higher than Knees
(Schenkman et al., 1990). Projections of hips and knees
in the Transverse (Axial) plane very close (distance < 20
cm).

• Ending Condition: Hips and Knees at the same height (dif-
ference in the vertical axis less than 15 cm). Knees ad-
vanced 30 cm or more with respect to the Hips (person
seated) in the Anteroposterior axis.

4.2. Gait evaluation

The previous actions are evaluated considering only the mo-
tion of the person, without the presence of objects or other envi-
ronmental conditions. For all the actions in the Get Up And Go
gait, a set of k scores scaction

i is computed, and the action score

is obtained as scaction =
∑k

1 scaction
i

k .

4.2.1. Seated
While seated, the person should remain stable. Torso bend-

ing is used as an indication of instability. Being α the angle
between the spine and the vertical axis registered during the
Seated action, two scores, scseated

1 and scseated
2 , are computed as

follows2:

2All magnitudes use the International System of Units
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scseated
1 =


10 for |max(α)| < 0.26
10·(0.79−|max(α)|)

0.53 for 0.26 < |max(α)| < 0.79
0 for |max(α)| > 0.79

scseated
2 =


10 for |ᾱ| < 0.26
10·(0.52−|ᾱ|)

0.26 for 0.26 < |ᾱ| < 0.52
0 for |ᾱ| > 0.52

(3)

4.2.2. Standing Up
The Standing Up action is evaluated using two parameters:

Lateral torso bending angle in the Coronal (XY) plane (β) and
time to stand up (tsu). Thresholds for tsu have been selected
according to Schenkman et al. (1990), although in their studies
only the gaits of 9 women (ages ranged from 26 to 36 years)
were evaluated. The two related scores, scstup

1 and scstup
2 , are

computed as follows:

scstup
1 =


10 for |max(β)| < 0.1
10·(0.2−|max(β)|)

0.1 for 0.1 < |max(β)| < 0.2
0 for |max(β)| > 0.2

scstup
2 =


10 for tsu < 2
10·(6−tsu)

4 for 2 < tsu < 6
0 for tsu > 6

(4)

4.2.3. Standing
Three parameters are going to be evaluated for this action.

The first score (scst
1 ) considers the torso bending angle. This

angle (α) is computed as in the Seated action. A high bending
angle is a sign of instability. The second score (scst

2 ) measures
the hip motion in the Transverse (XZ) plane, being max(hd) the
maximum displacement of the hip in this plane. The third score
(scst

3 ) measures the time the person remains standing. Although
this factor should not be a priori a sign of instability, in the Get
Up And Go test, physicians consider the patients’ hesitation
when the latter starts to walk.

scst
1 =


10 for |max(α)| < 0.1
10·(0.2−|max(α)|)

0.1 for 0.1 < |max(α)| < 0.2
0 for |max(α)| > 0.2

scst
2 =


10 for |max(hd)| < 0.2
10·(0.4−|max(hd)|)

0.2 for 0.2 < |max(hd)| < 0.4
0 for |max(hd)| > 0.4

scst
3 =


10 for tsu < 5
5 for 5 < tsu < 10
0 for tsu > 10

(5)

4.2.4. Walking Straight
If no perspective or environmental constraints are imposed,

gait evaluation usually focuses on the feet motion to obtain
HMA results. However, as explained above, the proposed HMA
system should be able to use motion, as perceived by a socially

assistive robot in daily life environments. The sensors mounted
on these robots are usually not able to capture feet motion pre-
cisely (Wang et al., 2015a). Thus, other trajectories are used
to infer the different stability parameters in this action. The fi-
nal score in the Walking Straight action depends on five differ-
ent remarkable items (Öberg et al., 1994; Paróczai et al., 2006;
Rubenstein, 2006).

The first score (scwalk
1 ) measures the average step length

steplength, computed by measuring the total hip displacement
in the Transversal (XZ) plane, and dividing it by the number of
steps. The number of steps is computed by counting how many
times the distance of the projections of the left and right knees
in the Anteroposterior axis crosses zero.

The second score (scwalk
2 ) measures the maximum torso bend-

ing angle during walking, This angle (α) is computed as in the
Seated action, but higher thresholds are employed as the torso
moves more during walking. A high bending angle is a sign of
instability.

The third score (scwalk
3 ) measures the variation in the vertical

position of the Hip (hhip). A high value is a sign of an odd gait,
stumbles or slips.

The fourth score (scwalk
4 ) measures the maximum aperture of

the legs in the Frontal plane. The aperture is measured as the
angle (γ) between the projection of the Knee - Hip vector in the
Frontal plane, and the vector, in the Frontal plane, perpendicu-
lar to the vector going from the Hip to the base of the Spine.

The fifth score (scwalk
5 ) evaluates the ability of the person to

walk straight. It measures the lateral displacement of the hip
(dhip) during the walking process.

scwalk
1 =


10 for |steplength| > 0.4
5 for 0.2 < |steplength| < 0.4
0 for |steplength| < 0.2

scwalk
2 =


10 for |max(α)| < 0.2
10·(0.4−|max(α)|)

0.2 for 0.2 < |max(α)| < 0.4
0 for |max(α)| > 0.4

scwalk
3 =


10 for |hhip| < 0.1
5 for 0.1 < |hhip| < 0.2
0 for |hhip| > 0.2

scwalk
4 =


10 for |γ| < 0.3
5 for 0.3 < |γ| < 0.7
0 for |γ| > 0.7

scwalk
5 =


10 for |dhip| < 0.5
5 for 0.5 < |dhip| < 1.5
0 for |dhip| > 1.5

(6)

4.2.5. Turning
A markerless HMA system mounted on a socially assistive

robot is able to capture human motion from only one perspec-
tive. Considering this constraint, the turning action implies a
high degree of self-occlusion for the joint trajectories of the
person. While trajectories can be inferred or extrapolated in
these circumstances, these results are too noisy, and not useful
for evaluation purposes (e.g. the algorithms employed by the
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Kinect SDK will provide a usable Skeleton only at the begin-
ning and at the end of the turning action).

Due to these limitations, the evaluation of the turning action
is based only on the time used by the patient to turn, tturn:

scturn
1 =


10 for tturn < 2
5 for 2 < tturn < 5
0 for tturn > 5

(7)

4.2.6. Sitting
The evaluation of this action faces the same issues as the eval-

uation of the Turning action. So the evaluation is again based
only on measuring time tseating.

scsitting
1 =


10 for tsitting < 2
5 for 2 < tsitting < 5
0 for tsitting > 5

(8)

5. Experiments

The proposed HMA system has been analyzed through three
sets of experiments, in which the gait of different people per-
forming the Get Up & Go test is processed using the proposed
HMA system. The dataset of all the experiments presented
in the paper is available at the web page of the CLARC EU
Project3.

In all experiments human motion has been captured using
a Kinect 2.0 device mounted on a socially assistive robot. The
robot and the person were located as shown in Fig. 4. The robot
remains in a fixed position during all the gait evaluation process.
Human motion is extracted from Kinect RGB-D images using
the Microsoft Kinect SDK4. This software is adequate for ex-
tracting human motion in the range between one meter and four
meters employed in these tests. The height of the Kinect device
mounted in the social robot (1.5 meters), together with is Field
of View of 70.6 x 60 degrees, allows perceiving the whole body
of the person for the complete test.

The first set of experiments involves capturing human motion
using also a second MoCap system: a Vicon Nexus precise Mo-
Cap system with 8 infrared cameras and passive markers. The
experiments’ insights aim at using precise motion sequences,
recorded by the Vicon system, as input for the proposed HMA
system. The results offer a good analysis of the different possi-
bilities for the method when precise enough data is used. These
results can be compared with those obtained when the same
performance is captured using the sensor mounted on the so-
cial robot. Using Vicon data as ground-truth, this experiment
is useful to characterize the capture errors of the Kinect sensor,
when this sensor and its associated software (i.e. the Microsoft
Kinect SDK) is employed to capture human motion.

The second set of experiments is conducted in a daily life
scenario, where motion is captured using only the Kinect 2.0

3http://www.clarc-echord.eu/resources.html
4available for download at https://www.microsoft.com/en-

us/download/details.aspx?id=44561

Fig. 4. Experimental setup.

sensor mounted on the social robot (Fig. 4). These exper-
iments analyze the adequacy of the proposed HMA system
to autonomously evaluate human motion, using only sensors
mounted on a mobile social robot.

In the third set of experiments, patients of the rehabilitation
units at Hospital Civil de Málaga performed the Get Up and
Go test while the robot captured their motion. Again, the robot
and the performer were located as Fig. 4 shows, and the robot
used the proposed algorithm to autonomously evaluate the test.
Results provided by the robot were compared against the eval-
uations provided by a physiotherapist. These experiments aim
at demonstrating the usefulness of the proposed method as an
autonomous tool to evaluate the Get Up and Go and Timed Up
and Go tests, within the framework of the CLARC EU project.

5.1. Experimental Setup 1

The first set of experiments was conducted in the facilities
of the ActivAgeing Living Lab5. These experiments focus on
the gait capture and analysis processes. They involve capturing
human gait using two MoCap systems: a Vicon Nexus 1.8.56

system based on infrared markers, and the Kinect 2.0 device
mounted on CLARC robot.

Four people, with no a priori stability issues, performed the
Get Up & Go test several times, in this first experiment. Table
2 shows relevant data about these performers.

5.2. Error characterization for the Kinect 2.0

The first experiment allows the computing of the capture er-
rors for the joints provided by the Kinect 2.0 device mounted on
the CLARC robot. These errors are obtained using the Vicon
Nexus 1.8.5 marker positions as ground-truth, given the high
precision of this MoCap system (<0.5 mm).

The capture errors have been obtained following these steps:
a) Obtain joint positions for the Vicon system that can be com-
pared with the ones provided by the Kinect sensor. Vicon joint
positions are obtained from Vicon markers, usually in a direct
one-to-one correspondence, although for some of them (e.g.
Head joint) the position is computed by averaging positions of
nearby markers.
b) Align Vicon and Kinect gaits in time. A synchronization
frame allows the alignment of both time frames. Performers

5http://www.activageing.fr/
6https://www.vicon.com/downloads/documentation/nexus-185-product-

guide
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were required to wave their right hand while seated, before per-
forming the Get Up & Go test. The vertical peaks of the hand
motion are searched for manually in both sequences to obtain
the time offset between them.
c) Interpolate Vicon trajectories to Kinect sampling instants.
Interpolant functions are obtained using third order spline in-
terpolation, adequate for human gaits (Bandera, 2010; Ghorbel
et al., 2015). Interpolant functions are then evaluated in the
Kinect sampling instants.
d) Transform Vicon trajectories from Vicon to Kinect coordi-
nates. A least squares estimation of the transformation is ob-
tained using an implementation of Horn’s quaternion based al-
gorithm (Horn, 1987). The trajectories of the SpineShoulder
joint are used to obtain the transformation matrix. Only the first
part of the gait, when the person is facing the robot, is employed
to compute this transformation. As detailed below, Kinect 2.0
data are more precise for this part of the gait.
e) Obtain mean errors and standard deviations for each joint,
using Vicon data as ground-truth.

The main source of error for the Kinect 2.0 data, processed
by the Microsoft Kinect SDK, is related to its perspective con-
straints. This MoCap system is designed to capture the gait of
people that are facing the Kinect device. Skeleton is obtained
from disparity silhouettes using a model-free approach based on
decision trees (Shotton et al., 2013). These trees are obtained
from a training phase in which only frontal silhouettes were
used, so the MoCap system looks for the best frontal match-
ing silhouette, regardless of the person’s orientation. Thus, left
and right joints are mirrored when the person is not facing the
Kinect mounted on the robot, but returning to the chair (see
Fig. 4). Besides, the Kinect algorithm locates joints on the sur-
face of the tracked body, as the distance is computed from the
disparity values provided by the RGB-D device. A person not
facing the Kinect would have joint positions not only mirrored
in the lateral coordinate, but also in the frontal coordinate (i.e.
joints will be incorrectly located on her back).

Due to these limitations, capture errors were characterized
for two cases. In the first one, complete Get Up & Go gaits
were used. In the second case, only the part of the gait in which
the person faces the robot is employed to compute errors.

Figures 5 and 6 show the obtained errors for each joint in
the two described cases. As expected, for the complete gaits
(blue bars) the mirror effect produces important errors in the
lateral (X) coordinate. These errors grow as the distance from
the joint to the vertical axis of the body grows. Errors in the
frontal (Z) coordinate are affected by the erroneous depth esti-
mation described above. Errors in the vertical (Y) coordinate,
on the other hand, remain nearly unchanged for both complete
and partial gaits.

The errors when only frontal gaits are considered (red bars)
avoid previous effects, and are consequently smaller. Table 1
details the values of these errors for each joint. These values
are coherent with the ones provided by Wang et al. (2015a).
The worst errors are associated to the ankle and foot joints, that
are nearly out of the field of view of the system. The rest of
the joints have mean errors below 15 cm (the average value for
all these errors is 11.7 cm). These errors, obtained for the Get

Fig. 5. XYZ joint errors in complete gaits vs XYZ joint errors considering
only frontal gaits.

Fig. 6. Joint errors in complete gaits vs Joint errors considering only
frontal gaits.
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Table 1. Mean error and standard deviation for the joint positions captured
with the Kinect 2.0, considering only frontal gaits.

Mean Error (mm) Std dev (mm)
Spine Base 91.83 21.18
Spine Mid 83.32 23.54

Head 65.75 19.64
ShoulderLeft 115.70 33.44

ElbowLeft 133.12 56.24
WristLeft 104.41 44.58
HandLeft 91.58 51.57

ShoulderRight 111.84 24.99
ElbowRight 120.82 35.22
WristRight 103.58 37.34
HandRight 88.75 34.06

HipLeft 111.84 34.14
KneeLeft 125.70 44.32
AnkleLeft 196.82 111.41
FootLeft 188.07 130.66
HipRight 92.58 22.37

KneeRight 117.35 30.56
AnkleRight 183.76 75.29
FootRight 184.30 112.99

SpineShoulder 34.10 19.28
AVERAGE 117.26 48.14

Up & Go test, can be extrapolated to other motion sequences
(Wang et al., 2015a). They prevent using the Kinect 2.0 device
as a precise motion analysis tool. However, this sensor is accu-
rate enough as to provide a certain estimation of the motion of
a person facing the device. Regarding HMA applications, the
device could be useful if only parameters that are invariant to
lateral and frontal mirroring are employed. As Section 4 de-
scribes, the actions employed in the analysis of the Get Up &
Go test meet this criterion.

5.2.1. Experiment 1 results. Vicon vs Kinect
Captured gaits were processed by the proposed HMA sys-

tem. Table 2 shows obtained results, using two scales: real
values between 0 and 10 (the scale employed by the system
for its inner computation, where 10 is the best score), and inte-
ger values from 5 to 1 (the scale defined for the Get Up & Go
test, where 1 is the best score). As commented above, none of
the patients suffered stability issues. Obtained scores match this
condition. All results are in the range 6-8 (”Very slightly abnor-
mal”) and 8-10 (”Normal”). The Timed Get Up And Go results
are mostly under the 12 seconds threshold that is employed to
differentiate between normal and below normal performance.
All of them are under the 20 seconds threshold that is consid-
ered acceptable to discard any risk of falling.

Scores obtained using both data sets are very similar, al-
though the Vicon system tends to produce slightly worse scores.
The main difference is that the HMA system was unable to
process two of the Vicon gaits. These issues are due to a lost
marker (P6, first test), and a late initialization of the Vicon cap-
ture (P3, fourth test), that avoids detecting the beginning of the
gait.

5.3. Experimental Setup 2

The scenario where the second set of experiments was con-
ducted is the apartment’s living room of the ActivAgeing Liv-
ing Lab. Tests were similar to the ones executed in the first
scenario, but here no constraints were imposed on the users.
No markers were attached to the people, and experiments were

Table 2. First experiment: Results of the gait analysis for the Get Up And
Go test.

Person parameters Test results
Gender Vicon Nexus 1.8.5 Kinect 2.0

Age Time Score Score Time Score Score
ID Weight (secs) (0-10) (5-1) (secs) (0-10) (5-1)

Height

1

Female 13.19 7.57 2 12.1 8.79 1
80 years 14.86 8.04 1 14.6 8.58 1
68.4 Kg 15.9 8.04 1 15.9 8.04 1
164 cm 12.72 7.89 2 13.9 9.13 1

2

Female 7.37 7.46 2 7.1 9.44 1
71 years 6.67 7.26 2 6.4 7.36 2
56.2 Kg 6.99 6.84 2 6.6 7.44 2
164 cm 8.1 7.53 2 7.3 7.24 2

3

Male 15.52 8.33 1 15.5 8.82 1
69 years 14.55 8.02 1 13.9 8.62 1
78.3 Kg 8.91 7.11 2 8.4 7.92 2
180 cm 9.66 8.14 1 9.3 8.84 1

x x x 8.7 9.41 1

4

Female x x x 8.7 7.50 2
23 years 7.77 7.00 2 7.8 7.62 2
57.5 Kg 11.11 7.52 2 11.1 8.49 1
162 cm 11.91 8.19 1 12.1 8.94 1

performed in a daily life environment. Motion was captured us-
ing only the Kinect 2.0 sensor mounted on the CLARC robot.

21 adult people took part in this second set of experiments.
None of them had a priori issues regarding balance and stabil-
ity. Seven performers were researchers of the CLARC project
(5 men and 2 women aged between 30 and 45). The rest of
the performers were not familiar with the system (2 health pro-
fessionals and 14 seniors). Among the seniors, there were 10
women and 4 men. They were aged between 62 and 93 years
old, divided as such : 60-70 years: 5 participants, 70-80 years:
4, 80-90 years: 3 participants. Each of them executed the test
only once, after listening to the instructions.

The system failed in initializing the motion for two of the
performers. Another performer was lost by the tracker when
turning, so the gait was not valid. Another gait was not correctly
divided into actions due to the Seated action being not correctly
segmented. The remaining 17 gaits could be captured and fully
processed.

5.3.1. Experiment 2 results. Daily life scenario
Table 3 shows the scores obtained for these 17 gaits. It also

includes the total time employed by each performer (i.e. the
Timed Up And Go result). As described above (Fig. 2), this
value does not include the time of the Seated action, as the Time
Up And Go test starts when the performer begins to move from
the seated position.

Again, results match the ones expected for people with no
stability issues. All results are in the range 6-8 (”Very slightly
abnormal”) and 8-10 (”Normal”). The Timed Up And Go re-
sults are also coherent. The 11th performance shows a case
in which one of the actions (Standing) has not been detected.
While the gait has been processed, the system generates an alert
as this gait should be reviewed by a clinician to determine what
was wrong. In this case, the performer began walking while she
was standing up, so starting and ending condition for the Stand-
ing action were met in the same sample, making the action be
marked as not performed.

Figure 7 shows the trajectories of the base of the spine for an
example gait. It can be seen that the Z coordinate of the tra-
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Table 3. Second experiment (Kinect 2.0 mounted on CLARC): Results of the Get Up & Go test for healthy people. Scores are provided in the five-level
scale of the test. System’s scores are also provided in a 0-10 range for the complete gait and each action. Minimum action scores are highlighted.

Time Total Action scores (0-10)
Id (secs) Score TOTAL TOTAL (No Seated) Seated StndUp Standing Walk. St. Turning Walk. St. Seating
1 8.6 1 9.72 9.67 10 9.74 9.07 9.89 10 9.35 10
2 15.7 2 7.53 7.73 6.29 6.31 7.41 8.84 10 8.82 5
3 10.1 1 8.51 8.26 10 10 7.06 9.80 10 7.73 5
4 9.5 1 8.18 8.22 7.91 5.65 7.41 9.69 10 6.61 10
5 11.4 1 8.76 8.55 10 10 8.77 9.79 10 7.76 5
6 14.9 1 9.04 8.87 10 10 5.60 8.80 10 8.87 10
7 9.3 1/2 8.18 7.87 10 5 8.88 9.70 10 8.68 5
8 9.8 1 9.18 9.04 10 10 6.67 8.75 10 8.84 10
9 5.6 1 9.76 9.71 10 9.96 8.67 9.90 10 9.78 10
10 14.3 1 8.80 8.59 10 10 8.68 8.78 10 4.13 10
11 6.2 1/2 8.07 7.91 10 8.99 - 8.89 10 9.63 10
12 12.2 1 8.78 8.65 9.57 10 9.39 7.67 10 4.86 10
13 9.2 2 7.49 7.07 10 5.60 7.40 8.37 10 6.09 5
14 18.1 2 7.42 6.91 10 10 7.92 7.83 10 6.16 0
15 10.7 2 7.90 7.62 9.54 10 7.18 8.85 10 4.73 5
16 14.6 2 6.78 6.24 10 10 7.33 7.46 5 7.67 0
17 14.1 1 8.56 8.32 10 10 9.43 5.85 10 9.66 5

Fig. 7. Trajectory of the SpineBase joint (red=X; green=Y; blue=Z).

Fig. 8. Distance in the vertical axis between the knees and the base of the
spine.

jectory provides a good measure of the distance walked in the
test, around 3 meters in this example (Fig. 4). The minimum
value of this trajectory is located in the turning action, but it is
not useful to obtain starting or ending points for it. On the other
hand, the height of the SpineBase joint (Y coordinate) reveals
detecting the Standing and Seating actions as a meaningful pa-
rameter. However, the distances between the average position
of the knees and the base of the spine (Figures 8 and 9), offer
the same discriminative potential and, being relative measures,
are invariant against offset errors and different performers.

The angle between the axis that goes from the head to the
base of the spine, with respect to the vertical (Y) axis, is used in
the stability evaluation for nearly all the actions. It is also a key
feature to separate the Seated and Standing Up actions. Figure
10 shows that this angle has a peak just before the torso begins
to move up from seated to standing position. This peak appears

Fig. 9. Distance in the Transverse plane between the knees and the base of
the spine.

Fig. 10. Head-SpineBase axis angle with respect to the vertical (Y) axis.

in all collected gaits, and is related to the Flexion Momentum
phase. According to Schenkman et al. (1990) this phase marks
the beginning of the standing up action. The proposed approach
uses the moment in which this flexion motion starts to separate
Seated and Standing Up actions.

After a review of the results and a discussion with medical
experts, it seemed that the initial importance given to the Seated
action may not be adequate: all experiments show a high score
for this action except for two cases, but in these cases the Seated
action score is strongly correlated with the Standing Up action
score. While human experts may get some clues about stability
while the patient is seated before performing the test, and that
is the reason why the Seated action was included, the influence
of these factors may not be compared in equal terms against the
scores obtained by the rest of the actions, performed while the
person is doing the test. Hence, using the Seated score in an au-
tonomous evaluation of the Get Up and Go test may be wrongly
increasing the final result, to the point that in this experiment,
the 11th performance gets the highest score (”Normal”) even
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after one action was lost. Due to these reasons, a new evalua-
tion in which the Seated action is not computed (w1 = 0 and
wi = 1/6 ∀i ∈ [2..7]) was executed. The results are shown in
Table 3. As expected, they do not significantly change with re-
spect to previous ones but, in average, scores are slightly lower.

5.4. Experimental Setup 3

The third set of experiments was conducted in the rehabili-
tation units of Hospital Civil de Málaga. There, patients with
physical and/or neurological issues performed the Get Up and
Go test while the CLARC robot autonomously evaluated their
gait. The Seated action was detected and segmented, but it did
not contribute to the total time of the test, nor to the total score.
The robot and the patient were located as Fig. 4 shows. The pa-
tients had never met the robot before, but they were instructed
a priori about how to perform the test. A physiotherapist also
evaluated the performances, and his evaluations were compared
against the ones provided by the CLARC robot.

Nineteen volunteers took part in the experiments. The sys-
tem was not able to correctly segment the complete gait for per-
formers #5, #10, #13 and #16. Performers #14 and #18 were
unable to finish the test.

5.4.1. Experiment 3 results. Patients
Table 4 shows the scores obtained in this experiment for both

the Get Up & Go and the Timed Up & Go tests. For the later,
the table depicts the time measured by the robot. The human ex-
pert agreed with all these values so his evaluation has not been
explicitly included in the table. For the Get Up and Go test,
results provided by the robot match exactly the ones provided
by the physiotherapist for most performances (61.53%). The
robot is more restrictive than the human expert for three patients
(23.01%). In one case (patient #7) the robot provides a better
score for the Get Up & Go test (3 instead of 4). However, it cor-
rectly detects the risk of falling, both in the Get Up & Go and,
specially, in the Timed Up & Go autonomous evaluations. Fi-
nally, results for performer #1 show a different situation: here,
the robot marks the gait as 2 = very slightly abnormal, while it
should have detected a certain risk of falling (the physiothera-
pist provided a score of 3 = mildly abnormal).

6. Conclusions

Results show that the proposed HMA system is able to cor-
rectly evaluate human motion. The system requires the com-
plete gait to be perceived before evaluating it, but once the gait
is captured the analytic nature of the algorithm allows produc-
ing fast responses. The algorithm is autonomous and it does not
impose any constraints on the performer nor the environment.
Experiments have involved successful autonomous evaluation
of human gait in the Get Up & Go test. These results have been
validated against the ones obtained using precise input data. No
significant differences have been detected in the final scores for
the Get Up & Go test in these two cases. The splitting approach
seems correct to evaluate human motion. The use of modular
actions to represent a complete motion facilitates generaliza-
tion and adaptability for different scenarios. Encoding these

actions requires expert knowledge to manually tune their con-
ditions and evaluation functions. While this is a drawback if
this knowledge is difficult to encode, it also offers a high degree
of control over the evaluation criteria. On the other hand, the
system has been tested using mainly motion composed by se-
quential actions. Further work will extend it to consider more
complex action relations (e.g. actions that can start only after
another one has started).

As experiments show, the proposed HMA system is robust
against noisy motion perception. However, it is also affected
by partial perception or occlusions that are common in daily
life environments. The proposal, based on sequential detection,
is not robust against errors that affect one of the actions: if an
action is not correctly detected, the chances of this issue invali-
dating the complete gait analysis are high.

The paper also allows studying the adequacy of the Kinect
2.0 sensor to evaluate human motion, at least for use cases like
the Get Up & Go test. While the results obtained are satis-
factory, there are several drawbacks that should be taken into
account. First of all, the Microsoft Kinect SDK has a strong
constraint: it only captures the motion of people facing it. This
does not render this MoCap software unusable for more gen-
eral scenarios, as the current paper shows, but imposes a care-
ful design that ensures that these constraints are not affecting
the results.

Kinect 2.0 also offers too noisy data for the ankles and foot
motion. According to Wang et al. (2015a), these errors are pos-
sibly due to Time of Flight (ToF) artifacts. Fusing Kinect data
with information provided by other sensors could help reduc-
ing these perception issues. For example, most social robots
use devices, such as LIDAR, to navigate. It would be possible
to infer feet positions from these data.

Regarding the evaluation system, further expert assessment
may impose different evaluation criteria for different motions.
For example, for the Get Up & Go test evaluated in this pa-
per, the total score for the gait is obtained by averaging action
scores. But a very low value in a particular action may indi-
cate a high risk of falling, even if the rest of the gait scores are
good. Table 3 marks the minimum action score of each gait,
showing that some of them are far below the averaged, total
score. A non-averaged evaluation, based on different weights
or even discriminant thresholds, will most probably better suit
this test. More evaluations of gaits of frail elderly people, as-
sessed by clinicians, will be conducted in the CLARC project,
to determine which actions should trigger an alert of falling risk,
regardless of the rest of the gait.

Experiments involving patients have revealed so far that the
proposed HMA system is able to provide robust, coherent and
accurate results for the Timed Up & Go test. However, the cur-
rent ability of the system to evaluate the Get Up & Go test can
be described as a limited success. While results are promising
and mostly coherent with the ones provided by a human ex-
pert, it seems clear that any gait classified as ’abnormal’ should
be reviewed by a physiotherapist. On the other hand, all per-
formances classified by the system as ’normal’ (i.e. the ones
achieving the highest score) can reliably be associated to a per-
son with no particular risk of falling.
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Table 4. Third experiment (Kinect 2.0 mounted on CLARC): Autonomous evaluation of the Get Up & Go test for patients in the rehabilitation units of
Hospital Civil (Málaga). Both a physiotherapist and the proposed system have provided scores for each patient in the five-level scale. System’s scores are
also provided in a 0-10 range for the complete gait and each action. Minimum action scores are highlighted.

Physiot. System Time Action scores (0-10)
Id Age Gender Score Score (secs) TOTAL StndUp Standing Walk. St. Turning Walk. St. Seating Diagnosis
1 61 Male 3 2 12.1 7.28 10 6.84 9.83 10 7.06 0 Knee lesion, Stroke
2 64 Female 2 2 13.1 6.93 7.74 8.85 7.63 5 7.36 5 Stroke
3 47 Male 2 2 13.2 7.85 7.38 8.35 7.90 10 8.51 5 Cervical myelopathy
4 68 Female 1 1 9.3 9.21 10 10 7.51 10 7.74 10 Disc herniation
6 72 Male 1 2 13.8 7.16 7.74 8.19 9.59 5 7.41 5 Cauda equina
7 82 Female 4 3 27.9 5.62 10 6.6 9.63 0 7.5 0 Elbow fracture
8 47 Female 1 2 9.8 7.42 4.75 7.39 9.73 10 7.67 5 -
9 67 Female 1 1 7.1 9.33 10 8.35 9.87 10 7.76 10 Left arm issues
11 37 Male 1 2 11.4 7.62 9.91 7.44 9.59 5 8.83 5 Meniscus lesion
12 62 Female 2 2 13.9 7.87 10 8.25 9.33 5 9.67 5 Osteoporosis
15 75 Female 2 2 13.5 6.89 2.75 - 9.91 10 8.7 10 Fibromyalgia
17 62 Male 1 1 7.4 8.36 9.99 7.85 9.91 10 7.42 5 Osteoporosis
19 85 Male 1 1 11 8.39 10 7.82 9.81 10 7.71 5 -

Further deep tests, assessed by medical experts, and involv-
ing people affected by different issues, will be intensively ad-
dressed in the next two years. Evaluation criteria, inter-action
relations and parameter adjustment will be reviewed over a
wider population in order to increase the robustness and accu-
racy of the proposal, and the validity of the obtained results.
But the current implementation of the system can already be
considered an interesting tool for screening and monitoring. It
may not be precise enough so as to autonomously provide a
definitive score for a medical test, but it can provide a rough
diagnostic. In the Get Up & Go test, it allows discarding some
performers as having a risk of falling, or alert an expert super-
visor if any issue is detected in the gait.
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