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The Diameter of Sum Basic Equilibria Games

Aida Abiad∗†‡ Carme Alvarez § Arnau Messegué¶

Abstract

A graph G of order n is said to be a sum basic equilibrium if and only if for
every edge uv from G and any node v′ from G, when performing the swap of the
edge uv for the edge uv′, the sum of the distances from u to all the other nodes
is not strictly reduced. This concept lies in the heart of the so-called network
creation games, where the central problem is to understand the structure of the
resulting equilibrium graphs, and in particular, how well they globally minimize the
diameter. It was shown in [Alon, Demaine, Hajiaghayi, Leighton, SIAM J. Discrete

Math. 27(2), 2013] that the diameter of sum basic equilibria is 2O(
√
logn) in general,

and at most 2 for trees. In this paper we show that the upper bound of 2 can be
extended to bipartite graphs, and that it also holds for some nonbipartite classes
like block graphs and cactus graphs.

1 Introduction

Definition of the model and context. First of all, let us introduce some terminology
that will help us to clarify the notion of a sum basic equilibrium network. Let G be a
connected and undirected graph of size n, and let u be a node from G. A deviation in u is
any swap of an edge uv from G for any other edge uv′ with v′ 6= u, v any other node from
G. The deviated graph associated to any such deviation is the resulting graph obtained
after applying the swap. Furthermore, the cost difference associated to any deviation in u
is the difference between the sum of distances from u to all the other nodes in the deviated
graph minus the sum of the distances from u to all the other nodes in the original graph.
A connected and undirected graph G is a sum basic equilibrium iff for every node u in G
the cost difference associated to every possible deviation in u is non-negative.

This notion of a sum basic equilibrium was first introduced by Alon et al. in 2010 [2]
and is inspired by the sum classical network creation game, which was introduced by
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Fabrikant et al. in 2003 [7]. In this model, the sum classical network creation game, two
parameters are considered: n the size of the network and α the price of buying any single
link. One of the main interests in the sum classical network creation game is to study the
price of anarchy, a measure that quantifies the loss of efficiency of a system due to the
selfish behavior of its agents. The price of anarchy, provides a quantitative understanding
of the behaviour of such Internet-like networks and, interestingly, up until now it has been
shown that for almost any α the price of anarchy is asymptotically constant [1, 5]. One
of the results used to prove this is that the price of anarchy is upper bounded by the
diameter of equilibrium networks plus one unit [5]. Hence, proving that the diameter of
equilibria is small allows us to deduce that the price of anarchy is small too. This is one
of the reasons that explain why we are interested in finding the best possible non-trivial
upper bounds for the diameter of equilibrium networks.

In this regard, one of the most important contributions by Alon et al. [2] is a general
upper bound on the diameter of any sum basic equilibrium of 2O(

√
logn). However, this

bound can be dramatically reduced if we restrict to the tree topology, in which case the
diameter is shown to be at most 2:

Theorem 1 [2]. If a sum equilibrium graph in the basic network-creation game is a
tree, then it has diameter at most 2, and thus is a star.

Moreover, in [2], the authors establish a connection between sum basic equilibria of di-
ameter larger than 2 logn and distance-uniform graphs. While the authors conjecture that
distance-uniform graphs have logarithmic diameter, which would imply poly-logarithmic
diameter for sum basic equilibria, Lavrov et al. [8] later refute this conjecture. Later,
Nikoletseas et al. [9] use the probability principle to establish structural properties of
sum basic equilibria. From some of these properties, it is shown that in some extremal
situations, like when the maximum degree of the equilibrium network is at least n/ logl n
with l > 0, the diameter is polylogarithmic.

Our Contribution. In this work we extend Theorem 1 to bipartite graphs, block
graphs and cactus graphs, proving that the diameter of any such sum basic equilibrium
networks is at most 2. This paper is structured as follows. In Section 2 we investigate
the bipartite case. For this, our approach consists in considering any 2−edge-connected
component H of a non-tree sum basic equilibrium G. We first consider all the collection
of individual swaps uv for uv′ for each u, v, v′ ∈ V (H) and uv, vv′ ∈ E(H). We show that
if diam(H) > 2, then the sum of the cost differences of all these swaps will be < 0, thus
contradicting the fact that G is a sum basic equilibrium. In the end of this section, we
study further elementary properties of any 2−edge-connected component of any non-tree
sum basic equilibrium that work in general which allow us to reach the conclusion. In
Section 3 we consider the non-bipartite case. In particular, we analyse further properties
that sum basic equilibrium block graphs and sum basic equilibrium cactus graphs satisfy,
imposing that appropriate single-edge swaps cannot improve the sum of distances to all
the nodes from the network if the diameter of such networks is greater than 2.

Notation. In this work we consider mainly undirected graphs G for which we denote
by V (G), E(G) its corresponding sets of vertices and edges, respectively.
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Given an undirected graph G and any pair of nodes u, v from G we denote by dG(u, v)
the distance between u, v. In this way, D(u) is the sum of distances from u to all the
other nodes, that is, D(u) =

∑

v 6=u dG(u, v) if G is connected or ∞ otherwise. Moreover,
if Z is a subgraph of G, noted as Z ⊆ G, then we write DZ(u) =

∑

v∈V (Z) dG(u, v).
Now let H be a subgraph from G. The i−th distance layer in H with respect u is

denoted as Γi,H(u) = {v ∈ V (H) | dG(u, v) = i}. In particular, the neighbourhood of u
in H , the set of nodes from V (H) at distance one with respect u, is Γ1,H(u). Furthermore,
if P is a property, we say that H is a maximal subgraph of G satisfying P when for any
other subgraph H ′ of G, if H ′ satisfies P then H 6⊆ H ′.

Then, an edge e ∈ E(G) is said to be a bridge if its removal increases the number
of connected components from G and a 2−edge-connected component H from G is any
maximal connected subgraph of G not containing any bridge. Similarly, a node v ∈ V (G)
is a cut vertex iff its removal increases the number of connected components of G and
then a biconnected component H from G is any maximal connected subgraph of G not
containing any cut vertex. Finally, for a given 2-edge-connected or biconnected component
H from G and a vertex u ∈ V (H), WH(u) is the connected component containing u in
the subgraph induced by the vertices (V (G) \ V (H)) ∪ {u}.

2 Bipartite graphs

Given a non-tree bipartite sum basic equilibrium graph G, let H be any of its 2−edge-
connected components. We first show that diam(H) = 2.

Given u ∈ V (H) and w ∈ V (G), we define δ−w (u) the subset of nodes v from Γ1,H(u)
such that dG(w, v) = dG(w, u) − 1 and δ+w (u) the subset of nodes v from Γ1,H(u) such
that dG(w, v) = dG(w, u) + 1. Since G is bipartite, for any u ∈ V (H) and w ∈ V (G),
δ−w (u) ∪ δ+w (u) = Γ1,H(u).

Moreover, given u ∈ V (H) and w ∈ V (G) such that |δ−w (u)| = 1, we define u−
w ∈ δ−w (u)

to be the neighbour of u in H closer from w than u. Recall that, for any u ∈ V (H) and
w ∈ V (G), if |δ−w (u)| = 1 then clearly δ+w (u) 6= ∅ because H is 2−edge-connected.

Now, let u, v be nodes with u ∈ V (H) and v ∈ Γ1,H(u). We define S(u, v) to be the
sum of the cost differences associated to the swaps of the edge uv by the edges uv′ with v′ ∈
Γ1,H(v) \ {u} divided over degH(v)− 1. Then we define S =

∑

u∈V (H)

∑

v∈Γ1,H (u) S(u, v).

Let u, v, w be nodes with u ∈ V (H), v ∈ Γ1,H(u) and w ∈ V (G) and define ∆w(u, v)
to be the sum of the distance changes from u to w due to the swaps of the edge uv
by the edges uv′ with v′ ∈ Γ1,H(v) \ {u} divided over degH(v) − 1. Furthermore, let
∆w =

∑

u∈V (H)

∑

v∈Γ1,H (u)∆w(u, v).

In this way we have that S =
∑

w∈V (G)∆w.

We first find a formula to compute the value of ∆w(u, v) allowing us to obtain an
expression for ∆w.
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Lemma 1. For any nodes u, v ∈ V (H) and w ∈ V (G) such that v ∈ Γ1,H(u), it holds

∆w(u, v) =















−|δ−w (u−

w)|+|δ+w (u−

w )|−1
degH(v)−1

if |δ−w (u)| = 1 and v = u−
w,

−|δ−w (v)|
degH(v)−1

if |δ−w (u)| > 1 and v ∈ δ−w (u),

0 otherwise.

Proof. If v is further from w than u, then clearly ∆w(u, v) = 0. Therefore, since G is
bipartite the remaining case is that v is closer from w than u. We can see clearly that
we need to distinguish the cases |δ−w (u)| = 1 with v = u−

w and the case |δ−w (u)| > 1 with
v ∈ δ−w (u). In the first case the corresponding sum of distance changes from u to w
could get positive when the set of nodes δ+w (u

−
w) has size at least two. In contrast, in the

second case the sum of distance changes is always no greater than zero because having at
least another node distinct than v in the subset δ−w (u) guarantees that when making the
corresponding deviation the distance from u to w does not increase.

Theorem 2. diam(H) ≤ 2.

Proof. First, we claim that for every w ∈ V (G), ∆w ≤ 0. Applying Lemma 1 we obtain

∆w =
∑

u∈V (H)

∑

v∈Γ1,H (u)

∆w(u, v)

=







∑

{u∈V (H)∧|δ−w (u)|=1}

−|δ−w (u
−
w)|+ |δ+w (u

−
w)| − 1

degH(u−
w)− 1

+
∑

{u∈V (H)∧|δ−w (u)|>1}

∑

v∈δ
−

w (u)

−|δ−w (v)|

degH(v)− 1







=







∑

{u∈V (H)∧|δ−w (u)|=1}

|δ+w (u
−
w)| − 1

degH(u−
w)− 1

+
∑

u∈V (H)

∑

v∈δ
−

w (u)

−|δ−w (v)|

degH(v) − 1






.

On the one hand:

∑

u∈V (H)

∑

v∈δ−w (u)

|δ−w (v)|

degH(v)− 1
=

∑

v∈V (H)

∑

u∈δ+w (v)

|δ−w (v)|

degH(v)− 1
=

∑

v∈V (H)

|δ−w (v)||δ
+
w (v)|

degH(v)− 1
.

Now, let Zw be the subset of nodes z from V (H) such that δ−w (z) 6= ∅ and δ+w (z) 6= ∅.
If z ∈ Zw then clearly |δ−w (z)||δ

+
w (z)| ≥ degH(z) − 1. One possible way to see this is the

following. Since H is bipartite, then |δ−w (z)| and |δ+w (z)| are positive integers that add up
to degH(z). Furthermore, any concave function defined on a closed interval attains its
minimum in one of its extremes. Therefore, the conclusion follows when combining these
two facts to the function f(x) = x(degH(z)− x) defined in [1, degH(z)− 1]. In this way:

∑

u∈V (H)

∑

v∈δ−w (u)

|δ−w (v)|

degH(v)− 1
=

∑

v∈Zw

|δ−w (v)||δ
+
w (v)|

degH(v)− 1
≥

∑

v∈Zw

1 = |Zw|. (1)
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On the other hand, for any u such that |δ−w (u)| = 1 it holds

|δ+w (u
−
w)| − 1

degH(u−
w)− 1

≤ 1. (2)

Notice that the equality in (2) holds exactly when δ−w (u
−
w) = ∅. For any w ∈ V (G),

there exists exactly one node tw ∈ V (H) verifying δ−w (tw) = ∅, which is the unique node
from V (H) such that w ∈ WH(tw). Therefore, equality in (2) holds exactly for the nodes
from Γ1,H(tw).

In this way:

∑

{u∈V (H)∧|δ−w (u)|=1}

|δ+w (u
−
w)| − 1

degH(u−
w)− 1

≤ |
{

u ∈ V (H) ∧ |δ−w (u)| = 1
}

|. (3)

Notice that since H is bipartite, Γ1,H(tw) ⊆ {u ∈ V (H) | |δ−w (u)| = 1}. Therefore,
equality in (3) holds only when Γ1,H(tw) = {u ∈ V (H) | |δ−w (u)| = 1}, otherwise, the in-
equality in (3) is strict.

Now, recall that {u ∈ V (H) ∧ |δ−w (u)| = 1} ⊆ Zw because H is 2−edge-connected.
Therefore, combining (1) with (3):

∆w ≤ −|Zw|+ |
{

u ∈ V (H) | |δ−w (u)| = 1
}

| ≤ 0

as we wished to prove.
Now, suppose that diam(H) > 2 and take any path π = x1 − x2 − x3 − · · · of length

diam(H) inside H . Then, pick x ∈ WH(x1) any node inside WH(x1). Setting w = x
we have that x1 = tw and x3 ∈ Zw but x3 6∈ Γ1,H(tw). If x3 6∈ {u ∈ V (H) | |δ−w (u)| = 1}
then the inclusion {u ∈ V (H) | |δ−w (u)| = 1} ⊆ Zw is strict and then ∆w < 0. Other-
wise, x3 ∈ {u ∈ V (H) | |δ−w (u)| = 1} but x3 6∈ Γ1,H(tw) so that the inclusion Γ1,H(tw) ⊆
{u ∈ V (H) | |δ−w (u)| = 1} is strict and then ∆w < 0, too. Therefore, S =

∑

w∈V (G)∆w < 0
and this contradicts the fact that G is an equilibrium graph.

Next, we investigate further topological properties of any 2−edge-connected compo-
nent H from any sum basic equilibrium G. These properties help us to derive the first
main result of this paper.

Lemma 3. If uv ∈ E(G) is a bridge, then deg(u) = 1 or deg(v) = 1.

Proof. Let u1u2 ∈ E(G) be a bridge between two connected components G1, G2 in such a
way that u1 ∈ V (G1) and u2 ∈ V (G2). Furthermore, assume wlog that |V (G1)| ≤ |V (G2)|.
If we suppose the contrary, then we can find a node v ∈ V (G1) such that vu1 ∈ E(G1).
Then, let ∆C be the cost difference associated to the deviation in v that consists in
swapping the edge vu1 for the edge vu2. Clearly, we are getting one unit closer to every
node from V (G2) and getting one unit distance further from at most all nodes in V (G1)
except for the node v itself. Therefore, using the assumption |V (G1)| ≤ |V (G2)|, we
deduce:

∆C ≤ |V (G1)| − 1− |V (G2)| ≤ −1 < 0.
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Lemma 4. If H is any 2−edge-connected component of G then there exists at most one
node u ∈ V (H) such that WH(u) 6= {u}.

Proof. Suppose the contrary and we reach a contradiction. Let u1, u2 be two distinct
nodes such that WH(u1) 6= {u1} and WH(u2) 6= {u2}. Let v1 6= u1 and v2 6= u2 be two
nodes from WH(u1) and WH(u2) respectively. By Lemma 3, WH(u1) and WH(u2) are
stars. Assume wlog that D(u1) ≤ D(u2). When swapping the link v2u2 for the link v2u1

we can reach the nodes from V (G) \ {v1} at the distances seen by v1 and, also, we are
reducing in at least one unit distance the distance from v2 to v1. Therefore, if ∆C is the
cost difference associated to such swap, then: ∆C ≤ D(u1)−D(u2)− 1 < 0.

Therefore, combining these two lemmas with Theorem 2, we deduce that every non-
tree bipartite sum basic equilibrium is the complete bipartite Kr,s with some star Sk (the
star with a central node and k edges) attached to exactly one of the nodes from Kr,s, let
it be x0 ∈ V (Kr,s). Then, if we consider any path x0−x1−x2 in H of length 2, x2 has an
incentive to swap the link x2x1 for the link x2x0 unless k = 0, that is, unless G = Kr,s.

Now we are ready to state the main result of this section:

Corollary 5. The set of bipartite sum basic equilibria is the set of complete bipartite
graphs Kr,s, with r, s ≥ 1 and therefore the diameter of every bipartite sum basic equilib-
rium graph is at most 2.

3 Non-bipartite graphs

In this section we consider some well-known families of non-bipartite graphs that have a
tree-like topology, and we will see that if we require them to be sum basic equilibrium
networks, then their diameter is at most 2 as it happens with the tree topology.

First, we consider block graphs (also known as clique trees). A connected graph is a
block graph or clique tree if its blocks (2-connected components) are cliques. Block graphs
form a class that plays an important role in computer science, especially in the study of
hooking networks [6] and sparse matrix algorithms [4].

In the next result we show that Theorem 1, which holds for trees, can be extended
to the more general setting of block graphs. We should note that the new result is not a
subcase of the previous bipartite case. Before we need the following preliminary result.

Lemma 6. Let H be a biconnected component from G with u1, u2 two cut vertices from
G with u1u2 ∈ E(G). Furthermore, let W1 = WH(u1),W2 = WH(u2). If G is a sum basic
equilibrium graph then |W1| = 1 or |W2| = 1.

Proof. Suppose the contrary, then there exist nodes v1, v2 with v1u1 ∈ E(W1) and v2u2 ∈
E(W2). First of all, let us suppose that v1 swaps the edge v1u1 for the edge v1u2 and let
∆C1 be such cost difference. Let z be any node from G and let ∆(z) be the difference of
the distance from v1 to z in the deviated graph minus the distance from v1 to z in the
original graph G. We consider the following cases:

6



1. If z ∈ W1.
1.a If there exists a shortest path from G connecting v1 with z not using the edge

v1u1, then ∆(z) = 0. (Notice that z = v1 belongs to this case).
1.b Otherwise, ∆(z) ≤ 1 because u1u2 ∈ E(H) by hypothesis.

2. If z ∈ W2 then ∆(z) = −1.
3. If z ∈ G \ (W1 ∪W2) then ∆(z) ≤ dG(v2, z)− dG(v1, z).

Therefore:

∆C1 ≤ DG\(W1∪W2)(v2)−DG\(W1∪W2)(v1) + (|W1| − 1)− |W2|.

Now, if we consider ∆C2 the cost difference associated to the deviation in v2 that consists
in swapping the edge v2u2 for the edge v2u1 we obtain:

∆C2 ≤ DG\(W1∪W2)(v1)−DG\(W1∪W2)(v2) + (|W2| − 1)− |W1|

And from here:
∆C1 +∆C2 ≤ −2 < 0.

So G cannot be a sum basic equilibrium graph.

Corollary 7. If a sum equilibrium graph G in the basic network-creation game is a block
graph, then it has diameter at most 2.

Proof. Suppose the contrary, that the diameter is at least 3. Then there exist at least three
non-trivial and edge-disjoint cliques K,K1, K2 and two distinct vertices u1, u2 such that
u1 ∈ K ∩K1, u2 ∈ K ∩K2 and u1u2 ∈ E(K). Let H be the biconnected component from
G that K defines. Then K1 ⊆ WH(u1) and K2 ⊆ WH(u2) so that |WH(u1)|, |WH(u2)| > 1,
contradicting Lemma 6.

A cactus graph (sometimes called a cactus tree) is a connected graph in which any two
simple cycles have at most one vertex in common.

Lemma 8. Let c be a cycle in a cactus sum basic equilibrium graph G and let H be the
connected component that c defines. Then the length of c is at most 5 and when it is 4 or
5, |WH(x)| = |WH(y)| for any x, y ∈ V (H).

Proof. Suppose that u0, u1, . . . , ul−1 are the consecutive vertices defining c with l being
the length of the cycle and let Wi = WH(ui) for each i = 0, . . . , l − 1. When taking
the subindices modulo l and swapping the edge uiui+1 for the edge uiui+2, the value of
the corresponding cost difference ∆Ci is at most |Wi+1| − |Wi+2| − |Wi+3| if l > 5 or
|Wi+1| − |Wi+2| if 4 ≤ l ≤ 5. Therefore, ∆C0 + · · ·+∆Cl−1 < 0 if l > 5 and in this case
G cannot be a sum basic equilibrium. Whereas if 4 ≤ l ≤ 5, then ∆C0 + · · ·+∆Cl−1 = 0
and since in this case ∆Ci = |Wi+1| − |Wi+2|, then we must have |Wi| = |Wj| for every
0 ≤ i ≤ j ≤ l − 1 as claimed.

Corollary 9. Any cactus graph G that is a sum basic equilibrium contains at most one
cycle of length strictly greater than 3.
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Proof. Suppose the contrary, let c, c′ be two cycles from G of length greater than 3 and
let H , H ′ be the corresponding two biconnected components that c, c′ define, respectively.

On the one hand, there exist positive constants W,W ′ such that |WH(v)| = W and
|WH′(v′)| = W ′ for any v ∈ c and any v′ ∈ c′.

On the other hand, since G is a cactus graph by hypothesis there exist nodes u ∈ c
and u′ ∈ c′ such that c′ ⊆ WH(u) and c ⊆ WH′(u′).

If v ∈ c and v 6= u, WH(v) ⊆ WH′(u′) and then W = |WH(v)| < |WH(u
′)| = W ′.

Then, by symmetry, W ′ < W and therefore we have reached a contradiction.

Now, we can state the last result of this paper:

Theorem 10. If a sum equilibrium graph G in the basic network-creation game is a cactus
graph, then it has diameter at most 2.

Proof. If G does not contain any cycle of length strictly greater than 3 then G is a
block graph and the result follows by Corollary 7. Otherwise, by Corollary 9, G contains
exactly one cycle of length 4 or 5, let it be c and let H be the corresponding biconnected
component that c defines. Now let u1, u2 ∈ V (H) be two consecutive nodes from c and
let W1 = WH(u1) and W2 = WH(u2).

On the one hand, by Lemma 8 it follows that |W1| = |W2|. On the other hand, by
Lemma 6, we have that |W1| = 1 or |W2| = 1. Thus |W1| = |W2| = 1, and since this
applies for any two consecutive nodes from the cycle defined by H , we conclude that
G = H . Therefore, as claimed, the diameter of G is at most 2.

4 Concluding remarks

First of all, it is important to note that dealing with swap deviations can be extremely
challenging. This is illustrated, for instance, in the proofs of a constant price of anarchy
for the sum classical network creation game which appear in [5] and [1]. In those proofs,
the deviations considered only involve buying links or deleting a subset of at least two
links and buying a link back to some other node. Thus, our research provides a deeper
understanding of these deviations, contributing to the advancement of the needed methods
to analyse sum basic network creation games.

Our work shows that sum basic equilibrium graphs have diameter at most 2, regardless
of whether the graph is bipartite, a block graph or a cactus graph. This extends previous
results for trees by Alon et al. [2]. Can this result be generalised to other non-bipartite
graph classes? This remains an open question, and we hope that our contribution will
inspire further research on this problem.
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