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On the Corner Points of the Capacity Region of a Two-User
Gaussian Interference Channel

Ilgal Sason

Abstract

This work considers the corner points of the capacity regiba two-user Gaussian interference channel (GIC).
In a two-user GIC, the rate pairs where one user transmitiaiis at the single-user capacity (without interference),
and the other at the largest rate for which reliable commatitn is still possible are called corner points. This paper
relies on existing outer bounds on the capacity region of@uaer GIC that are used to derive informative bounds
on the corner points of the capacity region. The new bourfds te a weak two-user GIC (i.e., when both cross-link
gains in standard form are positive and below 1), and a remémf these bounds is obtained for the case where
the transmission rate of one user is witkin> 0 of the single-user capacity. The bounds on the corner pairgs
asymptotically tight as the transmitted powers tend to ityfiand they are also useful for the case of moderate SNR
and INR. Upper and lower bounds on the gap (denoted\pyetween the sum-rate and the maximal achievable
total rate at the two corner points are derived. This is feld by an asymptotic analysis analogous to the study
of the generalized degrees of freedom (where the SNR and tdinhgs are coupled such théig‘f(('SLNF% =a >0),
leading to an asymptotic characterization of this gap wiscéxact for the whole range ef. The upper and lower
bounds onA are asymptotically tight in the sense that they achieve xlaeteasymptotic characterization. Improved
bounds onA are derived for finite SNR and INR, and their improved tiglsghes exemplified numerically.
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1. INTRODUCTION

The two-user Gaussian interference channel (GIC) has bdensevely studied in the literature during the last
four decades (see, e.d.| [9, Chapter[6]] [22] and referahegsin). For completeness and to set notation, the model
of a two-user GIC instandard formis introduced shortly: this discrete-time, memoryleserfg@rence channel is
characterized by the following equations that relate theeganputs(X;, X») and outputgY7, Y2):

Y1 = X1 +Vape Xo+ 24 (1)
Yo = Jan X5 + Xo + 25 (2
where the cross-link gaing;» anday; are time-invariant, the inputs and outputs are real valaed,Z; and Z,
denote additive real-valued Gaussian noise samplesX[Ze% (X11,...,X1,) and X3 £ (X21,...,X2,) be two

transmitted codewords across the channel wigredenotes the symbol that is transmitted by usatrtime instant
j (here,i € {1,2} andj € {1,...,n}). The model assumes that there is no cooperation betweemathemitters,
not between the receivers. It is assumed, however, thaettevers have full knowledge of the codebooks used by
both users. The power constraints on the inputs are givej;@y;‘:l E[ij] < P andi > i1 E[Xij] < P, where
P, P, > 0. The random vector&T andZ3 have i.i.d. Gaussian entries with zero mean and unit vagiaaied they
are independent of the inpuf§;’ and X3. Furthermore Z' and Z3 can be assumed to be independent since the
capacity region of a two-user, discrete-time, memorylessrierence channel depends only on the margaais
p(yilz1, x2) for i € {1,2} (as the receivers do not cooperate). Finally, perfect symihation between the pairs of
transmitters and receivers allows time-sharing betweerufers, which implies that the capacity region is convex.
Depending on the values afi; andas;, the two-user GIC is classified into weak, strong, mixed,-sided and
degraded GIC. 10 < a12,a21 < 1, the channel is called weakGIC. If a;o > 1 andas; > 1, the channel is a
strong GIC; furthermore, ifa;o > 1+ P; andas; > 1+ P, then the channel is @ery strongGIC, and its capacity
region is not harmed (i.e., reduced) as a result of the imtenice[[3]. If either1o > 1 and0 < as; < 10rag; > 1
and0 < ajs < 1, the channel is called mixedGIC; the special case whetg,ao; = 1 is called adegradedGIC. It
is aone-sidedGIC if eithera;o = 0 or as; = 0; a one-sided GIC is either weak or strong if its non-zero ok
gain is below or above 1, respectively. FinallysymmetricGIC refers to the case whergs = a0y and P; = P».
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In spite of the simplicity of the model of a two-user GIC, theaet characterization of its capacity region is
yet unknown, except for strond_([12], [20]) or very strongeirierence[[3]. For other GICs, not only the capacity
region is yet unknown but even its corner points are not fdéyermined. For mixed or one-sided GICs, a single
corner point of the capacity region is known and it attaires shm-rate of this channel (see 15, Section 6.A]| [17,
Theorem 2], and [21, Section 2.C]). For weak GICs, both copménts of the capacity region are yet unknown.

The operational meaning of the study of the corner pointhefdapacity region for a two-user GIC is to explore
the situation where one transmitter sends its informatioth@ maximal achievable rate for a single user (in the
absence of interference), and the second transmitter aiagna data rate that enables reliable communication to
the two non-cooperating receivers [5]. Two questions oatuhis scenario:

Question 1. What is the maximal achievable rate of the second trananitte
Question 2. Does it enable the first receiver to reliably decode the ngessaf both transmitters ?

In his paper([5], Costa presented an approach suggestibgvtten one of the transmitters, say transmitter 1,
sends its data over a two-user GIC at the maximal interferéree rateR; = 3 log(1 + P;) bits per channel use,
then the maximal raté, of transmitter 2 is the rate that enables receiver 1 to debotie messages. The corner
points of the capacity region are therefore related to aipietaccess channel where one of the receivers decodes
correctly both messages. However,[17, pp. 1354-1355]t@diout a gap in the proof of [5, Theorem 1], though
it was conjectured that the main result holds. It therefeamd$ to the following conjecture:

Conjecture 1. For rate pairSR;, R2) in the capacity region of a two-user GIC with arbitrary piwsitcross-link
gainsai2 andas, and power constraint®, and P, let

1 1

C, 2 5 log(1+ Py), Cp= 5 log(1+ P») (3)

be the capacities of the single-user AWGN channels (in tisede of interference), and let

wnl az Py

R1—2log 1+1+P2 4
N a2 P

2 " og (1 . 5

R 2 g tog (14 122 ©

Then, the following is conjectured to hold for achievingiable communication at both receivers:

1) If Ry > Cy — ¢, for an arbitrarys > 0, thenR; < R} + 01(¢) whered;(¢) — 0 ase — 0.
2) If R > C1 — ¢, thenRy < R; —1—52(6) Whereég(e) — 0 ase — 0.

The discussion on Conjecturé 1 is separated in the contimu& this section into mixed, strong, and weak
one-sided GICs. This is done by restating some known refolts [5], [12], [15], [17], [19], [20] and [21]. The
focus of this paper is on weak GICs. For this class, the copoants of the capacity region are yet unknown,
and they are studied in the converse part of this paper byngelgn some existing outer bounds on the capacity
region. Various outer bounds on the capacity region of Gl@$ have been introduced in the literature (see, e.g.,
[0, [4], [e], [10], [13], [15], [16], [19] and [21]-[24]). he analysis in this paper provides informative bounds that
are given in closed form, and they are asymptotically tigintdufficiently large SNR and INR. Improvements of
these bounds are derived for finite SNR and INR, and theseoiweprents are exemplified numerically.

A. On Conjecture 1 for Mixed GICs
Conjecturd 1l is considered in the following for mixed GICs:

Proposition 1. Consider a mixed GIC wherg, > 1 andas; < 1, and assume that transmitter 1 sends its message
at rate R, > Cy — ¢ for an arbitrarye > 0. Then, the following holds:

1) If 1 — a2 < (aj2a21 — 1)Py, thenRy < % log (1 + mfﬁg + . This implies that the maximal ratg; is
strictly smallerthan the corresponding upper bound in Conjecfure 1.
2) Otherwise, ifl—aj2 > (a12a21—1)P;, thenRy < R3+-¢. This coincides with the upper bound in Conjeciure 1.
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The above two items refer to a corner point that achievesuherate. On the other hand, By > Cs — ¢, then

Ry < %log <1 + i ) +4d(¢g) (6)

1+ P2
whered(e) — 0 ase — 0.

Proof: The first two items of this proposition follow from_[15, Theon 10] or the earlier result ir_[13,
Theorem 1]. Eq.[(6) is a consequencelof/[13, Theorem 2]. |

B. On Conjecture 1 for Strong GICs

The capacity region of a strong GIC is equal to the intereactf the capacity regions of the two Gaussian
multiple-access channels from the two transmitters to @aehof the receivers (see [12, Theorem 5.2] and [20]).
The two corner points of this capacity region are consisteithh Conjecture fl. Questionl 2 is answered in the
affirmative for a strong GIC because each receiver is ableetmde the messages of both users.

The capacity region of a very strong GIC, wherg > 1+ P; andag; > 1+ P, is not affected by the interference
[3]. This is a trivial case where Conjecture 1 does not prewadtight upper bound on the maximal transmission
rate (note that ifu;2 > 1 + P, andag; > 1+ P, then R} > C; and R > C5).

C. On the Corner Points of Weak One-Sided GICs

In [5], an interesting equivalence has been establisheddasst weak one-sided GICs and degraded GICs: a weak
one-sided GIC with power constrainfy and P, and cross-link gaing,, = 0 andaz; = a € (0,1) in standard
form, has an identical capacity region to that of a degradicl whose standard form is given by

1
Y1=X1+\/;X2+Zl7 Yy = vVaX1 + Xo + Z5 (7)

with the same power constraints on the inputs, and wligig, are independent Gaussian random variables with
zero mean and unit variance. The first part of Propositionfdliemn that one corner point of a weak one-sided GIC
is determined exactly, it is achievable by treating therfetence as noise, and it is given by

1 1 Py
<§ log(1+ P), 5 log <1 + T aP1>> . (8)

In [17, Theorem 2], it is shown that this corner point achfethe sum-rate of the weak one-sided GIC. We consider
in the following the second corner point of the capacity oegiaccording to Propositidd 1, the second corner point
of the weak one-sided GIC is given i§y&,, Cy) where (see[(6))

1 aP1 1 Pl
2 og (1 <R <-log|1 . 9
20g<+1+P2>_R1_20g<+1+P2> ©)

The lower bound onR; follows from the achievability of the pointR;j, Csy) for the degraded GIC i 7). The
following statement summarizes this short discussion cakwae-sided GICs.

Proposition 2. Consider a weak one-sided GIC, which in standard form hasep@enstraintsP; and P, for
transmitters 1 and 2, respectively, and whose cross-linksgarea;> = 0 andas; = a for 0 < a < 1. One of
the two corner points of its capacity region is given[ih (8)dat achieves the sum-rate. The other corner point is
(R1,Cy) where R, satisfies the bounds ifil(9), and these bounds are tight whenl.

The achievable rate region of Costa [6] for a weak one-sidkt é@incides with the Han-Kobayashi achievable
region for i.i.d. Gaussian codebooks (seel [27, SectionT2}s region has a corner point &R}, C2) where R is
given in [4) withas; = a (note that it is equal to the lower bound [0 (9)). Howevergitnains unknown whether
the capacity-achieving input distribution is Gaussian.

D. Organization of this paper

The structure of this paper is as follows: Conjecfure 1 issatered in Sectioh]2 for a weak GIC. The excess rate
for the sum-rate w.r.t. the corner points of the capacityargs considered in Sectidd 3. A summary is provided
in Section 4 with some directions for further research. Tigteout this paper, two-user GICs are considered.



4 REVISED IN APRIL 5, 2015

2. ON THE CORNERPOINTS OF THECAPACITY REGION OF AWEAK GIC

This section considers Conjectire 1 for a weak GIC. It is éaskerify that the point§ R;, R2) = (C1, R3) and
(R7,C9) are both included in the capacity region of a weak GIC, andctireesponding receiver of the transmitter
that operates at the single-user capacity can be designgectmle the messages of the two users. We proceed in
the following to the converse part, which leads to the follmyvstatement:

Theorem 1. Consider a weak two-user GIC, and &f, C, R} and R; be as defined i {3)H(5). IR, > C, — ¢
for an arbitrarye > 0, then reliable communication requires that

1 1)
Ro <min{ R5 + =1 1+ + 2¢,
2= mln{ 2 2 8 < (1 + CL21P1)(1 + CL12P2)> ¢

1 Py 1+ P
—1 1 1 . 10
2og< +1+P1>+< +a21P2)E} (20)

Similarly, if Ry > Cy — ¢, then

P >
+ 2¢,
(1 + CL21P1)(1 + CL12P2)

1 P 1+ P
=1 1 1 . 11
5 og( +1+P2>+< +a12P1)E} (11)

Consequently, the corner points of the capacity region(&eC>) and (C1, R2) where

Py
log (1 12
0g< +1+P2>} (12)
. 1 P, 1 Py
R < Ry < R;+ - log (1 5 log |1 ' 1
2 = 2_m1n{ 273 og< +(1—|—a21P1)(1+a12P2)>’ og< +1+P1>} )

In the limit where P, and P tend to infinity, which makes it an interference-limited ohal,

1) Conjecturé ]l holds, and it gives an asymptotically tigharid.
2) The rate pairgCi, R3) and (R}, Cy) form the corner points of the capacity region.
3) The answer to Questidn 2 is affirmative.

1
Ry < min{RT +3 log <1 +

N =

1 P
R <Ry <min<Rj+ =log 1+ ,
== { 1508 < (14 anPr)(1+ a12P2)>

\)

Proof: The proof of this theorem relies on the two outer bounds oncpacity region that are given in_]10,
Theorem 3] and/[13, Theorem 2].
Suppose tha?; > C — ¢ bits per channel use. The outer bound by Etkiral. in [10, Theorem 3] (it is also
known as the ETW bound) yields that the rafes and R, satisfy the inequality constraint

1+ P )

1 1
2R + Ry <= log(1 + P, P =1 e
1+ 2 55 og( + 1 +are 2)+2 0g(1+a21P1

1 Py
-1 1 P, ——
+2 og< + ao1 1+1—|—a12P2>

which therefore yields that (sel (3) and (5))

1 1 1+ P 1 P
Ry <—log(1l+ P P -1 _— -1 1 PP+ ——— | —(log(l1+P)—2
255 og(1+ Py + ais 2)+2 Og(1+a21P1>+2 og< + ag; 1+1—|—a12P2> (log(1+ Py) — 2¢)
1 Py
=R+ — lo <1+ >+25. 14
277508 (14 aPr)(1+a2Ps) (14)

The outer bound by Kramer in_[13, Theorem 2], formulated hiaran equivalent form, states that the capacity
region is included in the s&f = 1 N Ky where

0< R <

N~

(=8P’
log <1 + 6P’+$> (15)
0 < Ry < llog(l+pBP)

/Cl = (Rl,Rg) :

[N}
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with P’ £ P, + 2 and g € [ﬁ, £:] is a free parameter; the skt is obtained by swapping the indices in

K1. From the boundary of the outer bound in](15), the valug dhat satisfies the equality

1 (1-pB)P
510g<1+m :Cl—E
is given b

d Y 226 Py + (2>-1)(A+P)

a1

C(1+P) (P2+i) '

a21

The substitution of this value of into the upper bound o®, in (15) implies that ifR; > C; — ¢ then

Ry < S log(1 4 BP')

N~ N

log (1 + 1 52P1> +6(e) (16)

2% — 1) (P + 8
6(5)1log(1—|—( )<2+ azl)).

where

2 1+ P+ P

The functiond satisfiesd(0) = 0, and straightforward calculus shows that

1+ P
anPo’

0<d(c)<1+ Ve > 0.

It therefore follows (from the mean-value theorem of cals)lthat
1+ P1>
E.

(17)

0<dle)< |1+
(¢) ( a1 P

A combination of [(1#),[(16),[{(17) gives the upper bound on e R, in (10). Similarly, if Ry > Cy — ¢, the
upper bound on the ratg; in (11) is obtained by swapping the indices in](10).

From the inclusion of the point&”;, R3) and (R}, Cs) in the capacity region, and the bounds|[in](10) &nd (11)
in the limit wheree — 0, it follows that the corner points of the capacity region &fg, Cy) and (C2, R;) with
the bounds omR?; and R, in (12) and [(IB), respectively.

Since the point{C1, R3) is achievable, also i$R;, R5) for Ry < Ci; hence, ifC; —e < R; < (4, then the
maximal rateRs of transmitter 2 satisfies

)
25.

The uncertainty in the maximal achievable rdte when Ry > C; — ¢ ande — 0 is therefore upper bounded by

ARy 2 1 log (1 + (1+a21P11)3(21+a12P2)> - The asymptotic case whefg, P, — oo and = — k for an arbitraryk > 0

is examined in the following: In this cas&j — % log(1 + ka12) and ARy — 0 which proves that Conjectufé 1
holds in this asymptotic case where the transmitted poveers to infinity. Since the point&”;, R%) and(R7, C2)

are included in the capacity region, it follows from this gerse that they asymptotically form the corner points of
this region. As is explained above, operating at the pdifits R%) or (R}, C2) enables receiver 1 or 2, respectively,
to decode both messages. This answers Question 2 in theaifienfor the considered asymptotic case. ®

1
R§§R2§R§+§log<1+

Remark 1. Consider a weak symmetric GIC wheRe = P, = P andaj2 = as; = a € (0,1). The corner points of
the capacity region of this two-user interference chanrebaven by(C, R) and (R, C) whereC = 1 log(1+ P)

is the capacity of a single-user AWGN channel with input poe@nstraintP, and an additive Gaussian noise with
zero mean and unit variance. Theorem 1 gives that

1 aP 1 P 1 P
Re<mind=log[1+-"" V4 -log(14+—" ). Ztog(1+—u)V\. 18
C—mm{z Og(+1+P>+2Og<+(1+aP)2>’2og<+1+P>} (18)
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In the following, we compare the two terms inside the minitian in [18) where the first term follows from
the ETW bound in[[10, Theorem 3], and the second term followsnf Kramer's bound in[[13, Theorem 2].
Straightforward algebra reveals that, foe (0, 1), the first term gives a better bound @& if and only if

20> —a+1++v5a%2 —2a+1
” 2a%(1 — a) )
Hence, for an arbitrary cross-link gainc (0,1) of a symmetric and weak two-user GIC, there exists a threshol
for the SNR where above it, the ETW bound provides a betteeuppund on the corner points; on the other
hand, for values of SNR below this threshold, Kramer's bopraides a better bound on the corner points. The
dependence of the threshold for the SKR) on the cross-link gain is shown in Figuré 1. The thresholdtfier

P (19)

55

50F 8

1 1 1 1 1
0 01 02 03 04 05 06 07 08 09 1

5 I I

Cross-link gain of a symmetric GIC (a)

Fig. 1. The curve in this figure shows the threshold for the SMR, in decibels, as a function of the cross-link gdin) for a weak
and symmetric GIC. This threshold is given by the right-haidk of [19). For point§a, P) above this curve, the ETW bound is better in
providing an upper bound on the corner points of the capaeityon, whereas Kramer's bound is better in this respecpéonts (a, P)
below this curve.

SNR (P), as is shown in Figurg] 1, tends to infinity if — 0 or a« — 1; this implies that in these two cases,
Kramer’s bound is better for all values &f. This is further discussed in the following:
1) If a — 0 then, for everyP > 0, the first term on the right-hand side ¢f18) tends to the cipa’; this
forms a trivial upper bound on the valu&. of the corner point. On the other hand, the second term on the
right-hand side of[{18) gives the upper bound%ofog (1 + HLP) which is smaller tharC' for all values

of P. Note that the second term ih_{18) implies that, for a symmé&iC, R, < % bit per channel use for
all values of P. In fact, for a givenP, the advantage of the second term in the extreme case where
served as the initial motivation for incorporating it in Tdrem[1.

2) If a — 1 then, for everyP > 0, the first term tends té log (1 + H%) +% log % + ﬁ which is larger
than the second term. Hence, also in this case, the secandytees a better bound for all values &f

Example 1. The condition in[(IB) is consistent with [15, Figs. 10 and, 4 explained in the following:

1) According to [15, Fig. 10], forP = 7 anda = 0.2, Kramer's outer bound gives a better upper bound on
the corner point than the ETW bound. Foe 0.2, the complementary of the condition in_{19) implies that
Kramer’s bound is indeed better in this respect fok 27.725. This is supported by Figutd 1.

2) According to [15, Fig. 11], forP = 100 anda = 0.1, the ETW is nearly as tight as Kramer's bound in
providing an upper bound on the corner point. o 0.1, the complementary of the condition in_{19)
implies that Kramer’s outer bound gives a better upper boamdhe corner point than the ETW bound if
P < 102.33 (as is supported by Figufeé 1); hence, #r= 100, there is only a slight advantage to Kramer’s
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bound over the ETW bound that is not visible in [15, Fig. 11fakier’'s bound gives an upper bound Bg
that is equal to 0.4964 bits per channel use, and the ETW bgiwes an upper bound of 0.5026 bits per
channel use.

Remark 2. If a12a21 P12 > 1, then it follows from [(IP) and (13) that the two corner poinfghe capacity region
approximately coincide with the pointsR;, Cs) and (C, R%) in Conjecturd L.

In the following example, we evaluate the bounds in Thedréfor finite values of transmitted power®( and
P,) to illustrate the asymptotic tightness of these bounds.

Example 2. Consider a weak and symmetric GIC where- 0.5 and P = 100. Assume that transmitter 1 operates
at the single-user capacity = %log(l + P) = 3.33 bits per channel use. According o [13), the corresponding
maximal rateR, of transmitter 2 is between 0.292 and 0.317 bits per charseeltbe upper bound aRy in this case
follows from the ETW bound. This gives good accuracy in theeasment of the two corner points of the capacity
region (see RemaitK 2 where, in this cag&P = 25 >> 1). If P is increased by 10 dB (to 1000), and transmitter 1
operates at the single-user capadcity= %log(l + P) = 5.0 bits per channel use, then the corresponding maximal
rate R, is between 0.292 and 0.295 bits per channel use. Hence,ebisipn of the assessment of the corner points
is improved in the latter case. The improved accuracy of #terl assessment when the valuefdis increased

is consistent with Remaikl 2, and the asymptotic tightnesh®founds in Theorefd 1. Figuré 2 refers to a weak

Fig. 2. The figure refers to a GIC with cross-link gaims = a1 = 0.5, and a common transmitted pow& = P, = 100 in standard
form (see ExamplEl2). The solid curve is the boundary of therdoound in[[ID, Theorem 3] (the ETW bound [n}(20)), and the tivcled
points refer to Conjecturfe] 1; these points are achievabie, tikey almost coincide with the boundary of the outer bound.

and symmetric GIC wher®; = P, = 100 anda12 = a2; = 0.5. The solid line in this figure corresponds to the
boundary of the ETW outer bound on the capacity region (s8ge Theorem 3]) which is given (in units of bits
per channel use) by

0 < Ry < 3.3291
0 < Ry < 3.3291
Ro=1{ (Ri,Ry): Ri+ Ry <41121 . (20)

2R; + Ry < 6.9755
\ Ry + 2Ry < 6.9755

The two circled points correspond to Conjectlie 1; thesatpare achievable, and (as is verified numerically)
they almost coincide with the boundary of the outer boundlid, [Theorem 3].
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3. THE EXCESSRATE FOR THESUM-RATE W.R.T. THE CORNERPOINTS OF THECAPACITY REGION

The sum-rate of a mixed, strong or one-sided GIC is attairieal @rner point of its capacity region. This is
in contrast to a (two-sided) weak GIC whose sum-rate is naired at a corner point of its capacity region. It
is therefore of interest to examine the excess rate for therse w.r.t. these corner points by measuring the gap
between the sum-ratg’s,m) and the maximal total rateRj + R») at the corner points of the capacity region:

A £ Coym— max{ Ry + Ra: (Ry, Ry) is a corner poing. (21)

The parameteA measures the excess rate for the sum-rate w.r.t. the case whe transmitter operates at its
single-user capacity, and the other reduces its rate todimt where reliable communication is achievable. We have
A = 0 for mixed, strong and one-sided GICs. This section derivestds onA for weak GICs, and it also provides
an asymptotic analysis analogous to the study of the genedatiegrees of freedom (where the SNR and INR
scalings are coupled such th%% = a > 0). This leads to an asymptotic characterization of this gakvis
demonstrated to be exact for ﬁ1e whole rangexoThe upper and lower bounds dnare shown in this section to
be asymptotically tight in the sense that they achieve tlaeteasymptotic characterization. Improvements of the
bounds onA are derived in this section for finite SNR and INR, and thesends are exemplified numerically.

For the analysis in this section, the bounds in Thedrem 1 anhds on the sum-rate (see, e.gl, [7],)[10], [11],
[21], [25] and [26]) are used to obtain upper and lower bounrig.

A. An Upper Bound o\ for Weak GICs

The following derivation of an upper bound a@x relies on an upper bound on the sum-rate, and a lower bound
on the maximal value oR?; + R, at the two corner points of its capacity region. Since thentsaiR;, C2) and
(Ch, R3) are achievable for a weak GIC, it follows that

max{ Ry + Ry: (Ry, Ry) is a corner point
> max{R] + Cy, R5 + C1}
1
=5 max{log(l + Py +ax Py),log(1+ P + alng)}. (22)

An outer bound on the capacity region of a weak GIC is proviohefLlO, Theorem 3]. This bound leads to the
following upper bound on the sum-rate:

1 . P Py
Coaum< = min< log(1+ P) +log |1+ ————— ], log(1+ P)+log (1 4+ —— |,
=9 { & 1 g( 1—|—<121P1> Bl 2) g< 1+a12P2>

P1 P2
log{14+ap P+ ——— ) +logl|l+apP +—— . 23
g( 12479 1—|—a21P1> g( 21471 1+a12P2>} (23)

Consequently, combining (21)—(23) gives the following eppound onA:

1 . Py P
A< = log(1 + P 1 14+ — log(1 + P | 14+ ———
_2[m1n{og( +P)+ og< +1+a21P1>’ og(l+ P) + og< +1—|—a12P2>’

P1 P2
log{1l+apPy+——— ) +log|1l+a01 P +—"T—
g< 1272 1+a21P1> g< 2 1+a12P2>}

—max{log(1+P2+a21P1),log(1—|—P1 —|—a12P2)} . (24)

For a weak and symmetric GIC, whefgé = P, = P andajs = as; = a (0 < a < 1), (24) is simplified to
A = A(P,a)

1
< Z
-2

1 14+ P P aP[P + (1+aP)?|
2 mm{log <1+aP> » log (1+ (taP) " (1+aP)(1+(a+1)P)>}' (25)

P
min{log(l + P) +log (1 t1

21 1 P
+aP>’ og< +aP +

1+ap>} —log(1+ (1+a)P)




ON THE CORNER POINTS OF THE CAPACITY REGION OF A GAUSSIAN INREERENCE CHANNEL 9

Hence, in the limit where we leP tend to infinity,

1 1
: <L 1 ‘
Ph_r)réoA(P, a) < 5 log <a> , Yae(0,1) (26)

Note that, fora = 1, the capacity region is the polyhedron that is obtained ftbmintersection of the capacity
regions of the two underlying Gaussian multiple-accessetis. This implies thaf\(P,1) = 0, so the bound in
(28) is continuous from the left at = 1.

B. A Lower Bound om\ for Weak GICs

The following derivation of a lower bound oA relies on a lower bound on the sum-rate, and an upper bound
on the maximal value ok, + R, at the two corner points of the capacity region. From Thedikrihe maximal
total rate at the corner points of the capacity region of akn@kC is upper bounded as follows:

max{R; + Ry: (R1, Ry) is a corner point

@ i R+ Oyt 21 <1 + ! >
min< max —lo ,
- LTy o8 (14 a1 P1)(1 + a12P»)

1 Py 1
R5+Ci+ < log |1+ , = log(1+ P, + P
2 175 g< (1+a21P1)(1+a12P2)>} 5 g( 1 2)}
w1l . Py
= — min{ max< log(l1 4+ Py + a1 P) +log [ 1 + ,
2 { { g 2+ anl) g( (1+a21P1)(1+a12P2)>

P
log(1 + P, P 1 1 log(1+ P + P 27
og(1+ P + ai2Ps) + 0g< +(1+a21P1)(1+a12P2)>}’ og(1+ P + 2)} (27)

where inequality (a) follows froni_(12)[_(113), and the eqtyali
max{min{a,c}, min{b, c}} = min{max{a, b},c}, Ya,b,ceR

and equality (b) follows from[{3)E(5).
In order to get a lower bound on the sum-rate of the capadiipneof a weak GIC, we rely on the particularization
of the outer bound in [23] for a GIC. This leads to the follogiauter boundR, in [9, Section 6.7.2]:

0< Ry < 3log(l+Py)
0 < Ry < 3log(l + P»)

Ri+ Ry < Llog(1+ Pi + anPs) + 4 log (1 + _1+£22P2)
Ri+ Ry < $log(l+ Py +an Pr) + i log (1 + —1+5§1P1)

1 Py 1 Py
Ro— L (R ;) FotRe< flo (1 +anPs + —Hampl) +Llog (1 +ag Py + Tlsz)

(28)
o Yo+ P s (1412

—I—% log (1 + a1 P + Jﬁ)

Ry + 2Ry < §log(1+ Py 4 az Py) + 3 log (1 + 71+£22P2)

+% log (1 + a1oPy + 71_‘_5;11&)

The outer bound?,, has the property that ifR;, R2) € R, then(R; — %, Ry — %) € Ruk whereRuk denotes the
Han-Kobayashi achievable rate region [in![12] (de€ [23, Rer@@and [9, Section 6.7.2]). Note that the "within
one bit” result in [10] and[[23] is per complex dimension, ani$ replaced here by half a bit per dimension since
all the random variables involved in the calculations of duger bound on the capacity region of a scalar GIC are
real-valued([9, Theorem 6.6]. Consider the boundary of thieroboundR, in (28). If one of the three inequality
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constraints onR; + Ry is active in [(28) (this condition is first needed to be verifigden a point on the boundary
of the rate regiorR, that is dominated by one of these three inequality condtaatisfies the equality

1 . P
R+ Ry == log(1 + P P 1 1+ —=
1+ g leﬂ{og( + Py +a19P;) + 0g< +1+a12P2>’
log(14+ P2+ a1 Py) +lo 1—|rL
g 2 21471 g 1+ an P, )’
P P
1 1 P+ — 1 1 P+ —=— 5. 29
og< + a1z 2+1+a21P1>+ og< + a1 1+1—|—CL12P2>} (29)

Since(R; — %, Ry — %) is an achievable rate pair, then the sum-rate is lower balibgie?; + R, — 1. It therefore
follows from (29) that

1
Csum > 3 mln{log(l + P + a12P2) + log (1 + ﬁ) ;

Py
log(1 + P P, 1 14—
og(1+ P+ anP) + og( +1+a21P1>’

P1 P2
log|1+apPy+———)+log|l+anP + ——— — 1. 30
g< 12479 1—|—a21P1> g( 21471 1+a12P2>} (30)

A combination of [(211),[(27) and_(B0) leads to the followingvier bound on the excess rate for the sum-rate w.r.t.
the corner points:

1 P
A > = in{ log(1 + P, P. 1 1+ ——
=5 [mln{ og(1+ P+ aoP) + 0g< + 1+a12P2>’
log(1 + P + agi P) +1 <1+ b )
o a o — |,
g 2 21471 g 1+ ag Py
P P
lo l+ap9Pp+—-"—) +1o 14+a9 P + ————
g< 1252 1—|—CL21P1> g< 201 1+CL12P2>}
i log(1+ Py + ag Py) +1 <1+ a >
— ImMin4g max O a O 5
& 2o & (I1+ a1 P)(1+ ahs)

Py
log(1 + P, P. 1 1 log(1 + P + P
og(1+ P+ aioP) + 0g< + (1+a21P1)(1+a12P2)>}’ og(1+ P + 2)}

provided that there exists a rate-p@ft;, R2) that is dominated by one of the three inequality constrant®; + R,

in (28); as mentioned above, this condition is first needeldetwerified for validating both lower bounds in_{30)
and [31). In the following, the lower bound ak is particularized for a weak and symmetric GIC, and a sulfficie
condition is stated for ensuring that the lower bounds i) @@ [31) hold for this channel. To this end, we state
and prove the following lemma:

~1 (31)

Lemma 1. For a weak and symmetric two-user GIC with a common power tcaing on its inputs that satisfies
P > 2.551, there exists a rate-paf?;, R2) on the boundary of the outer bourit, in (28) that is dominated by
one of the inequality constraints d&; + R2 in Ro.

Proof: Consider the straight lines that correspond to the inetyuedinstraints or2R; + R, and Ry + 2R, in
(28). For a weak and symmetric two-user GIC (whefe = as; = a With 0 < a < 1, and P, = P, £ P), this
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P
>+log <1+CLP+ 1—|—aP>]’

P
>+log <1—|—aP—|— 1—|—aP>]'

corresponds to

2R1 4+ Ry =

1
5 [log(l—FP—FaP)—i-log <1+1—|—aP

1
2Ry = = |log(1+ P P)+1 1
Ry + 2Ry 2[og(—l— +a )+0g<—|—1_|_ap

These two straight lines intersect at a pdift, R2) where

A 1 P
=Ry=R=-|log(l+ P+ aP)+1 1 1 1+aP 32
Ri=Ry=R 6[og( + P +aP)+ 0g< +1+GP>+0g< taP+ s (32)
and the corresponding value & + R, at this point is given by
Ri+R _ 1 log(1+ P +aP) +1 1+ P +1 1+aP + P (33)
1 2—3 og a og 1—|—(IP og a 1—|—CLP .

For the considered GIC, the inequality constraints®ar+ Rs in the outer bound (28) are given by

1 P
< —
Ri+ Ry < 5 [log(l—i—P—i—aP)—Hog (1—1— 1+aP>] ) (34)

R1+R2§10g<1+ap+1+ap>. (35)
The right-hand side of (33) is equal to the weighted averdgbeoright-hand sides of (34) and (35) with weights
% and % respectively. Hence, it follows that one of the two inegyatonstraints onR; + Ry in (34) and [(3b)
should be active in the determination of the boundary of theerobound in[(28), provided that the poifi®, R)
satisfies the conditio? < % log(1 + P) for every0 < a < 1 (see the first and second inequality constraints on
R; and Rs, respectively, in[(28)). By showing this, it implies thaetpoint(R, R) is outside the rate regioR, in
(28). Consequently, it ensures the existence of a pdit R:), located at the boundary of the rate region[in| (28),
that is dominated by one of the inequality constraintsl®am+ R» in (34) and [(3b). In order to verify that indeed
the conditionR < £ log(1 + P) holds for every0 < a < 1, whereR is given in [32), let

> + log <1+aP+ 1+Pap>} , Yael0,1]
(36)

A1 1 P
= — log(l+ P)— = |log(1+ P P | 1
fr(a) 5 og(l+ P) 5 og(l+ P+aP)+ og< + T ab

where P > 0 is arbitrary; the satisfiability of this condition requirdsat fp is positive over the interval [0,1]. The
function fp satisfiesfp(0) = 0, and it is concave over the interval [0,1] if and only/f> 0.680 (one can show
that this is a necessary and sufficient condition such ﬂ;ial) < 0; furthermore, under the latter condition, the
third derivative of fp is also positive on [0,1], which implies thgt, < 0 over this interval, so the functioyip
is concave). This implies thaftp(a) > 0 for all a € (0,1) if fp(1) > 0 and P > 0.680. Straightforward algebra
shows thatfp(1) > 0 if and only if P* + P3 — 6P? — 7P — 2 > 0, which is satisfied if and only if> > 2.55003
(the other solutions of this inequality are infeasible forsince it is real and positive). This completes the proof
of the lemma. [ |
Lemmall yields that the lower bound on the sum-rate[in (30)atsfeed for a weak and symmetric GIC if
P > 2.551. Consequently, also the lower bound anin (31) holds for a weak and symmetric GIC under the same
condition onP. In this case, the lower bound in(31) is simplified to

A = A(P,a)

. P P
mm{log(l + (a+1)P) + log <1 T —|—aP> » 2log <1 +aP + 1 _|_ap>}

—1. (37)

1
>
-2

— min {log(l + (a+1)P) +log <1 + ﬁ) ,log(1 4+ 2P)}
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In the following, we consider the limit of the lower bound @nin the asymptotic case where we [Bttend to
infinity, while a € (0, 1) is kept fixed. In this case, we have from the lower boundin (37)

lim A(P,a)
P—oo

1 P Py
S|
> 5 Ph_lf)lgolmln{log(l‘F(a"‘l)P)"‘lOg <1+ 1+ap>,1og<<1+ap+ 1+aP> )}

log(1 + 2P)}

_ min {log(l +(a+1)P) +log <1 * ﬁ>

(@1 P P
= — 1 log(1 P 1 1 — | log(1 HP 1 14— -1
5 i [og( +(a+1)P) + og< +1+aP> <og( +(a+1)P) + og< +(1+ap)2>>]
1 P P
—§th [log<1+1+ap>—log<1+m>}—l
~1y
2

1
/\ 8

) (38)

Equality (a) holds since, for large enough

log(1+ (a+ 1)P) + log (1 + 7 +Pap> ~log((a+1)P) + log <1 + 2) =log (@) ,

= aP) ~log(a’P?), log(l+ (a+1)P) +log <1 + ﬁ) ~ log((a +1)P)

so, ifa € (0,1) and P is large enough, each minimization of the pair of terms intthe lines before equality (a)
is equal to its first term.

For a weak and symmetric GIC, a comparison of the asymptpfieuand lower bounds afA in (26) and [(38)
yields that these two asymptotic bounds differ by at mosttlpbr channel use; this holds irrespectively of the
cross-link gaina € (0,1). Note that the upper bound is tight farclose to 1, and also both asymptotic bounds
scale likei log (1) for small values ofz (so, they tend to infinity as — 0).

2log <1+aP+

C. An Analogous Measure to the Generalized Degrees of Freettad its Implications

This section is focused on the model of a two-user symmeti@, @nd it provides an asymptotic analysis of the
excess rate for the sum-rate w.r.t. the corner points ofdfgcity region. The asymptotic analysis of this excess
rate (A) is analogous to the study of the generalized degrees ofdmedhere the SNR and INR scalings are
coupled such that

log(INR)
log(SNR)

The main results of this section is a derivation of an exagimsotic characterization oA for the whole range of
a (see Theorernl2), and a demonstration that the closed-fopmegsions for the upper and lower bounds/®nn
Sectiong 3-A anf 34B are asymptotically tight in the senseabiieving the exact asymptotic characterizatiom\of
(see Theorernl3). Implications of the asymptotic analys@the main results of this section are further discussed
in the following.

Consider a two-user symmetric GIC whose cross-link gasctales likeP*~! for some fixed value ofv > 0.
For this GIC, the generalized degrees of freedom (GDOF) fmel@ as the asymptotic limit of the normalized
sum- rate% when P — oo. This GDOF refers to the case where the SNR tends to infinity, and the
interference to noise ratidNR = o P) scales according td (89) white > 0 is kept fixed. The GDOF of a two-user
symmetric GIC (without feedback) is defined as follows:

Caum( P, P> 1
g S

and this limit exists for everyx > 0 (see [10, Section 3.G]).

=a>0. (39)

(40)
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For large P, let us consider in an analogous way the asymptotic scalirtheonormalized excess rate for the
sum-rate w.r.t. the corner points of the capacity regionthlie end, we study the asymptotic limit of the ratio
% for a fixeda > 0 when P tends to infinity. Similarly to[(40), the denominator of thiio is equal to
the asymptotic sum-rate of two parallel AWGN channels withimterference. However, in the latter expression,
the excess rate for the sum-rate w.r.t. the corner pointspkacing the sum-rate that appears in the numerator on

the right-hand side of (40). Correspondingly, for an adritra > 0, let us define

a—1
5(a) & lim 2T

41
P—oco  log P (41)

provided that this limit exists. In the following, we demdnage the existence of this limit and provide a closed-form
expression fow.
Theorem 2. The limit in (41) exists for every > 0, and the functiod admits the following closed-form expression:

1 i 2
5-&‘, |f0§0[<§

ia) = e if2<ax<l . (42)
0, if a>1

Proof: If & > 1 and P > 1, the cross-link gain is = P>~1 > 1, and the channel is a strong and symmetric
two-user GIC. The capacity region of a strong two-user Gl@dsal to the intersection of the capacity regions
of the two Gaussian multiple-access channels from the tawostitters to each one of the receivers (see [12,
Theorem 5.2] and [20]). The sum-rate of this GIC is therefegeial to the total rat¢ R, + R2) at each of the
corner points of its capacity region. Hencepif> 1 and P > 1 then A(P, P*~1) = 0, and [41) implies that

d(a) =0, Va>1. (43)

For a symmetric two-user GIC with an input power constrdht- 1 and an interference level € [0, 1), the
cross-link gain isa = P! < 1. This refers to a weak and symmetric two-user GIC. From Téve@l (see[(12)
and [13)), the bounds on the corner points of the capacitipmegf a weak and symmetric two-user GIC imply
that the maximal total rate at these corner points satidfiesnequality

% log(1 + P) < max{Ri + Ry: (R1, Ry) is a corner point < % log(1 + 2P). (44)
From [21) and[(44), it follows that foP > 1 anda € [0,1)
1 1
QWGUW”)—ibg1+ﬂﬂ§AU§V“U§C@ARPWU—§hgﬂ+P) (45)

Consequently, forv € (0,1), a division bylog P of the three sides of the inequality in_{45) and a calculatén
the limit asP — oo gives that (sed_(40) and (41))

5(a) = d(a) — % Va e (0,1). (46)

The limit in (40) for the GDOF of a two-user symmetric GIC (gt feedback) exists, and it admits the following
closed-form expression (se€e [10, Theorem 2]):

d(a) = min{l,max{g,l — g} ,max {a, 1 — a}}

2 2
l—a, fO<a<i
Q, if%§a<%
=¢1-%, f2<a<l . (47)
5 ifl<a<?2
1, if «>2

A combination of [(4B),[(46) and (#7) proves the closed-forpression fors in (42). [ |
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d(a) and o(ax)
o o o o
w N 6] [e)]

©
N}

0.1

1 15 2 2.5
Interference level (o)

Fig. 3. A comparison of the generalized degrees of freedoBdE) in (41), and the exact asymptotic characterization of (1) (see
(@2)) as a function of the non-negative interference level

Figure[3 provides a comparison of the GDOF and the funciidor an interference levek (i.e., the cross-link
gain isa = P*~1). Equation[(4b) shows that, for an interference lavet [0, 1], the difference between the GDOF
(denoted here by(«)) andd(«) is half a bit per channel use (see Figlfe 3). In light of thesetbform expression
of 4 in (42), the asymptotic tightness of the bounds[inl (25) anj {8 demonstrated in the following:

Theorem 3. Consider a weak and symmetric two-user GIC where the SNRMRdsEalings are coupled according
to (39). Then, the upper and lower bounds on the excessAate (25) and [(3¥) are asymptotically tight in the
sense that, in the limit wher® — oo, the normalization of these bounds hyg P tend tod in (1) and [4R).

Proof: Substitutinga = P*~! into the upper bound o\(P,a) in (25) gives that, forP > 1 anda € [0, 1),

A(P, P 1)

1
< Z
-2

min{log(l + P) +log <1 +

P P
21 14 P¢ —log(1+ P+ P¢
1+Pa>’ Og( * +1+Pa>} og(l+P+P7)
L2°A(P, P>, (48)
Consequently, forr € [0,1), we get from [(4B) that

A(P, P 1)
im ——~=
P—oco  log P

= %[min{Q —a, 2max{a,1 — oz}} N 1]

- {5 o]}

= §(a) (49)

where the last equality follows fronl (42).
The substitution of the cross-link gaim = P*~! into the lower bound omA(P,a) in (37) gives that, for
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P >2.551 anda € [0,1),

A(P, P
1 P P
> - : (6% (6%
Z 5 mm{log(l—i—P—FP )—i—log (1—1— 1—|—P0‘>’ 2log (1+P + 1—|—PO‘>}
. N P
— min {log(l + P+ P%) + log <1 + m) ,log(1 4+ 2P)} -1
£ AP, P (50)
Consequently, forx € [0, 1), it follows from (50) that
AP P
Ph—1>noo log P
1
@ 5 [min{Z — a, 2max{a,1 — a}} — 1}
2 5(a) (51)

where the substraction by 1 in equality (a) follows from tladiiability of the inequality

log(1 4+ P) < min {log(l + P+ P%) +log <1 + 2) ,log(1 + 2P)} <log(1+ 2P)

_r
(1+ P)
which therefore implies that

~ min {log(1+P+Po‘) + log (1—1— ﬁ) ,10g(1+2P)}
P log P

Equality (b) in [51) follows from the last two equalities i49).

To conclude,[(49) and (51) demonstrate the asymptoticriggst of the upper and lower bound[inl(25) and (37),
respectively, for the considered coupling of the SNR and INEB9). This completes the proof of the theorem.

= 1.

Remark 3. The following is a discussion on Theorérh 3. Consider the gdsere the SNR and INR scalings are
coupled such thak (39) holds. Under this assumption, theoretor the asymptotic tightness of the upper and lower
bounds in[(4B) and_(50) is twofold. The first reason is relatethe ETW bound that provides the exact asymptotic
linear growth of the sum-rate wittog P (see [10, Theorem 2]). The second reason is attributed tdatttethat,

for a weak and symmetric two-user GIC, the total rate at the ¢arner points of the capacity region is bounded
between; log(1 + P) and £ log(1 + 2P) (see [IR) and(13)) and both scale likdog P for large P. It is noted
that an ignorance of the effect of Kramer's bound in the dgion of the upper bounds on the right-hand sides of
(I2) and [(IB) would have weakened the lower bound\gi?, P*~!) by a removal of the ter log(1+2P) from

the right-hand side of (50). Consequently, foe [0, %] this removal would have reduced the asymptotic limit in
E1) from 6(er) = 5 — a (see [4R)) to zero.

As a consequence of the asymptotic analysis in this suliesesbme implications are provided in the following:
1) Consider a two-user symmetric GIC where the cross-lirk gaequal toa = P*~! for a > 0. From [40),

(41), [42) and[(47), it follows that

sy, f0<a<;g
A(P, P! 1-L, ifl<a<?
lim ( ) _)1 — 5(01) — . 2a . g Sa 3 (52)
0, if a>1

is the asymptotic fractional loss in the total rate at theneompoints of the capacity region.
2) Analogously to the GDOF of a two-user symmetric GIC[in| (4B¥ functiond is defined in[(41L) by replacing
the sum-rate with the excess rate for the sum-rate w.r.tctiiger points; in both cases, it is assumed that



16

3)

4)

5)

6)
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the cross-link gain is1 = P>—1 for some interference level > 0. The GDOF is known to be a non-
monotonic function ofv over the interval [0,1] (seé€ [10, pp. 5542-5543] dnd (47)nk(42), it also follows
that 0 is a non-monotonic function over this interval. FBr > 1, the cross-link gaim = P>~ forms a
monotonic increasing function af € [0, 1], and it is a one-to-one mapping from the interj@ll1] to itself.
This implies that, for large”, the excess rate for the sum-rate w.r.t. the corner poirgsdigd byA (P, a))

is a non-monotonic function aof over the interval [0,1]. This observation is supported bynetical results
in Section 3-E. A discussion on this phenomenon is provideer lin this section (see Remark 4).
Consider the closed-form expression[inl(47) for the GD®& symmetric two-user GIC. For largg, the
worst interference w.r.t. the sum-rate is known to occur mtie cross-link gain scales Iik% oritis 1

(this refers too = 1 or o = 1, respectively). Ifo = 1, we have from[(47)

1 . Csum(Pa #) 1
d(§) A TTe P 2 (53)
and, from [(B2),
A(P, L
lim (7\@1) 0. (54)
P—oo Csum(Pa ﬁ)

The same also holds for the case whare- 1 (i.e., when the cross-link gain is = 1). It therefore follows
that, for the worst interference w.r.t. the sum-rate, therasymptotically no loss in the total rat&; + Rs)
when the users operate at one of the corner points of the itapagion.
The limit on the left-hand side of (52) is bounded betweeroand one-half for = Po=1 with a > 0, and
it gets a local maximal value at = % (which is global maximum for, > %). From Theorenl]2, we have
A(P, -
( 7@) 1 (55)

lim —YP? _ >
Poe log P 6

From the asymptotic upper and lower bounds/fP, a) for large P and a fixeda € (0,1) (see [(26) and
(38)), we have

1 1 1 1

— ) —-1< 1 < Z - )

2log <1+a> 1_Ph_1>IéOA(P,a)_2log <a>’ Vae(0,1)
Since also the equaliti (P, a) = 0 holds for everya > 1, then it follows that

. A(Pa)

lim ————=

P—oco log P
This is consistent with the equality1) = 0 in (42).
Consider the capacity region of a weak and symmetric teer-&IC, and the bounds on the excess rate
for the sum-rate w.r.t. the corner points of its capacityioegsee Sections 31A arid 3-B). In this case, the
transmission rate of one of the users is assumed to be equheé teingle-user capacity of the respective
AWGN channel. Consider now the case where the transmisatenof this user is reduced by no more than
e > 0, so it is withine¢ of the single-user capacity. Then, from Theorem 1, it foBaiat the upper bound
on the transmission rate of the other user cannot increasedog than

(o) émax{za, <1+ IIPP> E}.

Consequently, the lower bound on the excess rate for theratarn [37) is reduced by no more thgfe).
Furthermore, the upper bound on this excess rate cann@aserby more than (note that if the first user
reduces its transmission rate by no more thathen the other user can stay at the same transmission rate;
overall, the total transmission rate it decreased by no ntoae ¢, and consequently the excess rate for
the sum-rate cannot increase by more thanRevisiting the analysis in this sub-section by introdigca
positivee = ¢(P) to the calculations, before taking the limit &f to infinity, leads to the conclusion that the
corresponding characterization &fin (42) stays un-affected as long as

e(P)
im =
P—oo log P

=0, Va>0.
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which then implies that

f(e(P))

Ph—1>noo log P

when the value of the cross-link gainis fixed. For example, this happens to be the casedtales like
(log P)? for an arbitrarys € (0,1) (so, in the limit whereP — oo, we haves(P) — oo but % — 0).

Consider a weak and symmetric GIC where, in standard fétmy: P, = P andajs = a1 = a € (0,1). Let A
denote the excess rate for the sum-rate w.r.t. the cornatspof the capacity region, as it is defined [nl(21). The
following summarizes the results that are introduced is ##ction so far for this channel model:

o The excess raté satisfies the upper bound in_{25).

o If P> 2551, it also satisfies the lower bound in_{37).

« For large enough?, A = A(P,a) is a non-monotonic function af over the interval0, 1].

« The upper and lower bounds dn P, P*~1) in (@8) and[(50), respectively, imply the exact asymptotalisg of
A(P, Po~1) with log P for an arbitrarya > 0 (note that these bounds applydoc [0,1), but A(P, P*~1) =0
whena > 1 and P > 1).

« The asymptotic linear growth ak (P, P*~1) with log P, for a > 0, is given by§(«) in (@2). Furthermore, a
connection between the functidnand the symmetric GDOF is given ih_(46) (see Fig. 3).

« When the value of the cross-link gain is kept fixed betweend Brthe excess ratA satisfies the upper and
lower bounds in[(26) and_(88), respectively. These asyngptmunds onA scale Iike% log (é) and they
differ by at most 1 bit per channel use, irrespectively of fined value ofa € (0, 1].

e Leta = P> for somea > 0 and P > 1. Consider the loss in the total rate, expressed as a fraofidme
sum-rate, when the users operate at one of the corner pditite oapacity region. This asymptotic normalized
loss is provided in[(52), and it is bounded between 0 én&or large values of, it roughly varies from O
to 1 by letting a grow (only slightly) from# to %ﬁ.

The following remark refers to the third item above:

Remark 4. For a weak and symmetric two-user GIC, the excess rate fostherate w.r.t. the corner points is
the difference between the sum-rate of the capacity regiohtlae total rate at any of the two corner points of the
capacity region. According to Theordm 1, for larffe the total rate at a corner point is an increasing function of
a € (0,1]. Although it is known that, for large®, the sum-rate of the capacity region is not monotonic deinga

in a, a priori, there was a possibility that by subtracting fradra monotonic increasing function i the difference
(that is equal to the excess ratd would be monotonic decreasing én However, it is shown not to be the case.
The fact that, for largd’, the excess ratA (P, a) is not a monotonic decreasing functionofs a stronger property
than the non-monotonicity of the sum-rate.

D. A Tightening of the Bounds on the Excess Ratg for Weak and Symmetric GICs

In Sectiong 3-A anf 3B, closed-form expressions for upperlawer bounds om\ are derived for weak GICs.
These expressions are used in Seclionl 3-C for an asympiwiysis where we let? tend to infinity. In the
following, the bounds on the excess rakeare improved for finiteP at the cost of introducing bounds that are
subject to numerical optimizations. For simplicity, we @iscon the model of a weak and symmetric GIC. In light
of Theoreni B, a use of improved bounds does not imply any amtimmpmprovement as compared to the bounds
in Section(3-C that are expressed in closed form. Nevebketbe new bounds are improved for finite SNR and
INR, as is illustrated in Sectidn 3-E.

1) An improved lower bound oi: An improvement of the lower bound on the excess rate for thme-mie
w.r.t. the corner pointsX) is obtained by relying on an improved lower bound on the sata-in comparison to
(37). For tightening the lower bound on the sum-rate, it iggasted to combiné (B7) with the lower bound(ini[17,
Eq. (32)] (the latter bound follows from the Han-Kobayastiiavable region, seé [17, Table 1]):

Csum > méﬁg P(Pa a,q, B, 5) (56)

i lag)
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where

a 200 P 286 P 1—26
p(P,a,a, B,8) = 6 log <1+1+2a55P>+510g <1+1+2aa5P + 5 10g(1+2(1+25)P)

+ min {g'log<1+ 200D + 2aBoP )*g‘10g<1+ 2B6P + 2aa P )

1+ 2a0P + 2aB6P 1+ 286P + 2aad P

Slog (1+ 200 P volog 1+ 266P
8 1+ 2a0P + 2a30P 8 1+ 2B0P + 2aadP )’

dlog 1+ 2aq0P +dlog |1+ 2apP
& 1+ 2adP + 230P & 1+ 2a0P + 2a30P

V(a,p,0) st. 0<a<l1l, 0<p<I1, ogégé.
A combination of [(211),[(27) and(56) gives the following loweound onA for a weak and symmetric GIC:

A =A(P,a) > max{p(P,a,a,B,é)} — % min{log(l + (a+1)P) + log <1 +

@, 0,

ﬁ) , log(1 + 2P)}.

Furthermore, it follows from Lemmal 1 that i > 2.551, a combination of[(21) and_(27) with the two lower
bounds on the sum-rate in_(37) andl(56) gives the followighténed lower bound oA (as compared td (37)):

a7675

T . P &
5 mm{log(l—l—(a—i—l)P) + log <1—|— 1+aP>’ 2log <1+aP+ 1+aP>}_1}

— % min{log(l + (a+1)P) + log <1 + ﬁ) , log(1 + 2P)}. (57)

2) Animproved upper bound ah: An improvement of the upper bound on the excess rate for therate w.r.t.
the corner points4) is obtained by relying on an improved upper bound on the satm{as compared td_(23)).
This is obtained by calculating the minimum of Etkin’s bouind[11] and Kramer's bound in_[13, Theorem 2].
Following the discussion in_[11], Etkin's bound outperfaie upper bounds on the sum-ratelin [L],/ [10],| [15],
[21]; nevertheless, for values af that are close to 1, Kramer's bound (n_[13, Theorem 2] outper§ the other
known bounds on the sum-rate (seel[11, Fig. 1]). Conseguehé minimum of Etkin's and Kramer’'s bounds in
[11] and [13, Theorem 2] is calculated as an upper bound omsuherate. Combining [11, Eqgs. (14)-(16)] (while
adapting notation, and dividing the bound by 2 for a reattwdl GIC), the simplified version of Etkin's upper
bound on the sum-rate for real-valued, weak and symmeti@s@jets the form

NG P(1+0?)y il
Csumggggg{mm{ilog<1+m og {1+ 75y

A > max{max{p(P, a,a, 3, 5)}7

(1+ P(1+a)) (P(1 +a?) +0%) — (P(1+ ay/a) + po)’
+log ( P(1+a2)y+ (1 —p?)o? ) } (58)
where
v =a®—2apova+o’a, p=aocyaty/(1-a2)(l-o%), o€l \/LE]’ a € [-1,1]. (59)

The two possible values of in (59) need to be checked in the optimization of the pararseféor a weak and
symmetric GIC, Kramer’s upper bound on the sum-rate (seeH#3. (44) and (45)]) is simplified to

1 B 1 1 2
Csum < = log (1+2P+\/324P2 (——1) ) (60)
2 2 2 a
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where B = a% +2P (% — 1) — 1. An improvement of the upper bound on the sum-ratd in (23pva by taking
the minimal value of the bounds ih (58) aind](60); conseqyeattombination of[(21) and (22) with this improved
upper bound on the sum-rate provides an improved upper bonnt (as compared to the bound in_{25)).

3) A simplification of the improved upper bound dn for a sub-class of weak and symmetric GICBhe
following simplifies the improved upper bound on the excese (A) for a sub-class of weak and symmetric
GICs. It has been independently demonstratedlin [1], [19] [24] that if

1 Va—2a
- P X— 61
0<a<g, 0<P< (61)
then the sum-rate of the GIC is equal to
Csum= log <1+ 1—i—aP> . (62)

This sum-rate is achievable by using single-user Gaussidalmoks, and treating the interference as noise. Under
the conditions in[(61), the exact sum-rate coincides with upper bound given in_(58). Hence, a replacement of
the upper bound on the sum-rate [in](23) with the exact sueim{62), followed by a combination of (21) and

(22) gives that
1 1 P
< — .
A_210g<1+aP+(1+aP)2> (63)

One can verify that, under the conditions [in](61), the uppamd onA in (63) is indeed positive.

E. Numerical Results

The following section presents numerical results for theras on the excess rate for the sum-rate w.r.t. the
corner points (denoted hsx) while focusing on weak and symmetric two-user GICs.

Figure[4 compares upper and lower boundsfoas a function of the cross-link gain for a weak and symmetric
GIC. The upper and lower plots of this figure correspondPte= 50 and P = 500, respectively. The upper and
lower bounds onA rely on [25) and[(37), respectively, and the improved upmer lawer bounds o\ are based
on Section_3-D. ForP = 50 (see the upper plot of Figuf€ 4), the advantage of the imprdv@inds onA is
exemplified; the lower bound oA for the case wheré = 50 is almost useless (it is zero unless the interference
is very weak). The improved upper and lower boundsfofor P = 50 do not enable to conclude whetharis a
monotonic decreasing function of (for weak interference where € [0, 1]). For P = 500 (see the lower plot of
Figure[4), the improved bounds ah indicate that it is not a monotonic decreasing functiorupthis follows by
noticing that the improved upper bound dnata = 0.045 is equal to 0.578 bits per channel use, and its improved
lower bound at: = 0.110 is equal to 0.620 bits per channel use. The observationftraliarge P, the function of
A is not monotonic decreasing inc (0, 1) is supported by the asymptotic analysis in Sedfion 3-C. ¢bixlusion
is stronger than the observation that, for large enoiglthe sum-rate is not a monotonic decreasing function of
a € [0,1] (see [10, pp. 5542-5543]), as it is discussed in Rerhark 4 $setion[3-C). Figuresl4 arid 5 show
that the phenomenon of the non-monotonicityofas a function ofa is more dominant when the value &f is
increased. These figures also illustrate the advantagesadfrtproved upper and lower bounds Anin Sectiorn 3-D
in comparison to the simple bounds dnin (25) and [(3¥). Note, however, that the simple boundsiothat are
given in closed-form expressions are asymptotically taghts demonstrated in Theoréin 3.

Table[l compares the asymptotic approximationXofvith its improved upper bound in Sectién 31D2. It verifies
that, for IargeP the minimal value oﬁ is obtained at; =~ % it also verifies that, for largé#’, the maximal value

of A for a > ﬁ is obtained atn ~ 3P Table[] also supports the asymptotic limits n](54) and (SHowing
how close are the numerlcal results for latgeto their corresponding asymptotic limits: specificallyy farge P,
ata = LP and -, . p tends to zero orl respectively; this is supported by the numerical results i
the 5th and 9th columns of Tatﬂb I. The asymptotlc approxonatin Tabl€ll are consistent with the overshoots
observed in the plots oA when the cross-link gaia varies between— and this interval is narrowed as
the value of P is increased (see Figurés 4 dnd 5). Finally, it is also show%;;ures[]!l and]5 that the curves
of the upper and lower bounds ah, as a function of the cross-link gain do not converge uniformly to their
asymptotic upper and lower bounds [in](26) and (38), resgaygtiThis non-uniform convergence is noticed by the
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Fig. 4. Upper and lower bounds on the excess rate for the atenw.r.t. the corner point&A) as a function of the cross-link gai).
The plots refer to a weak and symmetric GIC whéte= P, = P andaiz = a21 = a € [0,1] in standard form. The upper and lower
plots refer toP = 50 and P = 500, respectively. The upper and lower boundsArrely on [25) and[(37), respectively, and the improved
bounds onA rely on Sectiof 3-D. The dashed lines refer to the asymptaijwer and lower bounds ofy in (26) and [(38), respectively.

large deviation of the bounds for finit® from the asymptotic bounds where this deviation takes pta@r an
interval of small values ofi; however, this interval ofi shrinks when the value aP is increased, and its length
is approximatelygi\/}_) for large P. This conclusion is consistent with the asymptotic analysiSectioi 3-C (see
the items that correspond to Egs.](52) and (55)), and it is sugpported by the numerical results in Table 1.
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Fig. 5. Upper and lower bounds on the excess rate for the atenw.r.t. the corner point&A) as a function of the cross-link gai).
This figure refers to a weak and symmetric GIC whéte= P, = P = 40 dB andai2 = a21 = a € [0, 1] in standard form. The upper
and lower bounds or\ are given in[(Zb) and_(37), respectively, and the improveanids onA rely on Sectiol3-D. The upper plot shows
upper and lower bounds aoff over the range of weak interferent@ < a < 1), and the lower plot zooms in the upper plot foe [0, 0.1];

it shows thatA is a non-monotonic function of in the weak interference regime.

4. SUMMARY AND OUTLOOK

This paper considers the corner points of the capacity negia two-user Gaussian interference channel (GIC).
The operational meaning of the corner points is a study ofsthetion where one user sends its information at
the single-user capacity (in the absence of interfereras®),the other user transmits its data at the largest rate for
which reliable communication is possible at the two nonpsrating receivers. The approach used in this work for
the study of the corner points relies on some existing oubeinds on the capacity region of a two-user GIC.
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TABLE |
COMPARISON OF THE ASYMPTOTIC APPROXIMATION OF THE EXCESS RATFOR THE SUMRATE W.R.T. THE CORNER POINTSA) WITH
ITS IMPROVED UPPER BOUND ONA IN SECTION[3-D2.

Power constrainf| Value of a achieving NormalizedA Value of a achieving Normalized A
in standard form minimum of A by log P maximum of A for a > LP by log P
Asymptotic Exact| Asymptotic Exact Asymptotic Exact Asymptotic Exact
approximation  value| approximation value approximation  value approximation  value
®) (@a=—>) Eq. (59) (a= ) Eq. (59)

27 dB 0.045 0.050 0 0.065 0.126 0.140 0.167 0.154
40 dB 0.010 0.011 0 0.046 0.046 0.042 0.167 0.164
60 dB 0.001 0.001 0 0.032 0.010 0.010 0.167 0.166

In contrast to strong, mixed or one-sided GICs, the two aopaéints of the capacity region of a weak GIC have
not been determined yet. This paper is focused on the laeiehthat refers to a two-user GIC in standard form
whose cross-link gains are positive and below 1. Thedrenotiges rigorous bounds on the corner points of the
capacity region, whose tightness is especially remarkabligh SNR and INR.

The sum-rate of a GIC with either strong, mixed or one-sidgedrference is attained at one of the corner points
of the capacity region, and this corner point is known eya@tte [12], [15],[17],[[20] and [21]). This is in contrast
to a weak GIC whose sum-rate is not attained at any of the cqroiats of its capacity region. This motivates
the study in Sectiohl3 which introduces and analyzes#uess rate for the sum-rate w.r.t. the corner poiittsis
measure, denoted b, is defined to be the gap between the sum-rate and the maxdtahkate obtained by the
two corner points of the capacity region. Simple upper amgelobounds omA are derived in Sectionl 3, which
are expressed in closed form, and the asymptotic charaatien of these bounds is analyzed. In the asymptotic
case where the channel is interference limited (if&5+ oo) and symmetric, the corresponding upper and lower
bounds onA differ by at most 1 bit per channel use (irrespectively of #aéue of the cross-link gain); in this
case, both asymptotic bounds anscale like1 log (1) for smalla.

Analogously to the study of the generalized degrees of re@DOF), an asymptotic characterizationofis
provided in this paper. More explicitly, under the settinbese the SNR and INR scalings are coupled such that
%ﬂg’ = « for an arbitrary non-negative, the exact asymptotic characterization/®fis provided in Theorernl 2.
Interestingly, the upper and lower bounds Arare demonstrated to @symptotically tight for the whole range of

this scaling(see Theorerml3).

For high SNR, the non-monotonicity ak as a function of the cross-link gain follows from the asyntipto
analysis, and it is shown to be a stronger result than thenmamotonicity of the sum-rate in_[10, Section 3].

Improved upper and lower bounds dnare introduced for finite SNR and INR, and numerical resultthese
bounds are exemplified. The numerical results in Sedfioh\@iify the effectiveness of the approximations for
high SNR that follow from the asymptotic analysis Af

This paper supports in general Conjecture 1 whose inteioatis that if one user transmits at its single-user
capacity, then the other user should decrease its rate batlath decoders can reliably decode its message.

A recent work by Bustiret al. studied the corner points via the connection between thémmim mean square
error and mutual informatiori_[2], providing another sugp@ndorsement) to Costa’s conjecture from a different
perspective.

We list in the following some directions for further resdatbat are currently pursued by the author:

1) A possible tightening of the bound inl (6) for a mixed GIC fsiterest. It is motivated by the fact that the
upper bound for the corresponding corner point is above tteeim Conjecturé]l.

2) The unknown corner point of a weak one-sided GIC satisfiesbiounds in Propositionl 2; it is given by
(R1,C5) where the gap between the upper and lower boundg&om (9) is large for small values af. An
improvement of these bounds is of interest (see the lasgpgph in Sectiof _1-IC).

3) A possible extension of this work to the class of semi-gheiistic interference channels in_[23], which
includes the two-user GICs and the deterministic interfeeechannels in_[8].
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