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Abstract— Recent advances in remote heart rate measure-
ment, motivated by data-driven approaches, have notably
enhanced accuracy. However, these improvements primarily
focus on recovering the rPPG signal, overlooking the implicit
challenges of estimating the heart rate (HR) from the derived
signal. While many methods employ the Fast Fourier Transform
(FFT) for HR estimation, the performance of the FFT is inher-
ently affected by a limited frequency resolution. In contrast,
the Chirp-Z Transform (CZT), a generalization form of FFT,
can refine the spectrum to the narrow-band range of interest
for heart rate, providing improved frequential resolution and,
consequently, more accurate estimation. This paper presents the
advantages of employing the CZT for remote HR estimation
and introduces a novel data-driven adaptive CZT estimator.
The objective of our proposed model is to tailor the CZT
to match the characteristics of each specific dataset sensor,
facilitating a more optimal and accurate estimation of HR
from the rPPG signal without compromising generalization
across diverse datasets. This is achieved through a Sparse
Matrix Optimization (SMQO). We validate the effectiveness of
our model through exhaustive evaluations on three publicly
available datasets —UCLA-rPPG, PURE, and UBFC-rPPG—
employing both intra- and cross-database performance metrics.
The results reveal outstanding heart rate estimation capabilities,
establishing the proposed approach as a robust and versatile
estimator for any rPPG method.

I. INTRODUCTION

Recently, the research community has increasingly focused
on the camera-based measurement of human physiological
signals and their potential applications [43], [2], [24], par-
ticularly in the extraction and analysis of vital signs such as
the heart rate (HR), heart rate variability (HRV), respiration
rate (RR), oxygen saturation (SpO2), and blood volume
pulse (BVP). Among these vital signs, HR has been the
most extensively studied due to its relevance to health and
human-computer interaction applications, e.g. by using HR
to complement facial expressions for the analysis of human
emotions [17], [8]. Indeed, the majority of metrics used to
evaluate the performance of remote photoplethysmography
(tPPG) methods are HR-based, including mean absolute
error (MAE), root mean square error (RMSE), and Pearson’s
correlation (R), all derived from the rPPG signal.

Conventional rPPG methods involve a two-stage process:
initial signal extraction based on rPPG principles and subse-
quent HR calculation using signal processing. While recent
progress has been made in the first stage [7], [32], [58], the
second stage relies heavily on traditional hand-crafted meth-
ods and remains largely unexplored. Three main approaches
to derive HR from rPPG are distinguished: in the temporal
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Fig. 1: Frequency spectrum comparison between FFT (above)
and CZT (below) for a UCLA-rPPG PPG signal sample (8.5 sec
windows). In red is denoted the predicted HR while green represents
the HR ground truth.

domain, peak detection algorithms like Pan-Tompkins [34]
are commonly used, providing acceptable HR estimates,
especially for ECG. However, rPPG signals can often be
very noisy, requiring post-processing and manual fine-tuning,
making this method challenging. In the frequency domain,
the FFT is widely used for HR estimation. Despite its
precision, its range is fixed by the Nyquist frequency, which
is well above the interest range for HR, under a uniform
spectrum sampling. Thus, the frequency resolution of the
FFT is also fixed and often sub-optimal for HR estimation,
e.g. very few frequency bins fall within the range of interest.
Recent data-driven approaches propose end-to-end models,
but they face challenges like convergence issues due to
realistic rPPG-irrelevant noise [58] or overlook the ordinal
nature of HR outputs, as seen in other deep learning problems
like facial age estimation [6].

In this paper, we propose the use of the Chirp-Z Transform
(CZT) [41] for the task of remote HR estimation. Originating
in 1969, this method serves as a generalization of the widely
used Discrete Fourier Transform (DFT). With its unique
capabilities, it allows for a flexible choice of the spectral
resolution, rendering it particularly well-suited for HR esti-
mation—a superiority that we will demonstrate in section
over traditional FFT estimation. Indeed, the CZT can change



both the resolution and the range of frequencies to be cov-
ered, thus allowing to focus on a particular range of interest.
This is illustrated in Figure 1. This feature also enables more
precise estimations using short temporal windows of the
rPPG signal, making it particularly suitable for continuous
heart rate (HR) evaluation, as considered in the recent Vision-
for-Vitals challenge (V4V) [42]. Most existing video-based
physiological recovery methods have traditionally focused
on predicting HR values over large window intervals (e.g.,
30 seconds or video-level). While this evaluation protocol
may provide unbiased performance for these methods, it
limits their effectiveness in real-time applications, such as
computing Heart Rate Variability (HRV) or diagnosing Atrial
fibrillation [36], where the CZT could offer a viable solution
for these real-time HR applications.

Finally, inspired by previous works [49], [20] formulating
the FFT computation as a neural network, we introduce a
novel deep CZT estimator. In particular, we formulate the
CZT as a set of fully differentiable network layers, allowing
to fine-tune its parameters and thus, capturing better the rela-
tionship between the rPPG signal and the HR measurement
sensor of the considered dataset. Although the goal is to
improve the estimation by learning the characteristics of each
HR sensor, we also introduce a Sparse Matrix Optimization
(SMO) regularization loss to retain the generalization ability
and structure of the standard CZT, balancing the deviations
required to adapt to the considered sensor without over-
fitting. Interestingly, we find that the performance improve-
ment of the proposed CZT is reproducible for different rPPG
signal extraction methods, as we will empirically show in
section This allows it to be integrated within any
type of rPPG method, be it handcrafted or data-driven, and
accommodates different temporal window sizes, enabling
continuous HR estimation using the frequency domain.

A. Contribution

In this work, we showcase the advantages of incorporating
the Chirp-Z Transform for remote HR estimation. Our contri-
bution extends to the introduction of a novel deep-learning
CZT estimator module, specially designed to enhance HR
estimation in rPPG conditions. The core objective of our pro-
posed HR estimator is to acquire a customized variation of
the classical CZT, adapting to the distinctive characteristics
of each HR dataset sensor. To train our model effectively, we
also introduce a novel Sparse Matrix Optimization (SMO)
loss to not only facilitate robust generalization within its
original dataset but also promote adaptability across diverse
datasets by constraining the adaptation of the data-driven
CZT. Another notable feature of the presented CZT estimator
module is its flexibility to be integrated into any rPPG
approach, providing a more precise HR estimator regardless
of the adopted rPPG method. To validate our approach,
comprehensive experiments are conducted using 3 publicly
available datasets: UCLA-rPPG. PURE and UBFC-rPPG,
and including both intra- and cross-dataset evaluation.

The remainder of this paper is organized as follows: firstly,
in Section we conduct a comprehensive review of the

rPPG approaches and the different methods used the estimate
the HR in the existing literature. The proposed approach
is presented in Section while experimental results are
provided in Section Section [V] summarizes our findings
and conclusions.

II. RELATED WORK
A. rPPG measurement

Since Takano et al. [46] and Verkruysse et al. [50]
demonstrated the feasibility of remote HR measurement from
facial videos, researchers have proposed diverse methods
for physiological data recovery. Some focus on regions of
interest, utilizing techniques such as Blind Source Separation
[40], [39], [21], Normalized Least Mean Squares [23], or
self-adaptive matrix completion [48]. Others leverage the
skin optical reflection model by projecting RGB skin pixel
channels into an optimized subspace, mitigating motion
artifacts [10], [52].

In recent years, deep learning-based methods [45], [57],
[37], [19], [28], [33] have surpassed conventional tech-
niques, achieving state-of-the-art performance in estimating
vital signs from facial videos. Some combine knowledge
from traditional methods with Convolutional Neural Net-
works (CNNs) to exploit sophisticated features [31], [32],
[44]. Recent works like [19], [26] explore unsupervised
approaches using meta-learning, demonstrating improved
generalization in out-of-distribution cases. On the other hand,
some researchers focus on fully end-to-end approaches [7],
[56], [37]. Unlike previous methods, end-to-end models use
facial videos as input to predict the rPPG signal directly.
Unsupervised techniques have gained traction in end-to-
end approaches, with transformer-based models like Phys-
former [58] and RADIANT [13] leveraging long-range spa-
tiotemporal features. However, these models currently lack
optimization for computational efficiency, rendering them
unsuitable for deployment on mobile devices. Additionally,
they often depend on a prior fine-tuning stage due to limited
generalization capabilities, especially in computer vision
tasks [11]. While promising, they may not yet demonstrate a
significant performance advantage over CNN-based models
[25]. Finally, works like [25] and [9] propose lightweight
rPPG frameworks with competitive HR estimation results
while controlling computational cost.

B. HR estimation from rPPG

Once the rPPG signal is successfully extracted, a post-
processing stage is employed to derive the corresponding HR
value. Traditional literature distinguishes between temporal
and frequency analysis. In the temporal domain, the peak
detection method calculates the inter-beat intervals (IBI)
between consecutive beats. Subsequently, HR is determined
by averaging all IBIs over a time window and computing
the inverse. Approaches [39], [1], [29], [52] have heavily
relied on these peak detector algorithms for HR estimation.
Temporal HR analysis remains prevalent in state-of-the-art
methods, especially in real-time applications like [14], [12],
or when intrinsic characteristics like HRV require analysis,



as demonstrated in [30], [57]. However, these methods
depend on accurate peak detection for robust instantaneous
HR estimation, leading researchers to use customized peak
detection functions for each presented database, making
standardization challenging.

On the other hand, in frequency-based methods, the con-
ventional approach involves converting the extracted rPPG
signal to the frequency domain using the FFT, typically
implementing Welch’s method for density estimation. This
technique assumes HR periodicity, where the highest power
in the spectrum resides within the HR bandwidth. To mitigate
the noise present in the rPPG signal, bandpass filtering in the
HR range is commonly applied. This method, ranging from
early rPPG handcrafted approaches [40], [21], [48] to recent
deep learning methods [7], [37], [13], is widely adopted.
However, a significant limitation of the FFT lies in assuming
signal periodicity, restricting its frequency resolution. Conse-
quently, the FFT may struggle to accurately discern closely
spaced frequency components, especially in the narrowed
HR band. Some attempts to address the weaknesses of the
FFT were introduced by Irani et al. [16] and Yu et al. [55].
The first one, suggested replacing the FFT with the Discrete
Cosine Transform (DCT), demonstrating improved accuracy
compared to FFT, while the second employed the Short-Fast-
Fourier Transform (SFFT), proving more suitable for rapidly
changing heart rate trends. However, these solutions only
partially mitigate FFT issues. The DCT, being a derivative
of the FFT, still suffers from the same FFT issues, while the
SFFT involves a trade-off between temporal and frequency
resolutions. Instead, in this paper, we propose a solution
using the CZT, a generalization of the FFT that offers
flexibility in specifying bandwidth without sacrificing good
frequency and time resolution simultaneously.

Despite many researchers still relying on traditional signal-
processing techniques, the emergence of deep learning meth-
ods has led to various data-driven solutions. Among them,
several researchers proposed the usage of deep HR regres-
sors. Spetlik et al. [45] pioneered this approach by combining
a two-step convolutional neural network, with the second
network being a deep HR estimator to extract the HR
value. Niu et al. [32] introduced a deep regression model
through a Gated Recurrent Unit (GRU), while works like
[54], [5], [22] incorporated fully connected layers into their
end-to-end frameworks for direct HR extraction without prior
rPPG signal recovery. Despite architectural differences, these
methods share similar HR optimization using L1 loss or
categorical cross-entropy loss. Even so, these optimization
functions often force the model to learn periodic features
within target frequency bands, which is challenging due
to the present noise in the rPPG signal. Furthermore, the
usage of categorical cross-entropy and the treatment of the
HR band as a multiclass classification problem does not
take into account the inter-class relationships between the
different classes. To consider the ordinal structure of the HR
values, we adopt a Squared Earth Mover’s Distance Loss
[15] in the spectral density domain to optimize our deep CZT
adaptative estimator. This loss aims to adapt the parameters

of our deep CZT model to fit the characteristics of the HR
sensor, which, jointly with the SMO loss, also guarantees
a constrained adaptation, promoting generalization in cross-
dataset evaluation.

III. METHODOLOGY

In this section, we introduce and define the conventional
CZT. Subsequently, we present our proposed deep CZT adap-
tative estimator and finally present our optimized objective
function for remote HR estimation.

A. Chirp-Z Transform

The CZT [41] computes the z-transform of the finite
duration signal z[n] along a general spiral contour in the
z-plane. Therefore, the CZT is defined using the following

formula:
N-1

CZT(z[n)) = Z z[n] -z " (1)
n=0
Unlike the DFT, which evaluates the Z-transform of z[n] on
N equally spaced points on the unit circle in the z-plane,
the CZT is not constrained to operate along the unit circle,
evaluating the z-transform along spiral contours described
as:

=AW k=01, M-1 )

where A is the complex starting point, W is a complex
scalar describing the complex ratio between points on the
contour, and M is the length of the transform. In addition,
the CZT can also be expressed with the following matrix
expression:
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where A is a diagonal matrix N by N and W is an M by
N Vandermonde matrix.

During this work, we employ this matrix operation to
compute the CZT, which is relevant for the design of our
deep CZT adaptative estimator, described in subsection [[II-B]
Although the CZT can be implemented in an efficient form
such as FFT, by using the Bluestein algorithm [3], we do not
aim to find an efficient computation of CZT in this work. In
this paper, we are interested in the CZT as an alternative form
to estimate HR from rPPG signals by taking advantage of its
spectral zoom property. Therefore, we propose to limit the
CZT to the region of the unit circle because we are only
interested in a narrow bandwidth of the rPPG frequency
spectrum. So, we can define a zoom region that begins at
A and ends at (M — 1) - W. Following the literature and
considering the majority of rPPG databases, we decided to
limit the HR band within 0.66 and 3 Hz, equivalent to 40 to
180 beats-per-minute (BPM). Apart from defining the zoom
spectrum region, the used bin density in the CZT is also
configurable. After our preliminary experiments, we set the
size of the CZT, M, equal to the size of the input size IV,
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Fig. 2: Overall structure of our proposed deep CZT adaptative estimator model.

as shown in the example of Figure [I] This means, at the
typical sampling rate of 30 frames per second, CZT has
approximately 13 times higher frequency resolution than FFT
in HR bandwidth, i.e. the same number of bins is used to
cover 2.33 Hz instead of 30 Hz.

B. Deep CZT estimator

Our presented model, depicted in Figure [2} is designed to
adapt the conventional CZT for estimating HR values from
the rPPG signal. This adaptation involves making constrained
modifications to the general structure of the CZT to learn the
relationship between the input signal and the characteristics
of the HR sensor. To achieve this, we represent the CZT
framework as a neural network. However, addressing the
complex nature of the transformation and ensuring proper
optimization is challenging due to difficulties in the training
dynamics between real and imaginary parts of the network,
particularly at the backpropagation stage [47]. We overcome
this issue by relying on the structure of the CZT to avoid
the direct use of the imaginary component. We duplicate the
size of our A and W matrices, with the left half containing
the real values and the right half containing the imaginary
values, following Euler’s formula:

e = cosf +isind 4)

Applying this formulation in equation [3] we can express
our deep CZT as the following matrix multiplication opera-
tion:

XRe WRe i _WIm A"L'Re (5)
XIm WIm i WRe Ax[m
X w Ax

Initially, the input rPPG signal z is fed to two fully
connected layers, which contain the weights of the A matrix.
One matrix for the real part (the cos() term), and another
for the imaginary part (the sin() term). As A is a diagonal
matrix, and its diagonal denotes the starting frequency point,
each fully connected layer contains a single parameter. No-
tably, this parameter is kept fixed, emphasizing optimization
within a predetermined bandwidth between 0.66 and 3 Hz.

Subsequently, adjustments are made to the W matrix to ac-
commodate complex number matrix multiplication between
W and Ax:

(WRe + iWIm)(A:ERe + iAmIm) = (WRe . AmRe)_

6
(Wi - An) + i (We - Azt) + (Wi - Avge) O

To optimize the W matrix efficiently while preserving the
CZT structure, we form the last fully connected layer as
a square matrix initialized with the values of Wg, and
Wim from the classical CZT. To reduce the number of
learnable parameters by half for W, we learn Wgr, and Wr,
once and then replicate them on the respective sides of the
square W matrix in Equation [5] As W contains cos and
sin values, and its weights fall within the range of -1 to
1, we constrain the learning of new weights to this range
using a HardTanh function. Finally, we combine the real and
imaginary components of the learned CZT by computing the
modulus to obtain the learned frequential distribution. This
distribution is then normalized using a Softmax function,
and, similar to Welch’s method, the heart rate is computed by
extracting the frequency with the maximal power response
and multiplying it by 60.

C. Loss function

To optimize the weights of the W matrix in our deep CZT
adaptive estimator, we employ a combined loss function. The
aim of this combined loss function is two-fold: 1) Learn the
closest frequency distribution from the rPPG signal to the
distribution of the HR sensor used as ground truth. 2) Con-
strain the learning process to avoid capturing irrelevant noise
features from specific databases, guiding the model to focus
on meaningful adaptations of the classic CZT for remote HR
estimation aligned with sensor-specific characteristics.

For the first objective, we expect the HR estimator to
predict HR distributions where sub-bands closer to the HR
ground truth distribution are assigned higher probabilities
than those further away. Unlike Categorical Cross-Entropy or
MAE loss, which do not consider the inter-class relationship
in HR distributions, we propose an alternative approach using
Earth Mover’s Distance (EMD). EMD is defined as the
minimum cost to transport the mass of one distribution onto
another one. To implement this, we adopt the Squared Earth



Mover’s Distance-based Loss proposed in [15], expressed as:

1 )

Lenp = 4 ;(CDFZ(p) CDF;(t)) (7)
where CDF() denotes the cumulative density function, p
and t denote two compared distributions of same size N,
which represents the batch dimensionality. In our frame-
work, CDF'(p) and C DF(t) represent the frequency density
functions of the predicted HR and the ground truth HR, as
illustrated in Figure [2]

For the second objective, we seek a trade-off between the
model customization of the HR sensor and the preservation
of the classical CZT. Although the goal of our deep CZT
adaptive estimator is to enhance the accuracy of HR estima-
tion by learning the intrinsic features of the HR sensor, we
aim to retain the structure of the classical CZT, which already
demonstrates outstanding HR results, as will be shown in
Section Therefore, to control the adaptation of the most
relevant features, our Lgyo acts as a regularization loss of
the Lz p by constraining the learning of W. Referring to
Subsection we focus exclusively on the W learnable
weights. Therefore, we construct a W matrix comprising the
Wre and Wiy, matrices without their replications needed for
the full W matrix:

W= | Wi | ®

—————
N

Here, N represents the number of columns, which is twice
the input signal’s size after separating the real and imaginary
components, and M denotes the number of rows, where each
row corresponds to a frequency sub-band between 0.66 and
3 Hz. To control the flexibility in learning the optimized
W through the Lgap, we perform HR frequency sub-
band optimization. This involves comparing each row value
between W’ and W, subsequently averaging all the sub-band
errors, expressing Lgno as:

1 M N ~ B
Lsvo =7 D> IW'(irj) = W(i. )| ©)
i=1 j=1

where W’ represents the learnable version of W from our
CZT estimator and L denotes the total number of frequency
bins. In summary, the overall loss function Lyg can be
formulated as:

Lur = o - Lemp + B - Lsmo, (10)
where o and 3 are balancing parameters. In our experiments,
we set @« = 100 and S = 0.01 empirically based on our
preliminary experiments. These settings yield a balanced

contribution of both losses, taking into account that the
magnitude of Lgyo is much larger than that of Lgyp.

IV. EXPERIMENTS

In this section, we introduce three benchmark datasets
and outline the implementation of our methodology. Our
analysis begins by comparing HR estimations derived from
PPG ground truth and sensor HR data. Specifically, in the
initial experiment, we compare the classical CZT with base-
line methods for HR estimation, concurrently assessing the
influence of signal length. Subsequently, we evaluate remote
HR estimation performance, referencing the ground truth
data. Our exploration then extends to examining the impact
of the loss function in our deep CZT model. We conduct
a comprehensive evaluation through both intra-database and
cross-database assessments, showcasing its robustness in
the context of remote HR estimation. Finally, we test our
deep CZT model with various rPPG models, highlighting its
versatile capability with different rPPG approaches.

A. Datasets

We assessed our approach on the following rPPG datasets,
since each of them contains PPG and HR ground truth data.

The UCLA-rPPG dataset [53] comprises 489 videos from
98 subjects with diverse characteristics, including skin tones,
ages, genders, and ethnicities. Each subject underwent five
trials, with each trial lasting approximately 1 minute. The
recordings were captured at a resolution of 640 x 480 pixels
and 30 frames per second (FPS), in an uncompressed format.
Synchronous gold-standard PPG and HR measurements were
collected alongside the facial videos. Due to the lack of
predefined folds in this dataset, we split the data into training
(80%), validation (10%), and testing (10%) sets.

The UBFC-rPPG [4] includes 42 RGB videos from 42
subjects. The subjects were asked to play a time-sensitive
mathematical game, emulating a standard human-computer
interaction scenario, to obtain varied HR during the exper-
iment. The recorded facial videos were acquired indoors
with varying sunlight and indoor illumination at 30 FPS
with a webcam (Logitech C920 HD Pro) at a resolution of
640x480 in uncompressed 8-bit RGB format. The bio-signals
ground truth was acquired using a CMS50E transmissive
pulse oximeter to record the PPG signal and heart rate. In
our experiments, we used UBFC-rPPG in a cross-dataset
evaluation, where all 42 videos were used only for testing.

The Pulse Rate Detection Dataset (PURE) contains 60
videos from 10 subjects (8 male, 2 female) performing six
different head motion tasks: steady, talking, slow translation,
fast translation, small rotation, and medium rotation. The
facial videos were recorded using an ECO274CVGE camera
with a resolution of 640 x 480 pixels and 30 FPS. Each
video is about 1 minute long and stored in uncompressed
PNG format. The gold-standard measures of BVP and SpO2
were collected using a finger pulse oximeter. Similar to the
UBFC-rPPG dataset, we considered the PURE dataset only
for cross-dataset evaluation.

B. Implementation details

1) Preprocessing and training procedure: In all our ex-
periments, we adopt the preprocessing stage from [9] for
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Fig. 3: MAE comparison between handcrafted HR estimation methods using different temporal windows with ground truth data.

each dataset. However, a minor modification is made to
facial region estimation compared to [9]. Instead of using the
MTCNN [59] algorithm, we choose for facial preprocessing
segmentation, utilizing the Mediapipe Face Mestﬂ model
[18]. This adjustment simplifies rPPG estimation by focusing
on facial skin without introducing additional complexity in
terms of parameters or optimization tasks. After masking the
facial video, each frame is resized to 128 x 128 pixels.

Our deep CZT estimator module undergoes a two-stage
training process. Initially, we pre-train all fPPG approaches
used in subsections and [IV-E] adhering to the specifica-
tions of each approach following [27] and [9]. Subsequently,
we train our CZT estimator by initializing all weights similar
to the traditional CZT, while keeping the weights of the tPPG
method frozen. The implementation uses PyTorch 1.8.0 [35]
and is trained on a single NVIDIA GTX1080Ti. Sequences
of 256 frames without overlap are used during training.
We employ the AdamW optimizer with a learning rate of
0.0001 and a ReduceLROnPlateau learning rate scheduler
with a patience of 5 and a factor of 0.9. Regarding the
experiment reproducibility, the details of our experimental
setup, as presented in Section will be made publicly
available in a GitHub repository.

2) Metrics and evaluation: To evaluate the HR estimation
performance of the proposed model, we adopt the same
metrics used in the literature, such as the mean absolute
HR error (MAE), the root mean squared HR error (RMSE),
the mean absolute percentage error (MAPE) and Pearson’s
correlation coefficients R [23], [26], [25]. Ablation experi-
ments are performed using 256-frame sequences (8.5 seconds
approx) with no overlap to compute HR estimation for all
reported metrics, which is more challenging and informative
than HR estimation based on the whole video sequence at
once. Importantly, our goal is to approximate the HR sensor’s
value, and thus, all reported results are compared against the
HR sensor ground truth data of each dataset without deriving
HR from the PPG signal, as is commonly done in other works
more focused on assessing the quality of the rPPG signal than
on the estimated HR.

https://github.com/google/mediapipe/blob/master/
docs/solutions/face_mesh.md

C. Preliminary experiment: Why CZT for remote HR esti-
mation?

In our preliminary experiment, we aim to highlight the
advantages of employing the CZT for remote HR estimation.
This initial study has two main objectives: 1) to quantify the
improvements in accuracy with respect to standard practice,
and 2) to show the possibility of shorter-window estimates.

Firstly, we estimate and compare HR values using directly
the PPG signal provided by the evaluated datasets (i.e. simu-
lating a perfect rPPG estimation), benchmarking against two
widely used techniques for HR estimation: peak detection
and FFT. Secondly, we evaluate the performance of each
technique across varying temporal windows for each dataset,
investigating the impact of temporal window size on HR
estimation.

In Figure [3] the MAE between the HR extracted from
the PPG ground truth signal and HR ground truth data is
depicted for UCLA-rPPG, PURE, and UBFC-rPPG datasets.
The behaviour of each HR estimation method is explored
across four temporal windows (2.5 to 17 seconds, or 64
to 512 samples), incremented in powers of two, for each
dataset. A consistent trend emerges across datasets, showing
HR error decreasing with larger window sizes, as shorter
temporal windows pose greater challenges. Comparing the
three methods, the CZT (in green) achieves the lowest error
in the three datasets across most window sizes, maintaining a
similar error across different temporal windows. We observe
two important deviations from these general observations:

1) In the UBFC-rPPG dataset for a window size of 512
samples, the HR error for both frequential methods
increases instead of reducing with respect to the error
using shorter windows. This is due to the high vari-
ability of HR over time for this dataset, as subjects
were playing a mathematical game while recorded. In
such case, estimating HR based on a unique maximum
of the spectrum, as done in FFT and CZT, inevitably
leads to inaccuracies.

In the PURE dataset for a window size of 64 samples,
we observe that the temporal method (in red) produces
comparatively large errors. This happens because the
majority of recordings in the PURE dataset are for
subjects with HR between 40 and 60 BPM; therefore
there are very few peaks in such a short temporal
window and the resulting estimates are poor.

2)
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TABLE I: Comparison of different loss functions (beats per minute).

Loss Intra-database evaluation
MAE] RMSE] MAPE| RT
LcE 2.2240.28 2.984+2.18 2.91£035 0.97+0.03
LEMD 1.88+£0.32 2944290 2.454+0.38 0.96+0.04
Lemp + Lsmvo | 1.74+0.26 2.53+1.67 2.26+0.32 0.97+0.03

A notable observation from this preliminary experiment
is that none of the employed methods yields an absolute
error of zero in any dataset. While in the ideal scenario,
we anticipate a perfect match between the PPG signal and
the HR values acquired from the HR sensor, this initial
experiment reveals an error gap between both ground truth
signals. Even with a highly precise rPPG approach, an error
persists in the recovered signal and the HR values [12].
Determining the cause of this difference is challenging, given
that most oximeter devices do not provide information on
how HR is estimated from the PPG signal, and this process
may vary across devices. This underscores the importance
of establishing a mapping between the recovered PPG signal
and the HR value, which is the objective of our deep CZT
estimator, studied in the next section.

D. Ablation studies

In this subsection, we will evaluate our proposed deep
CZT estimator module. For our ablation studies we choose
as rPPG approach the TDM model [9], because it consists of
a lightweight method that obtains competitive rPPG results
controlling the amount of parameters.

1) Loss function impact: In Table I we perform a loss
function experiment for our deep CZT estimator, testing
different losses in intra-database evaluation. As detailed in
subsection our proposed model outputs the estimated
frequency distribution. Therefore, we explore three distinct
losses: cross-entropy, squared Earth Mover’s Distance-based
loss, and our proposed loss, which combines the Squared
Earth Mover’s Distance-based Loss with SMO regularization
loss.

Comparing the cross entropy and the squared EMD loss,
we can appreciate a significant difference, especially in
MAE and MAPE metrics where the error is considerably
lower. As explained in section this discrepancy can be
attributed to the cross-entropy loss not considering inter-class
relationships among different HR classes, whereas the EMD
loss incorporates the ordinal behavior of the HR frequency
distribution. Finally, we find the performance of our com-
bined loss, Lemp +Lsmo, Which denotes the best HR results
for all the metrics surpassing the previous EMD and cross-
entropy losses. This superior performance can be attributed
to the regularization imposed over the parameters of the
matrix W, compelling our estimator to modify only relevant
information. This preserves the traditional CZT structure,
preventing the learning of inappropriate modifications or
overfitting.

In Figure ] the SMO results are illustrated, depicting
the difference map between the initial W matrix of the
standard CZT and our learned W’ matrix after training

Matrix difference between CZT and deep CZT

1

BPM range

Samples

Fig. 4: Sparse Matrix optimization result. Difference between 1574
matrix of standard CZT and W’ matrix of trained deep CZT
estimator.

our CZT estimator. The majority of changes, fluctuating
between —2 and +2, mainly occur in the frequency bands
between 50 and 100 BPM (on the y-axis), aligning with the
central distribution of the UCLA-rPPG dataset around 60-
70 BPM, which is the training dataset. Despite observing
more changes across the entire matrix, the color is more
attenuated, indicating that the difference between the original
and learned weights is nearly negligible.

2) Cross-database evaluation: In Table [l we evaluate
our deep CZT estimator’s performance with the proposed
combined loss in cross-dataset scenarios, specifically in the
PURE and UBFC-rPPG datasets. The comparison includes
the FFT and the standard CZT for a comprehensive analysis.

In the PURE dataset, we can see a notable difference be-
tween the traditional FFT and the CZT, where the MAE and
RMSE errors are 1 BPM and 2.5 BPM lower, respectively.
Regarding deep CZT, we obtain competitive results even in
cross-dataset evaluation, improving the HR error from the
traditional methods, highlighting an RMSE of 6.11 BPM
or a MAPE of 5.23 %. On the other hand, in the UBFC-
rPPG dataset, CZT and FFT exhibit more similar errors.
CZT secures better results in MAE and MAPE, while FFT
shows slightly better RMSE and R. In contrast, the deep
CZT estimator significantly enhances performance across all
evaluated metrics, with an RMSE of 6.58 and a MAPE of
4.36%, indicating a more robust HR estimation.

TABLE II: Cross-database heart rate evaluation on PURE and
UBFC-rPPG (beats per minute).

Dataset HR Method Cross-database evaluation
MAE| RMSE| MAPE] Rt

FFT 4.34+£1.23 10.37£69.21  7.32£236  0.90£0.06
PURE CZT 3.41+0.93 7.94+34.08 5.84+£1.79  0.94+0.05
Deep CZT | 3.37+£0.66  6.11+11.54  523+1.11 0.97+0.03
FFT 4.83+0.94  7.76£20.97 5.40+1.12  0.8940.07
UBFC CZT 4.66+0.97 7.84£21.21 5.07£1.09  0.88+0.07
Deep CZT | 4.19+0.78  6.58+£12.99  4.36+0.82 0.921-0.06




TABLE III: Performance evaluation of deep CZT estimator in SOTA approaches (beats per minute).

Intra-database evaluation
rPPG Approach HR Method UCLA-rPPG
MAE] RMSE] MAPE] RT

FFT 3.2840.47 4.644+6.21 4244054  0.9340.05
LGI [38] CZT 2.884+0.38 3.9243.67 3.714£044  0.9610.04
Deep CZT 2.40+0.32 3.2942.51 3.124+0.38  0.9610.04
FFT 3.1740.50 4.7148.18 4.404+0.76  0.8740.07
POS [51] CZT 2.624+0.34  3.564+2.67 3.60+0.50 0.9340.05
Deep CZT 2.16+0.30 3.00+2.10 2.8740.38 0.9710.04
FFT 2.2740.28 2994176 2.964+0.34  0.98+0.03
Physnet [56] CZT 2.264+0.30 3.104£2.21 2914037  0.98+0.03
Deep CZT 1.78+0.24 2.47+1.59 2.324+0.30 0.98+0.03
Efficient-Phys FFT 2734045 4174621 3.7340.67 0.9140.06
(25] CZT 2.134+0.34  3.1743.23 2764041 0.954+0.04
Deep CZT 1.68+0.26 2.45+1.61 2.22+0.32 0.97+0.03
FFT 2.504+0.34  3.4343.02 3.254041 0.954+0.04
TDM [9] CZT 2274030 3.0842.23 2.934+0.36 0.974+0.03
Deep CZT 1.74+0.26  2.53+1.67 2.26+0.32 0.97+0.03

E. Adapting deep CZT estimator to SOTA rPPG approaches

Despite SMO regularization aiding intra-dataset optimiza-
tion, the primary goal is to preserve the CZT structure.
As indicated in subsection [V-C] the standard CZT outper-
forms commonly used techniques in the literature. Therefore,
while SMO regularization adjusts weights for intra-dataset
characteristics, it also preserves generalization ability across
datasets.

In this section, we assess the performance of our HR
estimator module using five selected tPPG methods: POS
[51], LGI [38], PhysNet [56], EfficientPhys [25] (imple-
mented from the rPPG-toolbox [27]), and the TDM model
[9], previously employed in subsection Similarly to
the previous section, we compare our deep CZT estimator
against FFT and CZT, used as benchmarks for each method’s
results, as summarized in Table

Results consistently align with the findings presented in
our preliminary experiment (Section IV.C), showing that
CZT tends to accurately extract the HR value with lower
error compared to FFT. Among the five methods, CZT
exhibits lower HR error in all metrics except in the Physnet
model, where the performance is nearly the same with very
small differences. On the other hand, our adaptable deep CZT
estimator shows a significant reduction in HR error not only
compared to FFT but also compared to the standard CZT.

In terms of rPPG estimation, the use of our deep CZT in
traditional methods such as LGI or POS, improves their HR
performance by reducing the MAE and the RMSE between
0.5 and 1.71 BPM. A similar trend is observed for data-
driven methods: using our deep CZT estimator outperform
previous results, reducing the MAE and the RMSE below 2
and 3 BPMs, respectively. These promising results indicate
that our deep CZT estimator successfully narrows the gap
between the HR extracted from the rPPG signal and the
HR value from the dataset sensor. Moreover, it proves to be
independent of the adopted rPPG method, whether traditional
or data-driven, highlighting its potential to be incorporated
into any rPPG model designed for HR estimation.

V. CONCLUSIONS

This paper proposes the use of the CZT for remote
heart rate measurement. Its inherent flexibility in adjusting
frequency resolution overcomes the limitations of the FFT,
enabling more robust and precise HR estimation across
various temporal window sizes. Additionally, we introduce
a novel data-driven CZT estimator tailored to adapt the
classical CZT to the unique characteristics of each HR sensor
and the recovered PPG signal.

To guide the adaptation of our model, we propose a
frequency distribution loss regularized with sparse matrix
optimization, showcasing outstanding results in both intra-
database and cross-dataset evaluations. Furthermore, we val-
idate the capability of incorporating our deep CZT estimator
into several existing rPPG methods, highlighting its adapt-
ability and improved performance compared with current
frequency handcrafted methods.

In conclusion, we have presented an alternative to the FFT
for remote heart rate estimation, leveraging the CZT. Our re-
sults indicate promising performance, even when employing
temporal windows as short as approximately 2 seconds. This
implies a comparatively lower delay in the estimate of heart
rates and suggests the possibility of exploring applications
that may require near-instantaneous HR estimation.
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