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Abstract—We analyze the performance of QUIC over Non-
Terrestrial-Networks (NTN). The presence of this transport pro-
tocol has strongly increased since it was originally proposed, but
its behavior over wireless networks is still an open question. We
focus on NTN, which will play a key role in forthcoming cellular
systems, and whose underlying connectivity exhibits a highly
variable behavior. We show that using multiple streams, which is
one of the most relevant advantages of QUIC, yields performance
improvements. We then propose a delay-based scheduler, based
on dynamic queuing control, and we compare its behavior with
that exhibited by legacy solutions. We carry out an extensive
experiment campaign exploiting a novel methodology that com-
bines virtualization techniques, real QUIC implementation, and
ns-3 to model NTN links. The results show that the proposed
scheduling policies fairly distribute the delay between streams,
without jeopardizing the throughput, even under very high load
situations.

Index Terms—QUIC, stream multiplexing, scheduling, Non-
Terrestrial Networks

I. INTRODUCTION

The development of 5G and 6G technologies entails the
tight integration of novel Radio Access Network (RAN)
with the traditional terrestrial architecture. Consequently, Non-
Terrestrial Networks (NTN) is now considered an essential
element of forthcoming wireless networks, due to their ca-
pability to foster reliability, scalability, as well as coverage
and service continuity. On the other hand, this integration
also brings several challenges, such as the high variability of
the underlying wireless links, which requires reassessing the
performance of existing protocols.

In this sense, it is well known the poor performance exhib-
ited by traditional transport protocols, most notably Transmis-
sion Control Protocol (TCP), over wireless channels, which
exhibit a highly variable behavior. We have also witnessed
the appearance of alternative transport layer solutions, where
QUIC stands as one of the most relevant ones. QUIC was
originally promoted by Google and has been recently stan-
dardized by the Internet Engineering Task Force (IETF) [1]. It
was originally proposed to improve the performance of HTTP
traffic, which usually involves short flows, as well as ensuring
secure communications.

One of the main advantages of QUIC is that it avoids
Head-of-line (HOL) blocking, by enabling multi-streaming.

Whenever there is a loss event, it would just affect a par-
ticular stream, while the rest would not be affected. To the
authors’ best knowledge, there are very few works that have
studied multi-streaming in QUIC, and none that have proposed
schedulers to yield better performances exploiting this feature.

Hence, a second aspect that we tackle in this paper is to
assess the benefits that the use of multiple streams might
bring to QUIC performance, in particular over highly variable
wireless links (NTN). Furthermore, we will develop schedul-
ing algorithms that can yield lower delays, and we compare
their behavior with benchmark solutions, such as the well-
known Round-Robin (RR), which is the default scheduler of
the QUIC implementation used in this work. In particular, we
propose a novel delay metric, and we design and implement a
delay-based scheduler, whose design is based on the Lyapunov
theory.

We address the evaluation of the combination of QUIC,
multi-stream, and scheduling policies over NTN, in particular,
Low Earth Orbit (LEO) communications. We exploit a novel
methodology, which permits mimicking the behavior of the
wireless links that characterize the high variability of the
underlying connectivity using the ns-3 framework. The results
evince that the proposed scheduling policies outperform the
baseline solutions and that the use of multiple streams in QUIC
could thus yield lower delays.

All in all, the main contributions of this paper are:
• We assess the performance of the multi-streaming capac-

ity of QUIC over NTN highly variable wireless channels.
• We propose scheduling policies, based on dynamic queue

control theory, which aims to harmonize the delay of
heterogeneous traffic flows.

• We use a methodology that combines real protocol im-
plementations (virtualization techniques) with simulation
platforms, which allows us to precisely mimic the char-
acteristics of the underlying connectivity, and carry out
systematic experiments.

• We compare the performance of the proposed schemes
with traditional schedulers. The results evince that they
harmonize the delay suffered by heterogeneous traffic
flows, without hindering the throughput, even under high-
load scenarios.

The rest of this manuscript is structured as follows. Sec-
tion II discusses related works, pointing out how we differ979-8-3503-1090-0/23 © 2023 IEEE



from them. Section III depicts the proposed system model,
which allows us to introduce novel, delay-based, schedulers.
Section IV describes the methodology that was used to assess
the performance of the QUIC protocol and the proposed
schedulers, as well as the corresponding scenario. The results
are then presented in Section V. Finally, Section VI concludes
the paper, and introduces our future research lines.

II. STATE OF THE ART

As was mentioned before, there do not exist previous works
proposing scheduling policies that exploit the multi-streaming
feature of QUIC. In fact, there are only a few papers that have
actually assessed the performance of this characteristic. On
the other hand, some works have studied different approaches
and mechanisms based on a delay-based metric, introducing
different strategies to manage it.

A first group of papers focuses on congestion control solu-
tions. In this sense, the combination of Bottleneck Bandwidth
and Round-trip propagation time (BBR) congestion control
algorithm and QUIC is proposed to address the shortcomings
observed when TCP was used with loss-based congestion
control algorithms (CCAs). In [2], implementing a receiver-
driven BBR in cellular networks may face challenges such as
compatibility with existing network infrastructure, fairness to
other flows, and scalability by applying a more appropriate
delivery rate calculated at the receiver. Wang et al. assess
the performance of QUIC, with BBR, in satellite environ-
ments, using dedicated network emulation testbeds [3]. The
results show that QUIC with BBR outperforms traditional TCP
protocols over satellite links, characterized by long Round-
Trip Time (RTT) and high packet loss rates. The work also
suggests that QUIC with BBR can help to reduce transmission
delay and maintain the throughput, even when packet loss
rates increase. The authors also propose that further research
is needed to improve the effectiveness of BBR over satellite
networks.

Although not particularly intended for QUIC, it is worth
mentioning some works that have proposed scheduling
schemes that base their strategy on the delay. For instance, Hai
et al. propose in [4] a delay-optimal Back Pressure (BP) rout-
ing algorithm called sojourn-time-based BP (STBP), which
uses an accumulated sojourn time-based metric to calculate the
weight for each scheduling decision. Their results, which are
based on a simulation study, evince that the proposed scheme
improves the end-to-end delay while ensuring throughput
optimality. In our case, we use dynamic queue control and
Lyapunov theory to propose a delay-based scheduler, which
only uses local information (from internal buffers), to yield
lower delays.

Furthermore, in this paper, we focus on single-path com-
munications, but there exist works that have looked at the
scheduling problem when multiple paths are available. We
can highlight [5], where the authors propose a synchronizing
scheduler that balances the transmission rate of data units
over multiple paths of communication to reduce protocol delay
and waiting time, while maintaining high network throughput.

The authors formally analyze the properties of the proposed
scheme, whose performance is then assessed over both Multi-
Path TCP (MPQUIC) and Multi-Path QUIC (MPQUIC). In
addition, Viernickel et al. introduced in [6] a stream-to-path
scheduling policy for MPQUIC, able to minimize the HOL
effect and to reduce the time required to establish subflows.

On the other hand, we seek to analyze the improvements that
the use of the multi-streaming feature of QUIC, together with
delay-based scheduling policies, bring over NTN connectivity.

III. SYSTEM MODEL

We modify the operation of the default scheduler included
in the QUIC implementation that will be used afterwards,
RR, which sequentially selects a stream at each transmission
opportunity. First, Fair Queuing (FQ) and Weighted Fair Queu-
ing (WFQ) have been implemented for comparison purposes.
With FQ, we fairly distribute the shared capacity between the
competing streams, and whenever the demand of a particular
one is satisfied, the surplus is again equally distributed between
the rest of active streams. In WFQ the behavior is similar, but
in this case, the capacity is distributed according to certain
weights, which are used to prioritize certain streams, allocating
more resources to them. These three schedulers have some
limitations. On the one hand, RR and FQ manage all streams
alike, not allowing to establish different priorities. On the other
hand, WFQ is able to grant some prioritization, but the weights
need to be set beforehand, and it would not be therefore able
to adapt to channel or traffic variations.

To overcome this limitation, we first propose a BP scheduler,
based on Lyapunov‘s theory [7]. This policy aims to ensure
stream queue stability for any traffic and capacity conditions
(channel and congestion control), as long as the average
capacity limits are respected. It is worth noting that, unlike
WFQ, the proposed solution does not require any previous
configuration.

We model stream scheduling as a queuing system. Qk(t)
corresponds to the occupancy of the buffer application for the
kth stream, at any time t, while the scheduling decision for
that stream is defined as αk(t). The transmission capacity of
the connection at any time t is modeled as a random variable
ω(t), whose value depends on the channel conditions, and the
congestion control mechanism. Then, each queue is updated
as:

Qk(t+ 1) = max[Qk(t)− bk(t), 0] + ak(t) (1)

where ak(t) and bk(t) are the arrival and departure variables,
respectively. It is worth noting that bk(t) actually corresponds
to each decision variable αk(t), while ak(t) is a random
variable over which we have no control whatsoever. At each
time instant, we have to take a scheduling decision from a
set A that stabilizes the application queues, ensuring that the
transmission capacity is not exceeded,

∑
k αk(t) ≤ ω(t) ∀t.

Exploiting Lyapunov’s theory, it can be shown [7] that this
problem is solved using the BP algorithm. Hence, at every
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Fig. 1: Delay-based scheduler operation.

slot we have to take a decision that optimizes the following
problem:

max
α(t)

N∑
k=1

Qk(t) · bk(t)

s.t. α ∈ A

(2)

We now modify the BP algorithm, by introducing a novel
delay metric.

Then, with the aim of obtaining the dwell time of each
packet, we keep track of their arrival times. For each packet
event ak(t) ∈ Q(t), we let d(ak(t)) be the time at which
packet ak(t) arrives. The cumulative arrival time of all packets
in Qk(t) is then denoted by:

D (Qk(t)) =
∑

p∈Qk(t)

d(p) (3)

As we can see in Figure 1, we consider a virtual buffer,
where packets are stored before they are sent, and we monitor
their sojourn times. Then, in each slot (t), when a decision is
going to be taken, the queue is updated by:

Q̂k(t) =
∑

p∈Qk(t)

hk(t, p) = tQk(t)−D (Qk(t)) (4)

obtaining the sojourn time backlog for each stream k, where
hk(t, p) = t− d(p) represents the sojourn time of p, when it
is not removed from the queue. It is worth noting that Qk(t)
corresponds to the number of packets in this queue. Since
bk(t) is the number of departures of stream k, we can denote
the cumulative arrival time of those packets as D (bk(t)), then
the sum of sojourn times of the packet departures is defined
by:

b̂k(t) =
∑

p∈bk(t)

hk(t, p) = tbk(t)−D (bk(t)) (5)

With the same methodology, we can obtain the sojourn time
of the arrival packets, ak(t). Hence, in each slot, the queue is
updated according to:

Q̂k(t+ 1) = [Q̂k(t)− b̂k(t)] + âk(t) (6)
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Fig. 2: Markov chain models for LMS (left) and ISL (right)
links, used for the performance evaluation.

As in the previous scheduler, in each slot, a decision α(t) is
taken, from a set of possible options, A, ensuring to not exceed
the transmission capacity

∑
k αk(t) ≤ ω(t) ∀t. Therefore, the

sojourn time back pressure scheduler can be derived from the
following max-weight problem:

max
α(t)

N∑
m=1

Q̂m(t) · bm(t)

s.t. α ∈ A

(7)

In practice, the last two problems boil down to selecting, at
each scheduling decision, the streams with either higher queue
occupancy or delay, in descending order, emptying them until
the capacity transmission is reached.

Finally, a maximum delay scheduler has been also im-
plemented, as a simplified version of the previous one. We
only contemplate the packet that has the highest delay for all
streams. Since all queues follow a First In, First Out (FIFO)
policy, we only need to consider the delay of the first packet.

IV. APPLICATION SCENARIO

We assess the performance of the proposed schedulers
over NTN, in particular LEO satellite communications. We
distinguish two setups: a single Land Mobile-Satellite (LMS)
link, between a ground station and a satellite; an end-to-end
communication between two ground stations, which entails
two LMS links and various Inter-Satellite Link (ISL) links.
The latter might suffer from temporary disconnections, due to
continuous satellite movement in LEO. We use Markov chains
(see Figure 2) to model the two link types: for the LMS link,
we start from the work by Fontán et al. [8], which considers
three different situations/states: (l) Line of Sight (LoS), with
ideal propagation conditions; (m) mid-shadowing, where the
conditions are worse; and (d) deep-shadowing. For the ISL,
we use a two-state chain to capture temporary disconnections.
It is worth noting other works [9]–[11] have also exploited
Markov chains to model satellite links.

We use the quic-go implementation (version 0.15.1), which
we modify to integrate the proposed scheduling policies. The
platform we use to evaluate their performance is depicted
in Figure 3. It blends a real implementation of the QUIC
protocol (using virtualization and docker containers) with
simulation of the underlying connectivity, exploiting the ns-
3 framework. We modify the operation of the point-to-point
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Fig. 3: Diagram of the evaluation platform, which integrates
ns-3, docker containers, and the LMS and ISL models.

TABLE I: Scenario setup.

LMS parameters (Ka band) from [8, Table XVII]

LMS rate [80, 40, 16] Mbps

LMS transition matrix P =

 0 0.93156 0.068437
0.34526 0 0.65474
0.070012 0.92999 0


LMS sojourn time [0.2530, 0.7299, 0.1666] s
Average link capacity 45.33 Mbps

link, so that its characteristics can be changed during the
experiment, according to the dynamics established by the
aforementioned Markov chains. In this way, we are able to
mimic the dynamism of both LMS and ISL links.

V. RESULTS

In the first setup we consider a single LMS link. The
corresponding parameters are shown in Table I. We use the
Ka band, obtaining the transition probability matrix, and the
average dwell time in each state from the values found in [8].
We fix the maximum transmission rate, which corresponds
to line-of-sight state, to 80 Mbps, while the mid- and deep-
shadowing capacities are set to 50% and 20%, respectively.
We then extend the results, by comparing the behavior of the
scheduler over an end-to-end LEO communication, embracing
a single ISL, over which we emulate interruptions.

We have configured QUIC to use two streams in all cases,
one of them with twice the load of the other, to illustrate the
impact of the scheduling policies over heterogeneous traffics.
Traffic is generated following a Poisson model, whose overall
rate is established as a ratio of the LMS link capacity (45.32
Mbps). Packet lengths are fixed (1000 Bytes). Furthermore, the
WFQ scheduler is configured with a weight of 2 for the first
stream, whose rate is twice the other one.

A. Schedulers performance over LMS links

First, Figure 4 shows the evolution of the application buffer,
along a single experiment, lasting 60 s. We fix the application

rate to be 80% of the LMS link capacity (i.e. rather high
load), and we plot the buffer evolution for the two streams, and
the accumulated sojourn time. It is worth clarifying that the
accumulated time is computed as the summation of the sojourn
time of all bytes waiting in a stream buffer at a given moment.
We observe that BP and delay-based schedulers are able to
adapt their operation to the traffic unbalance. BP equalize the
buffer occupancy (this is not observed for the two delay-based
schedulers), while the two scheduling policies based on delay
are able to harmonize the waiting time for the two streams,
regardless of their different rates, while BP fails to do so. The
behavior of the benchmark solution, WFQ, is as expected,
as it was configured to grant twice the capacity to the more
demanding stream. We thus see that the proposed scheduling
policies, which do not need to be pre-configured, are able to
yield a good performance, by adapting its operation to the
dynamic changing conditions.

Figure 5 shows the impact of all the schedulers, by measur-
ing both the average delay and the throughput. We average the
results of 30 independent experiments, each of them lasting 60
seconds. We consider a low traffic scenario (application rate
is fixed at 50% of the LMS link capacity) and a saturation
situation, where the application rate equals the LMS link
capacity. As can be seen, the static schedulers, RR and FQ,
induce a rather unbalanced behavior of the two streams, which
is more relevant in the saturation scenario. The default RR
implementation shows a slightly fairer distribution, since it is
able to use the overall transmission capacity. In addition, the
WFQ scheduler is able to equalize the delay in the low load
setup, but its behavior is much worse when the load increases.
On the other hand, the BP algorithm succeeds in equalizing the
delay of both streams, but it induces a higher delay in stream
two, since its goal is actually to harmonize the occupancy
of both queues. Finally, the proposed delay-based solutions
show the expected behavior, as the delay is equalized in both
scenarios. It is particularly relevant the fact that even under
extremely high load situations (saturation), they are able to
yield the same delay for both streams. It is also important
to assess whether the observed benefits, in terms of delay,
do not hinder the throughput of the communication. For that,
Figure 6 shows the throughput observed for the two streams
(and the overall) one for the 6 schedulers. Under low load,
the impact of the proposed schedulers is almost negligible,
since the throughput is almost the same as the one observed
for the benchmark schemes. Under the saturation scenario, we
see that there is a slight reduction in the performance of the
second stream, compared to RR and FQ, but the results also
evince that the proposed schedulers, which do not need to be
pre-configured, yield higher throughputs than the traditional
WFQ, which is not able to adapt its operation to the rapid
changes of the underlying connectivity.

B. End to End (E2E) scenario

We now broaden the analysis to a E2E scenario, embracing
two LMS links and a ISL, which includes temporary discon-
nections. We use the same application setup as in the previous
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Fig. 4: Queue buffer evolution of different streams over time,
using both different scheduling algorithms and binary sending
rates, on a LMS link, under a high load scenario.

scenario (two streams, one having twice the rate than the
other), but we just use the load traffic configuration, since the
disconnections at the ISL might effectively reduce the overall
end-to-end capacity.

The ISL shifts between connection, with a transmission rate
of 80 Mbps, and an average delay of 5 s, and disconnection
periods, where the link goes to an inactive status. The average
dwell time at the connection situation is 5 s, while it is
increased from 0 to 0.5 seconds for the disconnection episodes.
In both cases, we use exponentially distributed times at each
state. We carry out 5 independent experiments, lasting 300
s for each value of the average dwell time at the inactive
situation, to ensure statistically valid performances.

Figure 7 shows the distribution of the average end-to-
end delay of both streams (and the overall one) for four
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Fig. 6: Throughput over a LMS link.

scheduling strategies: RR, WFQ, BP and Delay, as we increase
the average interruption time at the ISL link. We can again
see the good behavior of the proposed scheduling schemes.
While the performance is severely affected by the increasing
disconnection periods for the two benchmark solutions (RR
and WFQ), both BP and the delay-based schedulers are able
not only to equalize the delay but to reduce it. The results
also evince that their capability of adapting to the changing
conditions allows the two proposed schedulers to reduce the
variability of the observed delay, thus reducing the perceived
jitter at the receiving application.

VI. CONCLUSIONS

We have proposed a delay-based scheduler for the QUIC
protocol, starting from a BP-based scheme, which considers
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Fig. 7: Delay distribution with RR, WFQ, BP and Delay over
an E2E channel with interruptions.

the cumulative waiting time of all packets at the queue. We
integrate the proposed scheme in a real implementation of the
QUIC protocol, thanks to its multiple streaming feature. By
exploiting a novel methodology that combines virtualization
techniques, real protocol implementation, as well as realistic
modeling of underlying connectivity with simulation frame-
works, we have assessed the performance of the proposed
scheme, over NTN links, with highly changing characteristics.

We first carried out the analysis over a single LMS link.
Traditional and static strategies (RR and FQ) exhibited a sub-
optimal behavior for unbalanced traffic conditions. In addition,
although the WFQ scheduler was able to harmonize the delay
under certain characteristics, it is not able to adapt to rapid
connectivity changes and its performance over high load sit-
uations was impacted. The proposed schedulers yield a much
better behavior since they were able to harmonize the delay,
even under relatively high load situations. In addition, they do
not severely hinder the throughput of the communications.

We also increased the complexity of the topology, consid-
ering an E2E communication, with an ISL having periods of
connectivity interruptions. The delay-based scheduler is able
to equalize the delay of the two streams and reduce both its
average value and variability, even for longer disconnection
periods.

In our future work, we plan to extend the characterization to
more complex environments, introducing, for instance, back-
ground traffic over the ISL. We will also study the interplay
of the proposed schedulers with other QUIC mechanisms and
extensions, such as congestion control algorithms and multi-
path communications.
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