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ABSTRACT

Graph neural networks (GNNs) with missing node features
have recently received increasing interest. Such missing node
features seriously hurt the performance of the existing GNNs.
Some recent methods have been proposed to reconstruct the
missing node features by the information propagation among
nodes with known and unknown attributes. Although these
methods have achieved superior performance, how to exactly
exploit the complex data correlations among nodes to recon-
struct missing node features is still a great challenge. To solve
the above problem, we propose a self-supervised guided hy-
pergraph feature propagation (SGHFP). Specifically, the fea-
ture hypergraph is first generated according to the node fea-
tures with missing information. And then, the reconstructed
node features produced by the previous iteration are fed to
a two-layer GNNs to construct a pseudo-label hypergraph.
Before each iteration, the constructed feature hypergraph and
pseudo-label hypergraph are fused effectively, which can bet-
ter preserve the higher-order data correlations among nodes.
After then, we apply the fused hypergraph to the feature
propagation for reconstructing missing features. Finally, the
reconstructed node features by multi-iteration optimization
are applied to the downstream semi-supervised classification
task. Extensive experiments demonstrate that the proposed
SGHFP outperforms the existing semi-supervised classifica-
tion with missing node feature methods.

Index Terms— Missing node features, Graph neural net-
works, Semi-supervised classification

1. INTRODUCTION

Graphs are widely applied for many real-world scenarios,
such as social networks [1]], citation networks [2], traffic
networks [3]], molecular networks [4]. In recent years, with
the rapid development of deep learning, graph neural net-
works (GNNs) [, [6] have achieved remarkable success in
graph-structured data with complex data correlations. GNNs
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typically operate by a message propagation scheme, where
each node propagates its feature representations along the
constructed edges. Meanwhile, the feature representation of
each node is updated by aggregating the representations from
its neighbors.

However, the existing GNNs variants [7] typically assume
that all node feature attributes are fully observed during the
training process. In fact, in many real-world applications,
some feature attributes are unobserved due to resource lim-
its or privacy concerns [8]]. For example, in social networks,
some users are unwilling to provide their ages and gender.
Thus, when directly utilizing the existing GNNs variants to
deal with the above tasks with missing node features, their
performance will have a big deterioration.

To solve the above issue, many matrix factorization-based
methods [9, [10] have been proposed to reconstruct missing
node features. However, these methods cannot make full use
of the topological information between data. Recently, graph
signal processing [11]] provides several methods for interpo-
lating signals on graphs, they generalize Fourier analysis to
graphs to reconstruct missing signals on graphs. Such meth-
ods are too computationally intensive so they are infeasible
for graphs with thousands of nodes. Very recently, several
methods extend GNNs to tackle missing node features di-
rectly. For example, SAT [12] assumes that the structure and
feature information on the graph share the same latent space
and develops a distribution-matching strategy to reconstruct
missing features. GCNMF [13]] adapts GCN [14] to graphs
with missing features by representing the missing features
with a Gaussian mixture model. PAGNN [15]] develops partial
aggregation-based GNNs that only propagate the observed
features. FP [8] propagates the known features to the nodes
with unknown features iteratively to reconstruct missing fea-
tures. However, FP only considers pairwise connection rela-
tionships between data and FP also assumes that each node
has the same influence on all neighbors, which cannot accu-
rately describe the local geometric distribution between data.

In this paper, we propose a self-supervised guided hyper-
graph feature propagation (SGHFP) for semi-supervised clas-
sification with missing node features. Specifically, the feature
and pseudo-label hypergraph are first computed according to
the node features with missing information and reconstructed
node features generated by the previous iteration in turn. Be-
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Fig. 1. A diagram illustrating our Self-supervised Guided Hypergraph Feature Propagation framework.

fore each iteration, the obtained feature and pseudo-label hy-
pergraph are further fused into an effective hypergraph. Com-
pared to the single feature or pseudo-label hypergraph, the
fused hypergraph can better describe the complex high-order
structure information between data. Following, the fused hy-
pergraph and FP are combined to reconstruct missing features
in each iteration. After multi-iterations optimization, the re-
constructed node features can be applied to downstream semi-
supervised classification tasks. To validate the effectiveness
of SGHFP, we conduct extensive experiments on four bench-
marks. Experiment results demonstrate that our approach out-
performs many state-of-the-art methods. The main contribu-
tions are summarized as follows:

e Compared with the traditional graph, the proposed
hypergraph can simultaneously utilize the higher-order
correlations from feature and pseudo-label hypergraphs
to update the inaccurate connection relationships.

e Our proposed SGHFP is an independent module, which
can combine any GNNs variants for any graph repre-
sentation learning tasks.

e Extensive experiments show that the proposed SGHFP
outperforms many existing semi-supervised classifica-
tions with missing node feature methods.

2. SELF-SUPERVISED GUIDED HYPERGRAPH
FEATURE PROPAGATION

2.1. Problem Definition and Notation Description

Give a simple graph G = (V,E), where V = {u;|i =
1,...n} is the set of nodes, and E = {e;;|i = 1,...n,j =
1,...n} is the set of edges. Let A € R™ ™ denotes the
adjacency relationship matrix, where A;; = 1lif e;; € F, and
A;j = 0ife; ¢ E. X € R" 4 denote the nodes features
matrix, where d is the dimension of node features.

Different from a simple graph, a hyperedge can connect
two or more nodes. Let H = (V, E, W) denotes a hyper-

graph, where W denotes the weight matrix of all hyperedges,
and H € RIVIXIEl ig a incidence matrix, i.e.

I 1, if vee

h©,8) = {O7 otherwise M
For a node & € V, its degree is defined as d(?) =
Y;cpw(€)h(0,€). For a hyperedge é € E, its degree is
defined as §(¢) = X;.yh(0,€). Let D denote all hy-
peredges’ degree matrix and D, denote all nodes’ degree
matrix. In addition, we let ©® = D, /’HWD_ 'H'D, '/
and A = I — O, where A is called as hypergraph Laplacian.
Vk C V denotes the set of nodes where the features are
known, and f/u =Vi= f/\f/k denote the unknown ones. In
this paper, the problem we focus on is how to better recon-
struct the unknown features x,,, given the known features xy,

and the graph structure G.

2.2. Hypergraph Fusion

To accurately describe the local geometric distribution among
nodes, We first generate a feature hypergraph Gy according
to the node features with missing information. Each time
one node is selected as the centroid, and all its neighbors are
linked as a hyperedge. Second, the reconstructed node fea-
tures produced by the previous iteration are fed to a two-layer
GNNS to construct a pseudo-label hypergraph G;.

Denote v, and v, are two nodes, from [[16], we can know
that the label influence of v, on v, equals to the to the cumula-
tive normalized feature influence of v, on v, after k iterations
of propagation:

E[L1(va, vo; k)] = S5_ I (v, 03, ). 2)

Equation [2] shows that pseudo-label hypergraph is ben-
eficial to increase the intra-class feature influence. To high-
light the accuracy of connection relationships, the constructed
feature hypergraph Gy and pseudo-label hypergraph G, are
further combined to generate a fused hypergraph before each
iteration. To reduce complexity, we fuse the two graphs into a



sparse matrix. G s is used as the indices of specified elements,
and G/ is used as the corresponding values. As shown in
Fig.1, hyperedges connecting two nodes of the same class are
bold so that features can be more easily propagated among
nodes along hyperedges with stronger connections.

2.3. Hypergraph Feature Propagation

Similar to FP [8]], we reconstruct the unknown node features
X, through interpolation that minimizes Dirichlet energy:
K(X, g) = %xTAX = %Zijez’j(l‘i — J?j)Q, where Qij are
the individual entries of the normalized incidence matrix
©. Dirichlet energy, which represents how much a function
changes in a certain area, is widely used as a smoothness
criterion.

For the convenience of derivation, the node feature matrix
X is split into two sub-matrices. H and A can be divided into

four sub-matrices.
Hku] A [Akk

- | Xk | Hygg

Aku

Let x(t) = —V/{(x(t)) denotes the associated gradient flow,
and the known features X, = Xj(t) is the boundary condi-
tion. Therefore, the solution at the missing nodes: X, =
lim,, o X, (t) is the interpolation. From [8], we can get a
diffusion equation:

Eﬁ Eg] - {Aik A(lu] [xj ](Ct)} - [Aukik +0Auu5<u(t)

(€]
and its solution in an iterative scheme:
) _ | 1 0 | -k
X |:®uk: @uu} XV (®)]

Algorithm 1 SGHFP
Input:feature vector x, graph structure G, train epochs T
forx=1—Tdo

1:

2:

3 construct Gy and Gp; by x and G
4 © — fuse(Gy,Gp)
5

6

7:

X + Ox
Xk < Yk
end for

> Propagate features
> Reset known features

The update procedure in equation 4 is equivalent to the
following two steps. First, the feature vector x is multiplied
by the propagation matrix ®. Second, the known features are
reset to their original true values. This update procedure pro-
vides an iterative algorithm to reconstruct the unknown node
features, as shown in Algorithm [I] Specifically, the feature
hypergraph Gy and pseudo-label hypergraph G, are fused
to generate a propagation matrix © (in the first iteration, only
feature hypergraph G's is used). At each iteration, features are
propagated among nodes by the propagation matrix . After
that, we clamp the known features by resetting them to their
original true values.

3. EXPERIMENT

3.1. Datasets

We fed the reconstructed node features into many downstream
semi-supervised node classification tasks, their classification
performance can reflect the accuracy of feature reconstruction
intuitively. In this paper, we evaluate our proposed SGHFP on
four benchmark datasets including Cora, CiteSeer, PubMed
[[17], and Photo (Amazon) [18]].

Table 1. Dataset statistics.

Dataset Nodes Edges Features Classes
Cora 2485 5069 1433 7

Citeseer 2120 3679 3703 6

PubMed 19717 44324 500 3
Photo 7487 119043 745 8

3.2. Experimental Setup

In all experiments, We randomly select 20 nodes per class
as the training set, 1500 nodes for validation, and the rest for
testing. In this paper, we use a two-layers GCN with a dropout
rate of 0.5 as the downstream classifier. The Adam optimizer
[19] with a learning rate of 0.005 is introduced to optimize
the model parameters. Empirically, hypergraph feature prop-
agation diffuses the features over 50 iterations. For all the
baselines, the hyperparameters are the same as mentioned in
the respective papers [8} 13,15} 20} 211

Table 2. Classification performance of our proposed SGHFP
and FP under different rates of missing features. The best
results are highlighted.

Dataset | Method o SO%MISSlng Node Fez;lgz/:s Rate 00%

Cora FP 80.39%  79.7% (-0.86%)  79.77% (-0.77%)  78.22% (-2.70%)
SGHFP | 81.23% 80.9% (-0.41%) 80.41% (-1.01%) 79.41% (-2.25%)

Citeseer FP 67.48%  65.74% (-2.57%)  65.57% (-2.82%)  65.4% (-3.08%)
SGHFP | 67.45% 66.86% (-0.87%) 66.76% (-1.02%)  66.5% (-1.41%)

PubMed FP 77.36%  76.68% (-0.89%)  75.85% (-1.96%)  74.29% (-3.97%)
SGHFP | 77.45% 77.15% (-0.37%) 76.63% (-1.06%) 75.17% (-2.94%)

Photo FP 91.73%  91.29% (-0.48%)  89.48% (-2.46%)  87.73% (-4.36%)
SGHFP | 92.08% 91.46% (-0.67%) 90.04% (-2.22%) 88.40% (-3.99%)

3.3. Results and Discussion
3.3.1. Comparison with State-of-the-art Methods

We report the mean classification accuracy with 10 runs for
all methods. Each run has a different mask of missing fea-
tures. Table 2 illustrates the classification performance of our
proposed SGHFP and FP (combined with a downstream GCN
model) under full features, 50%, 90%, and 99% missing node
features. In addition, we also report the relative drop rate
when features are partially missing compared to all features
that are present. Table [2] shows that the proposed SGHFP
outperforms FP under any missing rate and also has a lower



Table 3. Ablation experiments on Cora, Citseer, PubMed, and Photo dataset with 99% missing node features.

Module Cora Citeseer PubMed Photo

Fp ' v v v v v v v v v v

FH v v v v v v v
SGPH v v v
Accuracy | 78.22+0.32  78.77+0.24 79.41+£0.21 65.40+0.54 65.92+0.28 66.50+0.11 74.29+0.55 74.56+0.36 75.17+0.10 87.73+£0.27 88.02+0.18 88.40+0.10

o

Silhouette_score:0.290

(a) FP on Cora

Silhouette_score:0.368

(b) SGHFP on Cora

Silhouette_score:0.354 Silhouette_score:0.438

(c) FP on Citeseer (d) SGHFP on Citeseer

Fig. 2. The t-SNE visualization and Silhouette score of the node embeddings with reconstructing features. Each color represents

one class.

relative drop rate. On average, SGHFP with 99% missing fea-
tures loses only 2.67% of relative accuracy compared to the
same GNNs model with no missing features.

Table 4. Classification performance of GCNMF, PaGNN, LP,
GPE and SGHFP under 99% of features missing. The best
results are highlighted.

Dataset GCNMF PaGNN LP GPE

Cora 34.54+£2.07 58.03+0.57 74.68+£0.36 76.33+0.26
Citeseer  30.65£1.12  46.02+£0.58 64.60+£0.40 65.87+0.37
PubMed 39.80+0.25 54.254+0.70 73.814+0.56 73.70+0.29

Photo  29.64+2.78 85.41+0.28 83.45+0.94 83.45+0.26

SGHFP

79.41+0.21
66.50+0.11
75.17+0.10
88.40+0.10

In this part, we compare the proposed SGHFP with
many state-of-the-art GNNs methods when 99% of the node
features are missing. We additionally compare to feature-
agnostic baselines: Label Propagation (LP) [20], which only
exploits the structure information of graphs by propagating
labels iteratively, and Graph Positional Encodings (GPE)
[21]], which treats the first k eigenvector matrices of the
Laplacian as node features. Table ] shows that our proposed
SGHFP outperforms the existing methods on all experimen-
tal datasets. For example, GCNMF and PaGNN have a large
drop in relative accuracy when the feature missing rate is
high. In comparison, SGHFP has only a 2.67% drop.

3.3.2. Ablation experiments

In this part, we investigate the impact of the self-supervised
guided pseudo-label hypergraph (SGPH) and feature hyper-
graph (FH) module for feature reconstruction on Cora, Cit-
seer, PubMed, and Photo datasets. Table [3] shows that our
proposed SGPH and FH modules all improve the classifica-
tion performance of downstream tasks with missing node fea-

tures. For example, on the Cora dataset, FP with the FH mod-
ule obtains gains of 0.55%. FP with SGPH and FH module
(SGHFP) achieve 1.19% improvements in comparison to FP.

3.3.3. t-SNE visualization

To better demonstrate that the proposed SGHFP can better
reconstruct the missing features, we use t-SNE and Silhou-
ette scores to visualize the embedding of graphs with recon-
structed features in 2-D space on Cora and Citeseer datasets.
Nodes in the same class are expected to be clustered together
and have higher Silhouette scores. Fig[2] shows that our pro-
posed SGHFP can separate different categories and the nodes
in the same class are clustered more compactly. All exper-
iments are performed with a 90% missing rate of node fea-
tures.

4. CONCLUSION

In this paper, we present a novel approach for semi-supervised
classification with missing node features. The feature hy-
pergraph and pseudo-label hypergraph are constructed to de-
scribe the local geometric distribution between data in turns.
Then, a fused hypergraph generated by an effective strategy
is further applied to the feature propagation model for recon-
structing the missing features. Experimental results on sev-
eral datasets demonstrate that the proposed SGHFP is useful
to reconstruct the missing features and also outperforms many
existing state-of-the-art methods. While SGHFP is designed
for homogeneous graphs, it does not perform well on het-
erogeneous graphs. Learning heterogeneous feature-missing
graphs with a more general learnable diffusion matrix could
also be an interesting problem.
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