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Abstract—We propose a multicast scheduling scheme to exploit Queue 1 s ‘ D3 ‘ D2 ‘ D1 I—“—»Q user (STA) 1
content reuse when there is asynchronicity in user requests
A unicast transmission setup is used for content delivery, Queue 2 cee ‘ D3‘ D2 ‘ D1 % user (STA) 2
while multicast transmission is employed opportunisticadly to
reduce wireless resource usage. We then develop a multicast ()
scheduling scheme for the downlink multiple-input multiple-
output orthogonal-frequency division multiplexing systen in @ user (STA) 1
IEEE 802.11 wireless local area network (WLAN). At each time . ‘ D3‘ D2 ‘ D1 |(,/f~”
slot, the scheduler serves the users by either unicast or ntidast Queue 1 =1
transmission. Out-sequence data received by a user is starén @ user (STA) 2
user’s cache for future use. Multicast precoding and user dection (b)
for multicast grouping are also considered and compliance ith

the IEEE 802.11 WLAN transmission protocol. The scheduling '

scheme is based on the Lyapunov optimization technique, wt Queuel - ‘ D3‘ D2 ‘ D1 I—]—/’Q user (STA) 1
aims to maximize system rate. The resulting scheme has low /{/

complexity and requires no prior statistical information on the Queue2 " ‘D5 ‘ D4 ‘ D3 |"--—2-—->© user (STA) 2
channels and queues. Furthermore, in the absence of channel

error, the proposed scheme restricts the worst case of frame ()

dropping deadline, which is useful for delivering real-time traffic. ) ) ) ) o )
Simulation results show that our proposed algorithm outpeforms Fig. 1. lllustration of (a) unicast. (b) multicast. (c) ophmistic multicast.
existing techniques by17 % to 35 % in term of user capacity.

Index Terms—Multicast scheduling, Lyapunov optimization,

multicast precoding, WLAN network ) ) o o
In this work, our goal is to develop efficient transmission

and scheduling (i.e., time resource allocation) schemexio e
ploit the content reuse feature under the opportunisticests.

To provide satisfactory quality of service (QoS) for mulWe refer to this transmission scheme as the opportunistic
timedia contents, efficient allocation of wireless reseui® multicast, and illustrate it in Fig. 1(c). Herein, users Idan
a necessity. Opportunistic scheduling is one of the maatdemand for identical content. Since unicast transmission
promising techniques. It has been observed that most of useused, two queues are required at the AP. However, either
requests are restricted to only a few very popular cont&atis. unicast or opportunistic multicast transmission is perfed
such scenario, multicast is an efficient mechanism for ore-dynamically at each time slot. For example, if queue 1 is
many transmissions over wireless channels [1]-[3]. Contrascheduled for transmission, AP sends message D1 to user 1
to a unicast, in which each user (or STA: station) is supplortenly, which is the same as the unicast transmission, as user
by an access point (AP) separately at each timetslar ¢ 2 has already received D1. On the other hand, if AP selects
as illustrated in Fig. 1(a), multicast can support multipéers queue 2 for transmitting message D3 to (intended) user 2 and
who request identical content simultaneously as illusttatif it also knows that user 1 requires D3 in the future, the AP
in Fig. 1(b). Herein, users 1 and 2 belong to a multicastvitches from unicast to multicast transmission and serils D
group, which requires message (data chunk, internet psbtoto both users 1 and 2. Once user 1 receive D3, it stores D3 in
packet, or data frame) D1, D2 and D3 from the AP. On thes own cache for future uself D3 appears in queue 1 at the
other hand, the user requests usually occur at differer@stimAP later, it will be dropped as it is already cached in user 1.
i.e., asynchronous request. Hence, the AP has to fall backSimilarly, user 1 will not request for D3.
unicast transmission and loses the exploitation of thise@n  The main contribution of this paper is to introduce the
reuse feature. Another approach to deal with the oppotianisopportunistic multicast transmission as an alternativeade
demand is harmonic broadcasting and its variants intratluce
in [4], [5]- These schemes enable each user to start playbactour work is mainly inspired by the caching approach to delsentents.
within a small delay from its request time. However, thé [6]-[8], contents are stored in the users’ local caches @ndedicated

. . . . . helper nodes distributed in the network. In contrast, camgmission scheme

allocation of wireless resource, i.e., SChedu“ng in tirte, s requires no helpers, but relies on multicast transmissioexploit content
was not considered. reuse.
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commodate for more users in the network. This transmissiwiith the intended uset. Note that this multicast user grouping
scheme can also be used to replace the conventional mtltiGgagompletely opposite to a multiuser (MU)-MIMO precoding.
transmission if retransmission is essential: Instead dhgles The link abstraction model for mapping the transmission enod
qgueue for the multicast group, multiple (virtual) queues cao modulation and coding scheme (MCS) is based on mutual
be set up to serve the users in group. Contrast to the studformation approach given in [10]. The scheduling pripig

in [1]-[3], we have considerednultiple multicast groups based on the head-of-line (HOL) delay, outdated transomssi
requesting for different contents. We also propose a nagtic rate (due to outdated channel information), transmissioe t
scheduling scheme for multiple-input multiple-output D) required, frame length and the number of multicast users. Th
orthogonal frequency-division multiplexing (OFDM) syste details on the design of this priority are deferred until ldter
with deadline constraints for real-time traffic. The propads sections.

scheme also involves multicast precoding and user sefectio Step 2 Next, AP requests for channel state information
User selection forms a multicast user group that consists @fs)) feedback from all users i§. The channel sounding
one intended user and multiple unintended users. Multicagbcedure in IEEE 802.11ac [9] is applied. The AP sends a null
regrouping, which is not considered in [1], is necessaryt8uegata packet announcement (NDPA) frame to notify the users
the limitation of group size in practical network. We furtheiy prepare for the channel measurement. The users measure
investigate how to set protocol p_arameters to maximize th& channel based on the null data packet (NDP) transmitted
number of users accommodated in the network. after the NDPA frame, followed by CSI feedback from one

The rest of the paper is organized as follows. We descriger to the AP. The AP then polls the remaining users for
system model and formulate a scheduling problem in Sectiofgir respective CSI if necessary.

[l and I, respectively. In Section IV, we develop an algbm

AP . . . Step 3 Upon receiving the CSI, an MCS is selected for
based on the Lyapunov optimization. We provide simulatio o . : .
the transmission. The selection approach is the same as in

scenario and results in Section V and conclude the paper . o
. pap épep 1. For the multicast transmission, the smallest MCS
Section VI. .
over all users is selected so as to ensure that all users can
Il. SYSTEM MODEL receive the data frames correctly, which will be used togtesi
N I . . multicast precoding later. The number of data frames to be
We first introduce a transmission procedure in a medium " : .
.__sent is determined by the MCS and the maximum allowable
access control (MAC) layer, and then elaborate multicas o L . .
L ) ransmission time, which is also known as transmit oppdtgun
precoding in a physical (PHY) layer.

(TXOP) in IEEE 802.11ac [9].
A. Transmission Procedure in MAC Layer Step 4 After transmitting the frames, the AP also expects

The system operates in time slot with duration whose leng@igknowledgement (ACK) frames from the users. After the
is a bounded variable. The AP maintaifis queues, each of first user has sent back the ACK frame, the AP sends ACK
which supports a dedicated user, which implies thereZdre requests to the remaining users for their respective ACK if
users in the networks. Multiple data frames are allowed to B&cessary. The ACK procedure is similar to the groupcast wit
transmitted in each time slot as long as the transmissioa tifi¢tries (GCR) service in IEEE 802.11aa [11]. After ACKs have
does not exceed a given bound. Denoting a supported usera&ved, the channel is released for contention.
by S, we introduce the detailed procedure in MAC layer. Step 5 Retransmission of erroneous frames is allowed.

Step 1 At the beginning of each time slot, a user is selectednly the erroneous packets for the intended user is retrans-
by the scheduler to be served by AP. AP can operate rfitted. In addition, retransmission has a higher prioritgrt
either unicast or multicast transmission. If the data framecheduling user for new transmission.
to t_)e transmitted are_not required_ b_y other users_(cu_rrentlysummary of the transmission procedure at MAC layer:
or in the future), unicast transmission (the cardinality of
user set|S| = 1) is scheduled and accordingly single usdr
MIMO precoding (beamforming in IEEE 802.11ac [9]) ig Step 1: Select an intended user for transmission; Select

used. Otherwise, multicast transmission for multiple siser (unintended) user(s) and form unicast or mulfi-
(S| > 1) is selected. The multicast precoding used will cast user set; Estimate the MCS for transmission;
be designed in next subsection. For practical reasons, the Scheduling priority among users based on HQL
maximum number of multicast users is limited to four, i.e|, delay, transmission rate and time, and packet
|S|] < 4. To balance the tradeoff between multiuser diversity length.

and multicast gain, multicast regrouping is necessary [2],Step 2: Request CSl feedback.
[3]. To select the multicast users, we use the norm criteripnStep 3: Determined MCS and number of frames to traps-

Enen||Hy «HZ |2, wheren is subcarrier index and/ is a mit based on current CSI feedback.
subcarrier setH,, ,, and H,,, is the channel gain matrix of | Step 4: Transmit the packets and receive ACK/NAGK
subcarriem from AP to an intended usérand an unintended from users.

users. These values are sorted in descending order and the firstep 5: Retransmission if it is necessary.
three unintended users are selected to form the multicaspgr




B. Multicast Precoding in PHY Layer CSl, the transmission of data frames, the transmission &€ AC
We consider a downlinknulticast MIMO-OFDM system frames, and the backoff period. Note that there is no coiatent

with one AP (V, transmit antennas) anil users (V, receive because we do not consider any uplink traffic.

antennas each), in which a common message is sent to afPur goal is to find a scheduling scheme that makes binary
the users inS through N subcarriers. Note that MU-MIMO transmission decisiongy[t] and frame dropping decisions
transmitter sends individual message to each user. Forem giwk[t] for each time slot of duratiofi’[t]. A decision of one
time slott, the scheduler at the AP selects a subset of userdmplies that positive action is taken. We denote the amount
to serve simultaneously. We assume that channel mHyjy ~ of bit to be transmitted aé,[t] and the amount of bit to be
includes large- and small-scale fadings and is static durifiropped as/,[t]. Theby[t] values are determined by [t] and

each transmission. For subcarriere A" = {1,..., N}, the current CSln,t], while the d[t] values are determined by
N, x 1 received signal of usek is given by wi[t]. Since we do not consider MU-MIMO in this work, we
have orthogonal channel transmission whgre 1[t] < 1.
Tnk = Hp ke WnXn + Zp In addition, we also constraiby[t] and d[t] such that no

where W,, € CNexNs denotes the precoding matrix withframe fragmentation is required. The dynamics of the queue

the Frobenius norm equal to one, i.gW,[2 = 1; x, IS modeled as follows:

denotes theV; x 1 transmitted symbols withV, < N, and Qrlt + 1] = max{0, Qx[t] — bi[t] — di[t]} + Axlt], (3)

E[x,xX] = In,/Ns; andz,  denotes the additive Gaussian

noise (AWGN) with zero mean arff[z,, .z, ] = NoIy,, and where A, [t] is the amount of bits arrived at time slotNote

the superscripf represents the Hermitian transpose. that data frames arriving at the current time slot will onl b
MU-MIMO precoding is typically designed to mitigate mul-Served at the next time slot.

tiuser interferences so maximizing sum rate across alkstiser We design our scheduling scheme to maximize the trans-

justifiable. In contrast, multicast MIMO precoding is deség mission rate and minimize the dropping rate. Hence,the opti

to maximize the minimum sum rate [12], so that all usemization problem is formulated as follows:

can receive the common messag@s pointed out in Step 3 S B — ody

in previous subsection. Remind that the MCS is determined h ok kTR

based on the minimum rate user. Thus, the multicast MIMO-

OFDM precoding design problem is formulated as follows: where v, and e are the parameters for a maximum dead-

Herkl line constraint and a measuring unit for HOL delay, respec-
max. min — Zlogz det 1+H"v’€W"Wn H, (1a) tively.Here, we defing, as the time average of transmitted
{W,} kes = Ny

bit b;[t] as
st. [Wal%: <1, VneN, (1b)

m — , VEk, (4)
Hie[t] w ] el

where (1b) is for the transmit power constraint. Note thateh

is no multiuser interference arMV,, is common for all users. _ _ )

This is critical difference between MU-MIMO and multicast@nd dx andT" represent the time average @f[t] and T'[t],

The upper bound of problem (1) can be efficiently obtaindg§sPectively.

by using standard semi-definite progamming techniques. ~ We use Lyapunov optimization theory [14], [15] to design
However, for real-time scheduling of OFDM system, th&cheduling scheme for arbitrary[t] and A,[t]. The decision

optimization is computationally complexity-intensivastead Vectorsu[t] = [ui[t],. .., px[t]] andw(t] = [wit],. .., wkt]]

of the optimal multicast precoding, we consider a nearrogki are chosen by minimizing an upper bound on a drift-plus-

precoding based on a linear precoding principaL ie., a pr@nalty ratio [15], which will be defined later. At each time

coding matrixW,, lies in the space spanned @Hf,k}’ as Slot, we need to solve a quasiconvex problem. To reduce the

. 1 T—1
b, = T Z bi[t], %)
t=0

follows [13]: complexity, we reformulate the optimization problem as
Wi =a Y (BT UL, /B, U2 v e N (2) Jmin T =5 b+ 53 ods, W (6)
kes ' k k

wherea is the normalization constant to fulfiiw,, |2 < 1; Where a given parametét has been added. Note thatlif 5
Unk = [Wost - W] € CV*Nes andu, g, is a left 1S the maximum of (4), the problem (6) is equivalent to (4).
singular vector corresponding to thn largest singular value ~ Remark 1. In the above formulation, we assume that the
of H,, . When N, = N,, without loss of generality, we setScheduler has the current CSI, which is not true for the
U, = Ly, in (2). The channel gain matrices are replaced B nsmission procedure described previously. Thoughatedtd

feedback channel estimates in this work. Sl is available at the point of making the scheduling deaisi
the assumption makes the formulation more concise. It & als
Ill. SCHEDULING PROBLEM FORMULATION assumed that the transmission is error-free; thereforans

Consider a finite number of time sldt, whose duration mission is unnecessary. If channel error is incurred, we can
consists of the request for CSI feedback, the transmissionocmnsider the expectation &f[t], di[t] andT'[t] over the error



events. For multiple data frames and retransmission at&mpglecisions are made. Hence, we approximgté] and v []
there are no close-form solutions for these expectatianger by ¢, [t] and [t _respectively. We defing,.[t] = Zilt +1]
Hence, we devise a heuristic scheduling scheme that beha¥es,[t] = 1 and ¢,[t] = Zi[t] if uxlt] = 1. To minimize
properly if the MCS is selected with a low probability of athis upper bound, the drift-plus-penalty scheme detersiine
channel error event. values ofpu[t] andwy[t] decisions every time slot. We label

IV. PROPOSEDSCHEDULING SCHEME this schgme_ as a Lyapunov optimization (LO) scheduler and
summarize it as follows:

We propose a heuristic scheduling scheme having sequen-
tial structure with transmission decision and frame drogpi
decision. Since we do not consider the overflow of queugsStep 1. Scheduling=or each time slot, chooseu,[t] to
it is a better strategy to serve and then drop the remaining

frames. LetZy,[t] represent the HOL delay at time sloand max Z Zi[tlgilt] — VET[t] + VB bilt] (13)

Zi[t + 1] is an intermediate update on HOL delay afteft] k

has been made. We define Step 2: Frame DroppingFor each time slot, choose
dp. [t] to

B o Jmin(M[t], Zi[t + 1)), if welt] = 1, - N
orlt] = én(welt))} = {O, otherwise max Zg[t + 1y [t] — Vv Bd]t] (14)
. (7 :
To obtain Zy[t + 1], Zx[t + 1] is reduced by the inter-arrival Step 3.%teﬂfpiit§m;?: sjue;es%k(l;ihd
time between the HOL frame and the subsequent fraf#] gk( ) 'k[l +1] gt (3), (8)
if the queue is not empty after frames are dropped. If ”Pe (9), respectively.
queue becomes empty, it is reducedyft + 1]. However, if

no frame is dropped7 [t + 1] = Zx[t + 1]. Hence,Zx[t + 1] |f userk’ is selected to be served, the objective function in
is updated as (13) is given by
Zilt + 1] = max{0, Zy[t + 1] — ¢r(wk[t])}. (8)
Similarly, Z,,[t + 1] is given by Zy[t] ];; Zut] + V | €Tw[t] + VBbw[t], (15)
Zlt + 1] = max{0, Zy[t] — ¥n(uxlt])}, ) Wwhere by [1] is the maximum number of bits which can be
wherey, (bi[t]) is given by transmitted while its corresponding transmission tiff¢] =
. _ Ty [t] is still less than the predetermined threshadig®x.
nlt] = Ve (ualt]) 2 min(My[t], Z[t]), i pelt] =1, As 37, uxlt] < 1 for orthogonal channel transmission, the
—eT'[t], otherwise scheduling problem can be further decomposed into
(10)
In this work, we set = 1,000, and hence, the HOL delay in i
(8) and (9) are measured in milliseconds. T Arsax Zlt] (Zk Zil ) eTelt] + V Bbi[t].
Defining the quadratic Lyapunov function #
1 If the AP is multicasting the data frames to t}#| users, the
£ 5 Z Zi[t]? value ofby [t] is increased byS’| fold. As usual, the schedul-
ing criterion includes the HOL delay and the transmissida ra
and the Lyapunov drift on slatasAft] 2 L[t + 1] — L[¢], the of the users. In addition, it also includes the transmistioe
algorithm is designed to minimize a bound on the followmand the number of bits transmitted.
drift-plus-penalty ratio expression [15]: The constraint set fod,[t] is given by {0, Li[t]}, where

L[t] is the amount of bits (restricted to integer number of
frames) that can be dropped from the queue. Solving (14), we
A[t]+v{eT[t]—5§ belt] + 83 jukdk[t]}, (11) ) PP d g (14)

have
whereV > 0 is a control parameter chosen for performance ;1] — Lylt], if Ze[t+1]* > VBue Li[t], (16)
tradeoff. The Lyapunov drifi\[¢t] is upper bounded as shown 0, otherwise
in Lemma 1.

Lemma 1: A[f] satisfies A. Deterministic Performance Bound

It can be shown that the drift-plus-penalty scheme desdribe
Alt] < B - Z Zi[t]n[t] Z Zplt +1])ok[t], (12) comes withinO(1/V) of the utility of a genie-aided”-slot
lookahead algorithm with an average delay constrair @f )
where B is a finite constant. [15]. Furthermore, we can ensure that the frames are dropped
Bounding (11) with (12) required/[t], which is a random with a worst delay given in the following Lemma 2.
variable whose value is known only after the scheduling Lemma 2: Suppose thatl,[t] < L™ is the minimum



TABLE | 60 ‘ ; ; :
SIMULATION PARAMETERS (FROMIEEE 802.11C NETWORK). — — — fixed MCS: (Modulation, Code rate) [16]
| Parameters ‘ Value | adaptive MCS algorithm in [10]
Number of contents 10 5or MCS7: (64QAM, 5/6)7
Data frame size 1,000 Bytes T 7 7 MCS6: (64QAM, 3/4)
Traffic load 0.5,1,2,5 Mbps 2 TTT T T MCss: (640AM. 2/3) ]
Frame exchange sequence CSl+Data+ACK+DIFS + Backoff =
Max transmission time 3 msec - N S S
Max retransmission attempts 3 Ef MCS4:(16QAM; 3/4)
N;. N, N,, 4,1, 1 £
SNR 12-45 dB Q g i |
Bandwidth 20 MHz = MCS3: (160AM, 112)
MCS 0—7 MCS2: (QPSK, 3/4)
Deadline Zzmax 200 msec 10 -~ =TT T ST ST T T T S T e T MGsiT (OPSK.1/3)
Channel model D L
Link abstraction model | Based on mutual information [10] ‘ ‘ ‘ ‘ MCS0: (BPSK, 1/2)
© DIFS: Distributed Coordination Function (DCF) InterfrarBpace. 018 22 26 30 34 38 42 45

. . . Fig. 2. Evaluation of MAC throughput performance over ager&NR.
number of bits to be dropped (restricted to integer number of

frames) such that the HOL delay of the subsequent frame has
been decreased by more thar**. Then frames are dropped

with a maximum value o2 = \/Vu, B0 > Z,[t]. with the interval of 500 ms. The frames arrive from constant
Proof: The proofis sho]:/vn via induction. Su?apogg[t] ~ bit rate flow for 2 sec and then pauses for 1 sec. The size of

Zmax _ cpmax this implies Zy [t + 1] < 2™ from (8) and the frame is set to 1,000 Bytes. This cycle is repeated until
subsequentI)Z,; [t+1] < Z™ from (9)_Now SUPPOSE ™A — the simulation is ended. The time duration of each simutatio
eT™ax < Z,1t] < Zmax \ye havezmax '< Z, [t41] < Zmax run lasts 30 sec and all simulation results are averaged over

T™2x from (8). By design, frame dropping occurs and thehCO SESSions. ,
6Zk [t+1] < Z(n?ax. Y J PPing We now discuss the parameter selection for the LO sched-

Remark 2: The above scheduling scheme does not considgFr' From Fig. 2, the maximum throughput is around 50 Mbps.

retransmission. Hence, Lemma 2 no longer holds in thY\e select the estimated throughput for LO scheduler to be 25

_ -5
context. An additional mechanism is needed for droppirﬁ%bIOS and henced = 4 x 107°. Note that the performance
t

frames after the deadline. The behavior of the scheduliy -© scheduler is not sensitive to the value of estimated
scheme is explored via simulation in the next section. roughput as long as the estimated throughput is of the same
order as the simulated throughput. The maximum HOL delay

V. SIMULATION RESULTS of all users is set t&™** = 200 ms andL™** = 8, 000 bits.
A. Smulation Framework This implies thatV v, = 1.25 x 10°. We vary the value o¥/
m 1 to 10,000 and found that tHé = 1, 000 gives the best

Table | lists the simulation parameters used in the IEEféOrformance. Therefore, we set — 125,

802.11ac system simulator. The simulator is based on aesinEJ]fe
cell layout. The link abstraction model is based on the mutuB. Performance of the Schedulers

information approach given in [10]. In Fig. 2, the average gjnce the traffic load (and hence, the arrival rates) are fixed
MAC throughput is plotted against average signal-to-noi§¢ the simulation, we consider the number of users that can
ratio (SNR) for theN; = 4, N, = 1 and Ny = 1 system e gypnorted by the system as our performance metric. This
in channel D. The dashed lines correspond to the throughpb capacity depends on the the traffic load and the choice
of fixed MCSs. The solid line corresponds the throughpy ihe outage criteria. The outage criteria in our simutaii®
achieved by our link adaptation algorithm [10]. We 0bsengnjar 1o the evaluation methodology in [17]. We consider a
the operating SNR range of this system varies from 18 fr (o pe in outage if more than 1% of the frames are either
45 dB. We therefore consider the following two deploymerihg; or delivered with a delay exceeding the de-jitter huffe

scenarios: delay. The system is considered to be in outage if more than
» Case 1: 18 dB< SNR< 45 dB 1% of the users are in outage. Table Il lists the user capaciti
o Case 2: 30 dB< SNR< 45 dB for Case 1 and Case 2 for various schedulers and traffic load.

Case 1 attempts to cover the whole operating SNR range, whiléVe first look at the user capacities for the schedulers withou
Case 2 looks at the high SNR region. For both cases, tmailticast transmission. As shown in Table Il, the user cidpac
SNR of the users are uniformly selected from their respectifor traffic load of 0.5 Mbps in Case 1 are 57, 39, and 32 for LO,
ranges. Maximum-Largest Weighted Delay First (MLWDF) [18], and
For traffic model, we consider each user requests for oneRbund Robin (RR) schedulers, respectively. For Case 1, the
the 10 different contents and the selection is done randomlyD scheduler has the highest capacity, while the RR schedule
The start of the frame arrival to the queue is also randonmdgheduler has the lowest capacity. The lack of transmission



TABLE Il TABLE Il

CAPACITIES FORCASE 1 (UNIT: NUMBER OF USERS. 99 PERCENTILE CACHE SIZE FOR MULTICASTUNIT: FRAMES).
Scheduler Data Rate: Case 1 Data Rate: Case 2 Scenario Casel | Case?2
- 0.5 Mbps| 1 Mbps| 2 Mbps|| 1 Mbps| 2 Mbps| 5 Mbps Scheduler Data Rate Mbps
multicast | no yes |no yes| no yes||no yes no yes/ no yes 05[1J2J1] 25
LO [57 67 |29 31[12 12[[53 72]27 36]10 13 LO 27 |55] 80| 68] 126 292
MLWF [39 53 [21 26|10 11|49 69|26 33[10 12 MLWF | 26 |53| 77|60 114|253
RR |32 41 [17 20| 8 9|27 51|19 29|10 11 RR | 2953|80|65| 127|267
rate and HOL delay in the calculation for scheduling priorit REFERENCES
is the reason why RR has the worst capacity. The additiofd] H. won, H. Cai, A. N. I. R. D Young Eun, Katherine Guo, and
of transmission time in the calculation for scheduling ptjo K. Sabnani, “Multicast scheduling in cellular data netwsitkl EEE
allows the LO scheduler to achieve higher capacity than ap, Irans. Wreess Commun, vol. 8, pp. 4540-4549, Sep. 2009.

L L. . . 12] T.-P. Low, M.-O. Pun, Y.-W. Peter Hong, and C.-C. Jay KtOpti-
MLWEF scheduler. The gain is more significant for high densit mized opportunistic multicast scheduling (OMS) over vees cellular

deployment with low data rate. For traffic load of 0.5 Mbps,  networks,” IEEE Trans. Wireless Commun., vol. 9, pp. 791-801, Feb.

2010.
LO scheduler can support up to 57 users, compared t0 39 us%']SJ.-T. Tsai and R. L. Cruz, “Opportunistic multicast sdbkng for infor-

for MLWF schedulgr. That implies a gain of %6 Howevgr, mation streaming in cellular networkd EEE Trans. Wreless Commun.,
the gain vanishes if the SNR of the users are very high as vol. 10, pp. 1776-1785, Jun. 2011.

; L.-S. Juhn and L.-M. Tseng, “Harmonic broadcasting fadeo-on-
shown in Case 2. From Table II, we see that the LO schedul& demand service 1EEE Trans. on Broadcasting, vol. 43, pp. 268271,

has similar user capacity as the MLWF scheduler, yet it still par. 1997.
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for Case 1 and traffic load of 0.5 Mbps are 67, 53, and 41 G. Caire, “Femtocaching: Wireless video content delivehyotigh
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' ! ! ' Sep. 2013.
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