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Abstract—Robot navigation requires an autonomy pipeline 

that is robust to environmental changes and effective in varying 

conditions. Teach and Repeat (T&R) navigation has shown high 

performance in autonomous repeated tasks under challenging 

circumstances, but research within T&R has predominantly 

focused on motion planning as opposed to motion control. In this 

paper, we propose a novel T&R system based on a robust motion 

control technique for a skid-steering mobile robot using sliding-

mode control that effectively handles uncertainties that are 

particularly pronounced in the T&R task, where sensor noises, 

parametric uncertainties, and wheel-terrain interaction are 

common challenges. We first theoretically demonstrate that the 

proposed T&R system is globally stable and robust while 

considering the uncertainties of the closed-loop system. When 

deployed on a Clearpath Jackal robot, we then show the global 

stability of the proposed system in both indoor and outdoor 

environments covering different terrains, outperforming 

previous state-of-the-art methods in terms of mean average 

trajectory error and stability in these challenging environments. 

This paper makes an important step towards long-term 

autonomous T&R navigation with ensured safety guarantees. 

I. INTRODUCTION 

Mobile robots necessitate a comprehensive autonomy 
pipeline, encompassing perception, localization, path 
planning and motion control, to autonomously navigate 
different environments [1], [2]. However, assembling all the 
necessary components for autonomous navigation in diverse 
conditions poses challenges, including issues related to sensor 
integration, environmental variability, and hardware 
constraints. To address these challenges, Teach and Repeat 
(T&R), comprising two phases, teach and repeat, is a popular 
choice that has seen widespread adaptation [3]–[11]. 

During the teaching phase, the robot is manually or 
autonomously driven along a desired path while capturing the 
sensory information, which provides the path-planning and 
localization parts for the automation pipeline. In the repeat 
phase, the motion planning (perception) and motion control 
systems are used to follow the desired path from the teach 
phase under different environmental conditions. So far, the 
majority of research in the T&R domain has focused on the 
performance and robustness of the motion planning system 
[3], [7], [8], [11]. 

In this paper, we focus on the motion control system that 
needs to consider 1) possible changes in the dynamics of the 
robot due to the wheel-terrain interaction, the defined 
manoeuvre, and payload, 2) measurement and correction 
noises from both on-board sensors and the perception system, 
and 3) the uncertainties of the working environment, 
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Figure 1. Our proposed approach for teach-and-repeat navigation relies on 

sliding-mode control techniques using wheel odometry and a low-resolution 

monocular camera. This combination is designed to deliver globally stable 
and robust navigation starting from any arbitrary initial tracking errors, even 

in challenging environments where terrain conditions and uncertainties can 

impact the system’s dynamics. 

especially in outdoor and off-road environments. 
Furthermore, since the kinematics equations of most mobile 
robots are nonlinear and subject to nonholonomic constraints, 
the trajectory tracking controller must employ nonlinear 
control techniques. Previous research in this field either 
designed linear controllers [11] or did not consider the robot’s 
equations of motion and kinematics constraints [7], [8], 
hindering accurate and robust path following. 

In this paper, as illustrated in Figure 1, we propose a novel, 
robust T&R system that is reliable and repeatable. Sliding 
mode control is used to design the motion controller based on 
the kinematics and dynamics equations of a skid-steering 
mobile robot. The proposed controller considers the 
parameter uncertainties of the system and guarantees the 
global stability of the closed-loop system. The inputs to our 
system are the wheel odometry and path corrections based on 
a motion planner operation on low-resolution monocular 
imagery [8]. Employing Sliding Mode Control (SMC) for 
visual T&R navigation is advantageous as it can effectively 
address the long-term autonomy challenge, where vision 
sensors are subject to disturbances from robot vibrations, 
changing lighting conditions, motion blur, and the presence 
of moving objects or humans in cluttered environments. The 
main contributions of this paper can be summarized as 
follows: 

1. This paper proposes a robust T&R framework using 
sliding mode control that can operate under uncertainties, 
measurement noises, changes in the instantaneous centre of 
rotation location, and the wheel-terrain interaction in off-road 

           

  
  
 
 
 

                           

                         

 

     

 

 

  

 

 

  

    

  
 

 

       

       

             

        



terrains. The framework’s robustness enhances the reliability 
and adaptability of the closed-loop system, especially in real-
world environments. 

2.  The proposed framework guarantees the global 
stability of the closed-loop system, providing a sound 
theoretical foundation for the long-term autonomy challenge 
in T&R. As a result, as opposed to prior work [8], this 
controller does not require manual tuning for different types 
of manoeuvres and environments. 

3.  This paper evaluates the performance of the proposed 
framework in indoor and outdoor terrains on the Clearpath 
Jackal robot. These evaluations demonstrate the framework’s 
generality and robustness in handling environmental 
uncertainties, showcasing its practical applicability in 
comparison with the state-of-the-art. 

To support future research endeavours, we have made our 
code accessible for research purposes: https://github.com/ 
QVPR/teach-repeat. 

II. RELATED WORKS 

T&R is one of the basic navigation techniques for mobile 
robots where the localization systems are not available either 
due to cost limitations or their operating environment, such as 
GPS-denied environments, underwater or in densely built-up 
cities [3], [9], [12]. T&R systems require both proprioceptive 
and exteroceptive sensors to measure the internal parameters 
of the robot and capture the information from the working 
environment during both the teach and repeat phases. 
Common proprioceptive sensors for T&R navigation are the 
wheel encoder and IMU to measure/estimate the linear and 
angular velocities and the position and orientation of the 
robot. Cameras are common exteroceptive sensors due to 
their low cost, availability, and capability to operate indoors 
and outdoors [3], [10]. These sensors not only provide visual 
information for the path-planner algorithm but also correct 
wheel odometry drifts and cumulative errors of the 
proprioceptive sensors [4].  

A. Motion-Planning  

Visual T&R navigation can be categorized into position-
based or appearance-based approaches based on their 
mapping techniques [3], [8], [11]. Position-based approaches 
attempt to build a geometric map of the environment during 
the teaching phase [13], [14]. On the other hand, appearance-
based approaches capture the visual information without 
building a map during the teaching phase [4], [8], [15], [16].  

Research in the T&R domain primarily focused on motion 
planning, as opposed to motion control, and did not consider 
the nonlinear kinematics equations of wheeled mobile robots 
and their nonholonomic constraints [7], [8], [11], [13], [17], 
[18]. Therefore, without having a sufficiently accurate model 
of the robot, the research and analysis on the robustness and 
the stability of those T&R navigation systems can only be 
interpreted for the motion planning part rather than the entire 
closed-loop navigation system [1].  

Dall’Osto et al. [8] proposed a low-cost bio-inspired T&R 
technique using wheel odometry and a low-resolution 
monocular camera. They used image processing techniques to 
rectify the drift of the wheel odometry by finding the 
similarity between the captured images during the teach and 

repeat phases. They investigated the robustness of their image 
processing technique to the different levels of wheel 
odometry corruptions. However, their controller [2] did not 
consider the exact kinematics equations of the robot and was 
only locally stable and highly reliant on the choice of 
hyperparameters and linear and angular velocity adjustments 
for each manoeuvre. In this paper, we use their low-resolution 
and fast vision technique as the motion planner. 

Krajnik et al. [11] proposed a monocular T&R navigation 
system that uses visual information to correct the heading of 
the robot. They demonstrated the stability of their proposed 
navigation system based on a linear representation of the 
kinematics of Skid-Steering Mobile Robots (SSMR). 
However, the motion equations of SSMR are nonlinear and it 
is not a viable assumption to linearize their kinematics model 
as there is no fixed working point for these mobile systems. 
Rozsypálek et. al [4] designed a multidimensional particle 
filter to estimate the robot state in T&R navigation. Their 
technique estimates the longitudinal, lateral, and heading 
deviation of the robot in the repeat phase using visual 
information.   

Furgale and Barfoot [7] proposed a visual T&R technique 
for mobile robots’ navigation without requiring a localization 
system in off-road terrains. Clement et al. [6] introduced a 
robust T&R navigation method relying only on a monocular 
camera and conducted large-scale testing in off-road terrains. 
Based on a system control point of view, their technique 
addresses the path-planner section for the robot’s automation 
pipeline and provides the desired values for the trajectory 
tracking system. However, a robust trajectory tracking system 
is required to steer the robot toward the desired trajectory in 
challenging conditions, especially in off-road terrains where 
wheel-terrain interaction could cause slippage and undesired 
skidding [19], [20]. 

B. Motion-Control 

The design of motion controllers for wheeled mobile 
robots relies on the drive mechanism of the robot. In this 
paper, we use SSMRs as they are lightweight and suitable for 
both indoor and outdoor environments and focus on relevant 
trajectory tracking techniques [21]–[23]. Since skidding is the 
steering mechanism for these robots, tracking curvilinear 
trajectories for these robots is a challenging control task. 
Moreover, the location of the instantaneous centre of rotation 
(see Figure 1) is a parametric uncertainty for these robots [21], 
which makes the design of the controller complicated.  

Due to the nonlinearity of the SSMR’s kinematics 
equations, prior works mainly used nonlinear control 
techniques [24]–[26] to stabilize and regulate the tracking 
errors for this type of robot, including Lyapunov-based 
controllers [24], nonlinear model predictive control [27]–
[29], backstepping technique [30], and robust control 
techniques [25], [31]. The main benefit of using nonlinear 
controllers for SSMR is demonstrating the stability of the 
closed-loop system and ensuring controllable behaviour for 
defined manoeuvres. However, only robust control 
techniques can consider unmodeled parameters and 
uncertainties, ensuring stability and long-term autonomy.  

 SMC is a well-established robust controller [32] and has 
shown reliable performance in solving different control 
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problems for both holonomic [33]–[35] and nonholonomic 
[25], [31], [36] robots. SMC can stabilize the closed-loop 
system under disturbances and parametric uncertainties [37], 
which makes it a suitable candidate for SSMRs in both indoor 
and outdoor terrains, and T&R navigation systems. 

Robust control techniques such as SMC can address the 
long-term autonomy challenge in T&R navigation. As 
discussed in Section II-A, vision-based T&R navigation relies 
on the vision sensors and these sensors are subject to 
unmodelled noises and disturbances due to the vibration of 
the robot, changes in lighting conditions, and motion blur 
(especially in low-light conditions). Additionally, the 
presence of moving objects or humans in cluttered 
environments can introduce uncertainty in image processing. 
The motivation for employing SMC lies in its ability to 
effectively mitigate these challenges, enhancing the 
robustness and reliability of T&R systems in real-world 
conditions. However, SMC suffers from the impractical 
chattering problem in actuators [25], [31], [38] and might be 
subject to singularity [31], [39], which needs to be addressed 
in the controller design procedure. 

In this paper, we propose a robust T&R system using a 
combination of SMC and the appearance-based path planner 
developed by Dall’Osto et al. [8]. We design a globally stable 
and robust T&R navigation system considering the 
uncertainties of the closed-loop system and evaluate its 
performance in indoor and off-road terrains. 

III. PROPOSED APPROACH 

A. Image processing 

We briefly review the image processing technique 
proposed by Dall’Osto et al. [8] as we used it as the motion 
planning component within our T&R navigation system. 
However, we note that our proposed motion controller is not 
tied to this particular motion planner. 

The robot is manually driven on a desired path during the 
teaching phase. The odometry information and images are 
stored to generate a topometric map whenever the robot’s 
displacement exceeds a certain threshold from the previous 
pose until reaches the final point. All images are converted to 
greyscale and patch normalization is applied [40].  

In the repeat phase, the robot attempts to follow the 
desired trajectory relying on the same odometry readings and 
capturing images whilst traversing. The image processing 
technique compares query (repeat phase) with reference 
(teach phase) images and generates two correction offsets, 
i.e., in orientation and along-path displacement, to update the 
desired path in real-time. These offsets are computed based 
on the normalized cross-correlation, and we refer the 
interested reader to [8] for details. 

B. Motion Control 

This section describes the design of the motion controller 
which guides the robot along the desired path generated by 
the path planning system. Figure 1 shows an SSMR in a 2-D 
plane  𝑋, 𝑌  with a local coordinate system  𝑥𝑏 , 𝑦𝑏 . The 
position and orientation of the robot’s centre of mass in the 
global coordinate system is represented by 𝑞 = [𝑥, 𝑦, 𝜃]𝑇. 𝑣 
and ω are linear and angular velocities of the robot (with 

respect to the centre of mass), and 𝑣𝑥 and 𝑣𝑦 are the 

longitudinal and lateral components of the robot’s linear 
velocity in the local frame. 𝑥0 and 𝑦0 are longitudinal and 
lateral components of the robot’s instantaneous centre of 
rotation with respect to the robot’s local frame. The 
kinematics equations are as follows [22]:   

�̇� = [
�̇�
�̇�

�̇�

] = [
cos 𝜃 𝑥0 sin 𝜃
sin 𝜃 −𝑥0 cos 𝜃
 1

] [
𝑣𝑥

𝜔
], (1) 

where 𝑣𝑥 =
𝑟

2
 𝜔𝑅 + 𝜔𝐿  and 𝜔 =

𝑟

2𝑐
 𝜔𝑅 − 𝜔𝐿 , 𝜔𝑅 and 𝜔𝐿 

are the angular velocities of the right and left wheels 
neglecting slipping and undesired skidding of the robot (more 
on the robot’s slipping and undesired skidding in [31]). The 
dynamic model of the robot can be represented as follows 
[22]: 

[
�̇�𝑥

�̇�
] = [

𝑐3

𝑐1
𝜔2 −

𝑐4

𝑐1
𝑣𝑥

−
𝑐5

𝑐2
𝑣𝑥𝜔 −

𝑐6

𝑐2
𝜔
] + [

1

𝑐1
𝑣𝑥

𝑟

1

𝑐2
𝜔𝑟

], (2) 

where 𝑐1: 𝑐6 are functions of some physical parameters of the 
robot, such as the mass, moment inertia, motor parameters, 
etc. [25], [31], and 𝑣𝑥

𝑟 and 𝜔𝑟 are the reference control inputs 
that will be the output of the SMC.  

To design the motion controller, first, we need to define 
the tracking errors dynamic. The tracking errors 𝑞𝑒  are 
defined based on the difference between the desired trajectory 

𝑞𝑑 and 𝑞 as follows:   

𝑞𝑒 = [

𝑒𝑥
𝑒𝑦
𝑒𝜃

] = [
𝑥𝑑 − 𝑥
𝑦𝑑 − 𝑦

𝜃𝑑 − 𝜃

]. (3) 

The above error equation in the robot’s local frame 𝑞𝜀 and its 
dynamic �̇�𝜀 are as follows:  

𝑞𝜀 = [

𝜀1
𝜀2
𝜀3

] = [
cos 𝜃 sin 𝜃  
− sin 𝜃 cos 𝜃  

  1
] 𝑞𝑒   (4) 

�̇�𝜀 = [
𝜔𝜀2 + 𝑣𝑥

𝑑 cos 𝜀3 + 𝜔𝑑𝑥0 sin 𝜀3 − 𝑣𝑥

 𝑥0 − 𝜀1 𝜔 + 𝑣𝑥
𝑑 sin 𝜀3 − 𝜔𝑑𝑥0 cos 𝜀3
𝜔𝑑 − 𝜔

]. (5) 

Now, we need to define the sliding surfaces for SMC [1], 
[25], [31], [38]. The objective of the trajectory tracking 
controller is chosen to regulate the position tracking errors (𝜀1 
and 𝜀2). Therefore, the sliding surfaces are defined as follows: 

𝑠𝑖 = 𝜆𝑖𝜀𝑖 + 𝜀�̇� , 𝜆𝑖 >  , 𝑖 = {1, }, (6) 

where 𝜆1, 𝜆2 are positive constants to have stable sliding 
surfaces. Note that based on the defined sliding surfaces, the 
controller needs to regulate the combination of position errors 
and their time derivatives. The time derivative of the sliding 
surfaces is derived using Eqs. (1), (2), and (5):  

�̇�1 = 𝜑1 +
1

𝑐2
𝜀2𝜔

𝑟 −
1

𝑐1
𝑣𝑥

𝑟  

�̇�2 = 𝜑2 +
𝑥0−𝜀1

𝑐2
𝜔𝑟. 

(7) 

In Eq. (7),  

𝜑1 = (−
𝑐5

𝑐2
𝑣𝑥𝜔 −

𝑐6

𝑐2
𝜔) 𝜀2 + 𝜔 −𝜔𝜀1 + 𝑣𝑥

𝑑 sin 𝜀3 −

𝜔𝑑𝑥0 cos 𝜀3 + 𝜔𝑥0 + 𝜆1𝜀2 − 𝜆1𝑣𝑥 + (−
𝑐3

𝑐1
𝜔2 +

𝑐4

𝑐1
𝑣𝑥) +

(8) 



𝑣𝑥
𝑑[− 𝜔𝑑 − 𝜔 sin 𝜀3 + 𝜆1 cos 𝜀3] + �̇�𝑥

𝑑 cos 𝜀3 +
�̇�𝑑𝑥0 sin 𝜀3 + 𝜔𝑑[𝑥0 𝜔

𝑑 − 𝜔 cos 𝜀3 + 𝜆1𝑥0 sin 𝜀3], ad 

𝜑2 = −𝜔 𝜔𝜀2 + 𝑣𝑥
𝑑 cos 𝜀3 + 𝜔𝑑𝑥0 sin 𝜀3 − 𝑣𝑥 +

 𝑥0 − 𝜀1 (−
𝑐5

𝑐2
𝑣𝑥𝜔 −

𝑐6

𝑐2
𝜔) + �̇�𝑥

𝑑 sin 𝜀3 +  𝜔𝑑 −

𝜔 𝑣𝑥
𝑑 cos 𝜀3 − �̇�𝑑𝑥0 cos 𝜀3 +  𝜔𝑑 − 𝜔 𝜔𝑑𝑥0 sin 𝜀3 +
𝜆2[ 𝑥0 − 𝜀1 𝜔 + 𝑣𝑥

𝑑 sin 𝜀3 − 𝜔𝑑𝑥0 cos 𝜀3]. 

The two control inputs 𝑣𝑥
𝑟 and 𝜔𝑟 need to be designed to 

stabilize the defined sliding surfaces. The input controllers 
consist of two parts: The first controller part ∗̂𝑟 is designed to 
maintain the errors on the sliding surface once the errors reach 
that surface (equivalent control term). The second control 
term ∗̅𝑟 attempts to force the errors to reach the sliding surface 
starting from any combination of 𝜀𝑖 and 𝜀�̇� considering the 
uncertainties. Therefore,   

𝑣𝑥
𝑟 = �̂�𝑥

𝑟 + �̅�𝑥
𝑟 

𝜔𝑟 = �̂�𝑟 + �̅�𝑟 , 
(9) 

where 

�̇�2 =   →  �̂�𝑟 = −
𝑐2𝜑2

𝑥0−𝜀1
  

�̇�1 =   → �̂�𝑥
𝑟 = 𝑐1 (𝜑1 +

1

𝑐2
𝜀2𝜔𝑟). 

(10) 

As was mentioned in Section II-B, 𝑥0 is an unknown 
parameter in SSMR and is considered as a bounded 
parametric uncertainty �̂�0 (i.e., 𝑎 ≤ �̂�0 ≤ 𝑏), which is based on 
the nonholonomic constraint of the robot [21]. The second 
control part is designed based on the general SMC 
convergence rule as follows (𝑘𝑖 are positive constants): 

�̇�𝑖 ≤ −𝑘𝑖𝑠𝑖𝑔𝑛 𝑠𝑖 . (11) 

As a result, 

�̅�𝑟 = − [
𝑐2

𝑥0
𝑚𝑖𝑛−|𝜀1|

 −�̅�2 + 𝑘2 ] 𝑠𝑖𝑔𝑛 𝑠2   

�̅�𝑥
𝑟 = − [𝑐1 (�̅�1 +

1

𝑐2
|𝜀2�̅�𝑟| − 𝑘1)] 𝑠𝑖𝑔𝑛 𝑠1 ,  

(12) 

where �̂�0
𝑚𝑖𝑛 is the minimum of �̂�0 and �̅�𝑖 is the maximum of 

𝜑𝑖 considering ±25% variation in the robot’s dynamic 
parameters 𝑐1:6 to consider system uncertainties. The inherent 
chattering problem is raised in Eq. (12) due to discontinuous 
sign functions. To alleviate this issue, the sign functions are 
replaced with saturation functions as follows: 

�̅�𝑟 = − [
𝑐2

𝑥0
𝑚𝑖𝑛−|𝜀1|

 −�̅�2 + 𝑘2 ] 𝑠𝑎𝑡 (
𝑠2

𝜏2
)  

�̅�𝑥
𝑟 = − [𝑐1 (�̅�1 +

1

𝑐2
|𝜀2�̅�𝑟| − 𝑘1)] 𝑠𝑎𝑡 (

𝑠1

𝜏1
),  

(13) 

where  

𝑠𝑎𝑡 (
𝑠𝑖

𝜏𝑖
) = {

𝑠𝑖

𝜏𝑖
,                          |

𝑠𝑖

𝜏𝑖
| < 1

𝑠𝑖𝑔𝑛 
𝑠𝑖

𝜏𝑖
 ,         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

.  (14) 

According to Eq. (14), the updated control terms in Eq. (13) 
behave similarly to Eq. (12) as long as 𝑠𝑖 is outside of the 
boundary layer (i.e., 𝑠𝑖 ≥ 𝜏𝑖). Therefore, the global stability of 
the closed-loop system needs to be investigated once 𝑠𝑖 gets 
inside the boundary layer. The result of the following stability 
analysis determines the thickness of boundary layers 𝜏𝑖. For 
that reason, first, we investigate if errors outside of the 
boundary layer get inside of it (|𝑠𝑖| ≤ 𝜏𝑖 , |𝜀𝑖| ≥  𝜏𝑖): 

 
Figure 2. The Jackal platform in indoor (left) and outdoor (right) 

workspaces. 

𝑉1 =
1

2
 𝜀1

2 + 𝜀2
2 →  �̇�1 = − 𝜆1𝜀1

2 + 𝜆2𝜀2
2 + 𝜀1𝑠1 +

𝜀2𝑠2 ≤ − 𝜆1𝜀1
2 + 𝜆2𝜀2

2 + |𝜀1|𝜏1 + |𝜀2|𝜏2 ≤  1 −
𝜆1 𝜀1

2 +  1 − 𝜆2 𝜀2
2.  

(15) 

The above equation shows if 𝜆1, 𝜆2 > 1, then tracking errors 
get inside the boundary layer (i.e., �̇�1 ≤  ). The stability of the 
tracking errors now needs to be investigated once tracking 
errors get inside the boundary layer (|𝑠2| ≤ 𝜏2, |𝜀2| ≤  𝜏2): 

𝑉2 =
1

2
 𝑠2

2 + 𝜀2
2 →  �̇�2 = −

−�̅�2+�̅�2

𝜏2
𝑠2

2 + 𝜀2𝑠2 −

𝜆2𝜀2
2 ≤ −

𝐾2

𝜏2
𝑠2

2 + |𝜀2||𝑠2| − 𝜆2𝜀2
2 ≤

−[|𝜀2| |𝑠2|]𝑀 [
|𝜀2|

|𝑠2|
],  

 𝑀 = [
𝜆2 −1/ 

−1/ 𝐾2/𝜏2
] , 𝐾2 = −�̅�2 + 𝑘2 >  .  

(16) 

Choosing det 𝑀 ≥   in Eq. (16) leads us to �̇�2 ≤  . 
Therefore: 

det M ≥   →  𝜏2 ≤ 4𝜆2𝐾2. (17) 

Finally, the same procedure for 𝜀1 is required to illustrate the 
stability of the tracking errors inside of the boundary layer 
(|𝑠1| ≤ 𝜏1, |𝜀1| ≤  𝜏1): 

𝑉3 =
1

2
 𝑠1

2 + 𝜀1
2 →  �̇�3 = 𝑠1 [|

𝜀2𝐾2

𝑥0
𝑚𝑖𝑛−|𝜀1|

(
𝑠2

𝜏2
)| (1 +

𝑠1

𝜏1
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Choosing 
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,    𝐾1 = −�̅�1 + �̅�1 >    
(19) 

leads to �̇�3 ≤  . The above stability analysis shows that 
choosing the boundary layer thicknesses in Eqs. (17) and (19) 
guarantee the global stability of the trajectory tracking 
system. Consequently, any 𝑠𝑖 inside the boundary layer 
asymptotically converges to the equilibrium point (i.e., 
lim 𝜆𝑖𝜀𝑖 + 𝜀�̇� →  ). 

Additionally, [31] addresses the singularity problem in the 
controller arising from the denominator in Eq. (10), which is 
resolved by setting �̂�0 =  . However, their mathematical 
proof does not consider measurement noises. In this paper, we 

suggest using �̂�0
𝑚𝑖𝑛 − |𝜀1| as the denominator in Eq. (10) to 

prevent singularity in the controller, accounting for  



 
Figure 3. Proposed T&R navigation system pipeline: Teach and repeat phase 
images processed for odometry corrections and tracking error calculation. 

Then SMC generates robot velocity commands based on tracking errors. 

Table 1. Hyperparameters of the image processing system [8] and the SMC. 

 Image Processing parameter Value 

Image size 115×44 
Patch normalisation size 9×9 

NCC search range, D ±75 
Noise correlation threshold, �̅� 0.1 
Horizontal field of view, deg 75 

Distance threshold (𝜏𝑠) 0.1 
Angle threshold (𝜏𝜃), deg 5 

𝐾𝑝 ,𝐾𝜃, 𝐾𝑠 0.01, 3 

SMC Parameter Value 

𝑥0, 𝑥0
𝑚𝑖𝑛, 𝑥0

𝑚𝑎𝑥 (m) 0.05, -0.12, 0.15 

𝜆1, 𝜆2 1.2, 2.6 

𝑘1, 𝑘2 16.5, 20.5 

𝜏1, 𝜏2 2.5, 3.5 

measurement noises and camera corrections, which are 
common challenges in T&R systems. 

IV. EXPERIMENTAL SETUP 

We assessed the T&R system using experiments indoors 
and outdoors with the Clearpath Jackal robot, conducted on 
carpeted floors at the QUT Centre for Robotics (Figure 2). 
Note that this laboratory space is shared with other 
researchers and activities, and there are moving 
people/objects in the environment. During the indoor testing, 
the robot was equipped with a Velodyne LiDAR to collect the 
robot’s position as the ground-truth data using the HDL-
Graph SLAM toolbox [41]. Jackal’s default wheel odometry 
alongside a front-facing monocular camera were used to 
navigate the robot.  

For outdoor testing, the robot was driven manually on 
uneven and wet grass at the QUT Garden Point campus 
(Figure 2), aided by an RTK-GNSS (Emlid Reach M2) with 
a 10 Hz sampling rate for outdoor localization. Identical 
manually tuned hyperparameters for image processing and 
SMC were applied in both indoor and outdoor tests (see Table 
1). Repeat tests were conducted five times in both indoor and 
outdoor environments on the same day, albeit at different 
times. The overall proposed T&R navigation system pipeline 
is shown in Figure 3. 

In both indoor and outdoor settings, the ground-truth data 
precision was approximately 1.5 cm in stationary mode. 

V. RESULTS 

This section presents the results of the proposed T&R 
navigation system in indoor and outdoor terrains, contrasting 
them with the state-of-the-art technique [8]. These 
experimental studies aim to illustrate the generality and the  

Table 2. Indoor trajectory tracking. dist.: distance error. Errors: m and deg 

(± indicates standard deviation). 

Method 
mae Mean 

dist. 
Stability  

X Y θ 

    ’O         . 
[8] 

0.020 0.038 0.70 0.051 Unstable 

Proposed 0.015±0.014 0.018±0.016 0.86 0.027 Stable 

Table 3. Outdoor trajectory tracking. dist.: distance error. Errors: m and deg. 

Method 
mae Mean 

dist. 
Stability 

X Y θ 

    ’O         . 
[8] 

- - - - Unstable 

Proposed 0.028±0.023 0.032±0.028 0.74 0.046 Stable 

differences between systems with global stability versus 
previously used motion controllers, rather than solely 
comparing the accuracy of the trajectory tracking systems.   

A. Indoor Testing 

In the indoor space, the robot was driven manually around 
the laboratory for the teaching phase, recording images and 
wheel odometry every 10 cm or 5o of rotation. Each trial 
covered over 70 m (20 tests, 1400 m in total).  

Figure 4 (left) shows the robot’s trajectory in the teach and 
repeat phases in the global coordinate system. This figure 
shows that the proposed T&R system was able to successfully 
steer the robot and regulate the tracking errors regardless of 
the robot’s linear velocity. Figure 4 (right) shows the distance 
error of the proposed and the previously developed technique 
by Dall’Osto et al. [8], with a comparison of the mean 
absolute error (mae) of 𝑞𝑒 and the mean distance error in  
Table 2. This table shows that the proposed method 
outperformed the previous method [8] with an average 
distance error of 2.7 cm compared to 5.1 cm, while 
maintaining a stable closed-loop system and a 100% success 
rate in completing the manoeuvres.  

To further demonstrate the stability of our method when 
adapting to varying manoeuvres, we altered the maximum 
linear commanded speed of the robot from 0.35 m/sec to 0.6 
m/sec and repeated the experiment in the second trial. In this 
scenario, our proposed controller remained stable and closely 
followed the teach trajectory (Figure 4, left). However, the 
previous method [8] became unstable and uncontrollable, 
leading to premature termination due to safety concerns. The 
instability issue highlights that the previous method [8] was 
tuned for a specific task, lacking assurances for safe and 
successful task completion under changing conditions.  

We next performed a sensitivity analysis to evaluate the 
success rate of the proposed controller when the 
hyperparameters 𝐾𝑝, 𝐾𝜃 , 𝐾𝑠 , 𝜏𝑠 , 𝜏𝜃 of the path-planner are 

changed. To achieve this, three tests were carried out for each 
hyperparameter whilst changing one parameter at a time. 
During these tests, we changed the hyperparameters to 

𝐾𝑝, 𝐾𝜃 =  .  5,𝐾𝑠 =  , 𝜏𝑠 =  . , 𝜏𝜃 = 1 o (see Table 1 for the 

default values) and the controller finished its task with 100% 
success rate. Notably, the adjustment of correction gains, i.e., 
𝐾𝑝, 𝐾𝜃 , directly impacts the motion controller’s performance, 

as these parameters are designed to rectify the odometry drift 
issues. 
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Figure 4. Indoor trajectory tracking results (left) and distance error (right). Example images of the teach (bottom image) and repeat (upper image) runs are 

shown to illustrate the variability of the workspace. Our proposed controller follows the teach trajectory with significantly smaller distance errors compared to 
[8], and successfully repeated the route even when nearly doubling the commanded speed of the robot, where [8] became unstable and needed to be terminated 

early. In the left figure, Teach-Odom denotes the robot’s trajectory during the teach phase using odometry. 

    

 

Figure 5. Outdoor trajectory tracking results (left) and distance error (right). Example images of the teach (bottom image) and repeat (upper image) runs are 

shown to illustrate the variability of the workspace and terrain conditions. The robot maintained a small error of less than 5 cm on average even under 

challenging terrain on uneven wet grass. In the left figure, Teach-Odom denotes the robot’s trajectory during the teach phase using odometry. 

B. Outdoor Testing 

In this section, the performance of the proposed technique 
is evaluated on an uneven, wet grass terrain. Similar to indoor 
testing, the robot was driven manually during the teach phase 
and the SMC was utilized with identical hyperparameters 
(Table 1) in the repeat phase. Note that we only evaluated the 
performance of the proposed method on off-road terrain due 
to safety reasons as the previous technique [8] already 
performed unstably in the less challenging indoor testing.   

Figure 5 shows the robot’s trajectory and the distance 
error over a 44 m path (5 tests, 220 m in total). Table 3 
indicates that, on average, the robot maintained a 4.6 cm 
distance error while tracking the taught trajectory, achieving 
a 100% success rate in all five trials. Notably, this terrain 
causes a more challenging condition for the motion controller 
compared to indoor testing. Driving the robot on uneven wet 
grass can lead to an average of 25% slippage and 100 mm/sec 
undesired skidding [19], [20], which could induce greater 
odometry drifts as well as deviations from the desired path in 
both longitudinal and lateral directions. Figure 5 (left) shows 
that, during outdoor teaching, the robot's odometry displayed 
an average drift of 0.904 m, compared to 0.502 m indoors 
over the same distance, marking an 80.1% increase. This 
discrepancy underscores the increased challenges posed by 
outdoor terrains. Nevertheless, the robustness of our proposed 

method effectively managed this additional uncertainty 
caused by terrain conditions, ensuring system stability while 
guiding the robot. 

VI. CONCLUSION 

In this paper, we proposed a novel robust T&R system 
based on a robust motion controller using the sliding-mode 
control technique. The proposed method guarantees the 
global stability of the closed-loop system considering 
unmodelled parameters and parametric uncertainties using 
low-cost and easy-to-integrate sensors, e.g., wheel odometry 
and a low-resolution monocular camera. The results show that 
the robustness of the proposed approach enables the T&R 
navigation system to operate in both indoor and off-road 
environments without the need for additional hyperparameter 
tuning to ensure stability, even on uneven terrains with 
varying traction levels. 

In future work, we will investigate the impact of wheel-
terrain interaction on our technique, as slip and undesired skid 
are primary contributors to wheel odometry failures and 
introduce uncertainty to the motion controller. Additionally, 
we plan to conduct large-scale outdoor testing across diverse 
terrains and enhance the robustness of our image processing 
system for improved performance under challenging lighting 
and sloppy terrains. 

 each S  M

                  

          

 each Odom.

     v  ma   .   

     v  ma   .  

     v  ma   .   

     v  ma   .  



REFERENCES 

[1] S. G. Tzafestas, Introduction to Mobile Robot Control. Elsevier, 2014. 
doi: 10.1016/C2013-0-01365-5. 

[2] R. Siegwart, I. R. Nourbakhsh, and D. Scaramuzza, Introduction to 
Autonomous Mobile Robots, 2nd ed. MIT Press, 2011. 

[3] L. G. Camara, T. Pivonka, M. Jilek, C. Gabert, K. Kosnar, and L. Preucil, 
“ ccurate and Robust  each and Repeat Navigation by Visual Place 
Recognition:   CNN  pproach,” in 2 2  IEEE/RSJ International 
Conference on Intelligent Robots and Systems (IROS), Oct. 2020, pp. 
6018–6024. doi: 10.1109/IROS45743.2020.9341764. 

[4] Z. Rozsypalek,  . Roucek,  . Vintr, and  . Krajnik, “Multidimensional 
Particle Filter for Long-Term Visual Teach and Repeat in Changing 
Environments,” IEEE Robot  utom  ett, vol.  , no. 4, pp. 19 1–1958, 
Apr. 2023, doi: 10.1109/LRA.2023.3244418. 

[5] M. Paton, K. MacTavish, L.-P. Berczi, S. K. van Es, and T. D. Barfoot, 
“I Can See for Miles and Miles:  n E tended Field  est of Visual  each 
and Repeat 2. ,” in Springer Proceedings in Advanced Robotics, 
Springer, 2018, pp. 415–431. doi: 10.1007/978-3-319-67361-5_27. 

[6]  . Clement, J. Kelly, and  . D. Barfoot, “Robust Monocular Visual 
 each and Repeat  ided by  ocal Ground Planarity and Color‐constant 
Imagery,” J Field Robot, vol.  4, no. 1, pp. 74–97, Jan. 2017, doi: 
10.1002/rob.21655. 

[7] P. Furgale and  . D. Barfoot, “Visual teach and repeat for long-range 
rover autonomy,” J Field Robot, vol. 27, no.  , pp.   4–560, Sep. 2010, 
doi: 10.1002/rob.20342. 

[8] D. Dall’Osto,  . Fischer, and M. Milford, “Fast and Robust Bio-inspired 
 each and Repeat Navigation,” in 2 21 IEEE/RSJ International 
Conference on Intelligent Robots and Systems (IROS), Sep. 2021, pp. 
500–507. doi: 10.1109/IROS51168.2021.9636334. 

[9] Z. Rozsypálek et al., “Contrastive  earning for Image Registration in 
Visual  each and Repeat Navigation,” Sensors, vol. 22, no.  , p. 297 , 
Apr. 2022, doi: 10.3390/s22082975. 

[10]  . Rouček et al., “Self-Supervised Robust Feature Matching Pipeline for 
 each and Repeat Navigation,” Sensors, vol. 22, no.  , p. 2   ,  pr. 
2022, doi: 10.3390/s22082836. 

[11]  . Krajnik, F. Majer,  . Halodova, and  . Vintr, “Navigation without 
localisation: reliable teach and repeat based on the convergence 
theorem,” in 2 1  IEEE/RSJ International Conference on Intelligent 
Robots and Systems (IROS), Oct. 2018, pp. 1657–1664. doi: 
10.1109/IROS.2018.8593803. 

[12] Zhichao Chen and S.  . Birchfield, “Qualitative Vision-Based Path 
Following,” IEEE  ransactions on Robotics, vol. 2 , no.  , pp. 749–754, 
Jun. 2009, doi: 10.1109/TRO.2009.2017140. 

[13]  . M. Zhang and  . Kleeman, “Robust  ppearance Based Visual Route 
Following for Navigation in Large-scale Outdoor Environments,” Int J 
Rob Res, vol. 28, no. 3, pp. 331–356, Mar. 2009, doi: 
10.1177/0278364908098412. 

[14] C. Cadena et al., “Past, Present, and Future of Simultaneous  ocalization 
and Mapping: Toward the Robust-Perception  ge,” IEEE  ransactions 
on Robotics, vol. 32, no. 6, pp. 1309–1332, Dec. 2016, doi: 
10.1109/TRO.2016.2624754. 

[15] D. Burschka and G. Hager, “Vision-based control of mobile robots,” in 
Proceedings 2001 ICRA. IEEE International Conference on Robotics 
and Automation , Seoul, Korea, 2001, pp. 1707–1713. doi: 
10.1109/ROBOT.2001.932857. 

[16] Y. Matsumoto, M. Inaba, and H. Inoue, “Visual navigation using view-
sequenced route representation,” in Proceedings of IEEE International 
Conference on Robotics and Automation, Minneapolis, USA, 1996, pp. 
83–88. doi: 10.1109/ROBOT.1996.503577. 

[17] S. Raj, P. R. Giordano, and F. Chaumette, “ ppearance-based indoor 
navigation by IBVS using mutual information,” in 2 1  14th 
International Conference on Control, Automation, Robotics and Vision 
(ICARCV), IEEE, Nov. 2016, pp. 1–6. doi: 
10.1109/ICARCV.2016.7838760. 

[18] S. R. Bista, P. R. Giordano, and F. Chaumette, “Combining line 
segments and points for appearance-based indoor navigation by image 
based visual servoing,” in 2 17 IEEE/RSJ International Conference on 
Intelligent Robots and Systems (IROS), Sep. 2017, pp. 2960–2967. doi: 
10.1109/IROS.2017.8206131. 

[19] P. Nourizadeh, F. J. Stevens McFadden, and W. N. Browne, “In situ slip 
estimation for mobile robots in outdoor environments,” J Field Robot, 
vol. 40, no. 3, pp. 467–482, May 2023, doi: 10.1002/rob.22141. 

[20] P. Nourizadeh, F. J. Stevens McFadden, and W. N. Browne, “In-Situ 
Skid Estimation for Mobile Robots in Outdoor Environments,” J Field 
Robot, 2023. 

[21] A. Mandow, J. L. Martinez, J. Morales, J. L. Blanco, A. Garcia-Cerezo, 
and J. Gonzalez, “E perimental kinematics for wheeled skid-steer 
mobile robots,” in 2  7 IEEE/RSJ International Conference on 
Intelligent Robots and Systems, Oct. 2007, pp. 1222–1227. doi: 
10.1109/IROS.2007.4399139. 

[22] K. Kozłowski, D. Pazderski, I. Rudas, and J.  ar, “Modelling and control 
of a 4-wheel skid-steering mobile robot,” International Journal of 
Applied Mathematics and Computer Science, vol. 14, no. 4, p. 477496, 
Aug. 2004. 

[23] K. Kozlowski and D. Pazderski, “Practical Stabilization of a Skid-
steering Mobile Robot - A Kinematic-based  pproach,” in 2    IEEE 
International Conference on Mechatronics, Jul. 2006, pp. 519–524. doi: 
10.1109/ICMECH.2006.252581. 

[24] D. Pazderski and K. Kozłowski, “ rajectory tracking control of Skid-
Steering Robot – e perimental validation,” IF C Proceedings Volumes, 
vol. 41, no. 2, pp. 5377–5382, 2008, doi: 10.3182/20080706-5-KR-
1001.00906. 

[25] I. Matraji, A. Al-Durra, A. Haryono, K. Al-Wahedi, and M. Abou-
Khousa, “ rajectory tracking control of Skid-Steered Mobile Robot 
based on adaptive Second Order Sliding Mode Control,” Control Eng 
Pract, vol. 72, pp. 167–176, Mar. 2018, doi: 
10.1016/j.conengprac.2017.11.009. 

[26] R. Khan, F. M. Malik,  . Raza, and N. Mazhar, “Comprehensive study 
of skid-steer wheeled mobile robots: development and challenges,” 
Industrial Robot: the international journal of robotics research and 
application, vol. 48, no. 1, pp. 142–156, Mar. 2021, doi: 10.1108/IR-04-
2020-0082. 

[27] X. Yue et al., “Path  racking Control of Skid-steered Mobile Robot on 
the Slope Based on Fuzzy System and Model Predictive Control,” Int J 
Control Autom Syst, vol. 20, no. 4, pp. 1365–1376, Apr. 2022, doi: 
10.1007/s12555-021-0203-0. 

[28]  . Kim, W. Kim, S. Choi, and H. Jin Kim, “Path  racking for a Skid-
steer Vehicle using Model Predictive Control with On-line Sparse 
Gaussian Process,” IF C-PapersOnLine, vol. 50, no. 1, pp. 5755–5760, 
Jul. 2017, doi: 10.1016/j.ifacol.2017.08.1140. 

[29] E. Kayacan, W. Saeys, H. Ramon, C. Belta, and J. M. Peschel, 
“E perimental Validation of  inear and Nonlinear MPC on an 
 rticulated Unmanned Ground Vehicle,” IEEE/ SME  ransactions on 
Mechatronics, vol. 23, no. 5, pp. 2023–2030, Oct. 2018, doi: 
10.1109/TMECH.2018.2854877. 

[30] D. Chwa, “Robust Distance-Based Tracking Control of Wheeled Mobile 
Robots Using Vision Sensors in the Presence of Kinematic 
Disturbances,” IEEE  ransactions on Industrial Electronics, vol.   , no. 
10, pp. 6172–6183, Oct. 2016, doi: 10.1109/TIE.2016.2590378. 

[31] P. Nourizadeh, F. J. Stevens McFadden, and W. N. Browne, “ rajectory 
Tracking Control of Skid-Steering Mobile Robots with Slip and Skid 
Compensation using Sliding-Mode Control and Deep  earning,”  rXiv, 
2023. 

[32] J. Zhang, S.  i, H. Meng, Z.  i, and Z. Sun, “Variable gain based 
composite trajectory tracking control for 4-wheel skid-steering mobile 
robots with unknown disturbances,” Control Eng Pract, vol. 1 2, p. 
105428, Mar. 2023, doi: 10.1016/j.conengprac.2022.105428. 

[33] J. Rubio, “Sliding mode control of robotic arms with deadzone,” IE  
Control Theory & Applications, vol. 11, no. 8, pp. 1214–1221, May 
2017, doi: 10.1049/iet-cta.2016.0306. 

[34] J. Baek and W. Kwon, “Practical  daptive Sliding-Mode Control 
 pproach for Precise  racking of Robot Manipulators,”  pplied 
Sciences, vol. 10, no. 8, p. 2909, Apr. 2020, doi: 10.3390/app10082909. 

[35] H. Chen, H. Chen, Y. Ma, Y. Xu, and D. Zhang, “E pected position and 
attitude adjustment control method of coal mine roadway support robot,” 
J Field Robot, vol. 40, no. 5, pp. 1187–1208, Aug. 2023, doi: 
10.1002/rob.22180. 

[36] C. Wen Zhu, E. Hill, M. Biglarbegian, S. A. Gadsden, and J. A. Cline, 
“Smart agriculture: Development of a skid-steer autonomous robot with 
advanced model predictive controllers,” Rob  uton Syst, vol. 1 2, p. 
104364, Apr. 2023, doi: 10.1016/j.robot.2023.104364. 



[37] M. Cui, H.  iu, X. Wang, and W.  iu, “ daptive Control for 
Simultaneous Tracking and Stabilization of Wheeled Mobile Robot with 
Uncertainties,” J Intell Robot Syst, vol. 1  , no.  , p. 4 , Jul. 2 2 , doi: 
10.1007/s10846-023-01908-0. 

[38] N. A. Martins and D. W. Bertol, Wheeled Mobile Robot Control, vol. 
380. Cham: Springer International Publishing, 2022. doi: 10.1007/978-
3-030-77912-2. 

[39] S. Eshghi and R. Varatharajoo, “Singularity-free integral-augmented 
sliding mode control for combined energy and attitude control system,” 
Advances in Space Research, vol. 59, no. 2, pp. 631–644, Jan. 2017, doi: 
10.1016/j.asr.2016.10.007. 

[40] M. J. Milford and Gordon. F. Wyeth, “SeqS  M: Visual route-based 
navigation for sunny summer days and stormy winter nights,” in 2 12 
IEEE International Conference on Robotics and Automation, May 2012, 
pp. 1643–1649. doi: 10.1109/ICRA.2012.6224623. 

[41] K. Koide, J. Miura, and E. Menegatti, “  portable three-dimensional 
LIDAR-based system for long-term and wide-area people behavior 
measurement,” Int J  dv Robot Syst, vol. 1 , no. 2, p. 
172988141984153, Mar. 2019, doi: 10.1177/1729881419841532. 

  

 


