IGARSS 2021 - 2021 IEEE International Geoscience and Remote Sensing Symposium | 978-1-6654-0369-6/21/$31.00 ©2021 IEEE | DOI: 10.1109/IGARSS47720.2021.9554838

ATTENTION-DRIVEN CROSS-MODAL REMOTE SENSING IMAGE RETRIEVAL

Ushasi Chaudhuri’, Biplab Banerjee', Avik Bhattacharya', Mihai Datcu?

! Indian Institute of Technology Bombay, Mumbai, India
2 German Aerospace Center (DLR), Oberpfaffenhofen, Germany.

ABSTRACT

In this work, we address a cross-modal retrieval problem
in remote sensing (RS) data. A cross-modal retrieval prob-
lem is more challenging than the conventional uni-modal
data retrieval frameworks as it requires learning of two com-
pletely different data representations to map onto a shared
feature space. For this purpose, we chose a photo-sketch RS
database. We exploit the data modality comprising more spa-
tial information (sketch) to extract the other modality features
(photo) with cross-attention networks. This sketch-attended
photo features are more robust and yield better retrieval re-
sults. We validate our proposal by performing experiments on
the benchmarked Earth on Canvas dataset. We show a boost
in the overall performance in comparison to the existing liter-
ature. Besides, we also display the Grad-CAM visualizations
of the trained model’s weights to highlight the framework’s
efficacy.

Index Terms— Cross-modal retrieval, Remote Sensing,
Sketch-based image retrieval, Attention network, Deep learn-

ing.

1. INTRODUCTION

Various sensors scanning over the same region of the earth
often captures a variety of information. To obtain this over-
whelming and varied information from different imaging
sources, we need to have robust cross-modal information min-
ing/data retrieval frameworks. In this regard, recent studies
have recognized the importance of developing a cross-modal
retrieval framework and have proposed different datasets and
framework [1, 2, 3].

Designing a uni-modal retrieval algorithm is a relatively
more straightforward problem as it requires fitting the data
obtained from only a single sensor. A cross-modal framework
requires learning the data distribution from both modalities.
A model fit for one particular set of data necessarily pays off
in performance for all other sets of data/problems. Therefore
arises the need for having a unified framework that is opti-
mized for handling multiple data modalities. Designing such
a framework is challenging.

Often there is a lack of available images for querying. The
target query image just remains in the user’s perception, and
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no particular image sample of that class is readily available
at hand [2]. For such cases, researchers have come up with
sketch-based image retrieval wherein the user can instantly
picture a rough sketch of the target image and use it as a query.
These type of problems also fall under the category of cross-
modal image retrieval.

Recent works on cross-modal retrieval in RS includes var-
ious attempts by researchers to SAR-optical data [4], image-
text [5], image-speech [1], panchromatic-multispectral [6],
RGB image-depth [7], photo-sketch [2, 3], etc. Both hand-
crafted and deep learning-based feature extractors are applied
in conjunction with the RS image retrieval. The ad-hoc im-
age features range from the basic colour moments, texture,
shape, and morphological descriptors and combinations of
them. The data-driven deep learning techniques have shown
excellent performance for retrieval tasks. Several endeavours
have directly used the Imagenet pre-trained deep Convnet
models like the VGG-16 [8] for RS image retrieval, while
others depend on fine-tuning the pre-trained models, for the
task at hand [9].

In this work, we propose an extension to the CMIR-Net
architecture [1] wherein the framework learns a discrimina-
tive shared feature space from the different data modalities.
We add an attention network [10] on this to align the sketch
and images from two other modalities. The sketch data lacks
texture information and just constitutes a minimally represen-
tative outline for the target query. So essentially the sketch
field consists of only the spatial information. The image data
comprises high texture information, which makes the CNNs
learn from the micro-textures. However, we also want to en-
force the CNNSs to learn the images’ spatial information for
better alignment. We use a sketch attended cross attention
network to extract the meaningful features from the images
to achieve this. Exploiting the sketch images’ spatial infor-
mation content helps us efficiently capture the important con-
structs from the photo data and align the two modalities on
the embedding space. The results obtained show superior re-
sults than a model without attention. We use this motivation
to design the proposed framework. Further, we use a Grad-
CAM visualization to show the region that receives the most
attention for a given class.

IGARSS 2021



Feature matrix A
N

Feature matrix B

Label matrix

1001..0
01101

H
0011..0

FCN

Unified representation

1001..0
01101

0011..0

Label matrix

FCN

Fig. 1. Overall pipeline of the proposed framework at training phase.

2. METHODOLOGY

Let us consider A and B as two separate input data modali-
ties, i.e., photo and sketches, having shared labels from L. To
design a cross-modal retrieval framework, we construct triads
comprising of X = {(a;, b;,1;)}, where a; € A, b; € B, and
l; € L. We aim to learn an unified representation of features
of both the modalities in the latent space V' wherein we can
perform cross-retrieval. All other notations remain consistent
with [1].

We aim to project the samples from each modality onto
the shared feature space to make them class-wise discrimina-
tive while reducing their domain gap. We refer to this shared
space features of modalities A and B as V,, and V,,, corre-
sponding to their instances a; and b;, respectively. We train
the framework to obtain the shared feature embeddings V,,
and V,, and during inference, use a simple k-nearest neigh-
bour approach to find the top retrieved instances from the con-
cerned modality features.

The proposed network is broadly similar to the architec-
ture in [1] with two encoder streams and two cross-decoder
networks. In this framework, we use an end-to-end frame-
work, unlike a two-stage framework in [1]. We use a VGG-16
Imagenet pre-trained network to extract the features to learn
the preliminary features from these images. Besides, we also
add an attention network to highlight the important constructs
of each photo instance. From the output of the last convolu-
tion layer of the sketch framework which yieldsa 7 x 7 x 512
dimensional encoded image feature, we perform a global av-
erage pooling, followed by a fully connected layer and then a
Sigmoid (-) non-linear activation to get the sketch-attention
output. The remainder of the framework remains similar to
the CMIR-Net architecture. We use similar loss functions as
introduced in the CMIR-Net. Figure 1 illustrates the overall
pipeline of the proposed architecture.

2.1. Training

We propose an encoder-decoder based framework which de-
rives attention from the sketch network. From the final layer
of convolution of the VGG-16 encoder from the sketch net-
work, we obtain a 7 X 7 X 512 dimensional intermediate output
corresponding to each sketch instance. We perform a global
average pooling on this layer and pass this through a fully-
connected network. We finally use a Sigmoid activation layer
and multiply the output with the fully connected features ob-
tained from the photo encoder network. This is the attended
photo feature that highlights the important constructs in its
extracted features, obtained with the sketch network’s help.
To bring the sketch and photo modalities closer in the fea-
ture space, we minimize the difference between the samples
in V, and V;. This helps us make the features of both the
modalities analogous, making it domain-agnostic. Let F de-
note the Frobenius norm, then we define this loss simply as:

Ly =||Va— Vi3 (1)

To make these embeddings of the sketch and the photo
modalities discriminative in space, we use a simple cross-
entropy loss function on V,;, = [V,, Vp]. We define this loss
as:

Lo =CE(Va) (2)

Since we are dealing with hand-drawn sketch instances,
the features may vary substantially depending on the data in-
stances. To put a check on any unbounded modulation on the
features, we use norm loss on the shared space features of
both the modalities. This is represented as:

Ls = |[Vallz + [V |7 3)

Finally, a decoder loss from the decoder network to align
the features of the two modalities better in the shared feature
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Fig. 2. Retrieval at the inference phase.

space and ensure domain-invariance. This loss reconstructs
the cross domain samples from their latent feature represen-
tations. Let w,, and wy, denote the learnable weights for the
decoder blocks. We denote this loss as:

Ly =|lwasVa — Vol[3 + [[wpa Vs — Val |7 “4)

The overall objective function is given as the sum of the
above mentioned loss £ = L1 + Lo + L3 + L4. We optimize
on the overall loss £ using the standard mini-batch stochastic
gradient descent optimizer.

2.2. Inference

After optimizing the loss £, we obtain the shared space fea-
ture embeddings of both the sketch and the photo modalities
as V(4/p). From this, we use a simple Euclidean distance to
find the simple k-nearest neighbours from the embedding of
any query photo or sketch. We can retrieve within a modality
as well as retrieve from a cross-modal data source.

3. EXPERIMENTS AND RESULTS

In this work, we chose sketch and photo images as two dif-
ferent modalities. For this purpose, we use the Earth on Can-
vas dataset [3] with a 70:30 train:test split. This dataset con-
sists of 14 classes for object retrieval from photo and sketch
modalities. Each modality consists of 100 images per class.
Figure 3 shows a few sample images from both the modalities
of this dataset.

After training the network, we learn the shared space fea-
ture embeddings of both the photo and sketch modalities V,,
and V;,. We obtain the dimensions of Z, /5, in 128-d, and refer
to this feature dimension as d,. For minimizing the over-
all objective function, we use the stochastic gradient descent
optimizer with a learning rate of 0.001 and a batch size of
128. We found a high learning rate to have learning difficul-
ties on the sketch data. The network converges in about 40-50
epochs. For the evaluation, we use the standard mean average
precision (mAP) and precision at X (P@X) values.

In table 1 we show the retrieval performance of our model
in all the four possible experimental setups. We compare our
method to the existing CMIR-Net [1] as this is the only frame-
work which handles cross-modal as well as the uni-modal re-
trieval in RS to the best of our knowledge (table 2). Compar-
ing the proposed methodology with the existing CMIR-Net
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Fig. 3. Sample instances of photo and sketch images from the
Earth on Canvas dataset.

Table 1. Performance of the proposed framework on the
Earth on Canvas dataset in terms of mAP (%) and precision
at top-10 (P@10) (%) values.

Task d, =128

mAP P@I0 P@20 P@50
Sketch—Photo 0.753  0.784 0.765 0.721
Photo— Sketch 0.723  0.745 0.734 0.692
Sketch—Sketch | 0.775  0.788 0.765 0.724
Photo—Photo 0.804  0.823 0.805 0.793

helps us clearly highlight the exact contribution of the atten-
tion network module compared to the baseline method. Be-
sides, we also show the class-wise average precision for re-
trieving the top-50 samples for both CMIR-Net and the pro-
posed Att-CMIR-Net in the form of a bar plot in figure 4.
From table 2 and figure 4 we can easily see that appending
the network with an attention module helps align the two do-
mains better and yields better results.

At a broad level, making any changes to a network might
seem random and difficult to understand its exact contribution
of the baseline framework.For this purpose, we recognize that
the visualization of weights on the image is necessary for in-
terpreting the working of the framework. In this regard, we
use the Grad-CAM visualization to highlight the image re-
gions that receive the most attention for a target class label.
The Grad-CAM plots use the gradients of any target label
flowing into the final convolution layer to produce a gradient
mask of the image’s size. This mask makes the localization
map highlighting the most important regions of the image per-
taining to that label. We show the Grad-CAM plots of both
photo and the sketch image instances in Fig. 5 and show that
after using the attention network, we can highlight the correct
object label in the image. The top row shows the photo and
the sketch instances from a few random classes. The bottom
row shows their corresponding Grad-CAM plots. The red re-
gions denote higher importance in those regions, while the
blue signifies the lesser extent to those areas.

While generating the CAM plots for the sketch images,
we noted that there was a tendency to show high importance
to the borders of the image. This is possibly caused because
the sketches were hand-drawn and scanned. Scanning often
creates edge along the ends of the pages. These borders in-
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Table 2. Comparison of the proposed framework and with the
existing literature.

Task Model d,=128
mAP \ P@10
Sketch—Photo CMIR-Net [1] 0.732 0.756
Proposed 0.753 0.784
Photo— Sketch CMIR-Net [1] 0.696 0.708
Proposed 0.723 0.745

D%Iass-wise average precision for top-50 SBIR sample
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Fig. 4. Class-wise average precision for top-50 retrieval for
sketch-based image retrieval.

terfere with the object class and also captures attention. An-
other important observation is the class-wise precision of 2-3
classes fall after applying the attention module. These are the
classes which occupy a large part of the image, and hence the
attention is not localized.

4. CONCLUSION

We propose an improved framework over the existing CMIR-
Net for cross-modal retrieval of data. The framework mainly
exploits one modality’s attention and uses it to capture the
other modality’s important construct. The proposed frame-
work beats the existing state-of-the-art, in addition to sup-
porting a uni-modal retrieval framework too. We validate
our claim by providing experimental results on aerial photo-
sketch data. We further show a Grad-CAM visualization to
show more insights to understand what is happening inside
the network. We are currently excited to use this motivation
and see how it works for SAR - optical data. One of SAR
data’s main challenges in machine learning is its lack of sim-
ilarity with the natural image statistics. Therefore we do not
get any benefit by using any of the Imagenet pre-trained en-
coder models. However, if we can exploit the attention from
its corresponding optical data, we might get decent perfor-
mance.

(a) Airplane

(b) Building (c) Harbour (d) Airplane
Fig. 5. Grad-CAM visualization of photo and sketch image

instances.
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