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Abstract—Accelerating tensor applications on spatial archi-
tectures provides high performance and energy-efficiency, but
requires accurate performance models for evaluating various
dataflow alternatives. Such modeling relies on the notation of ten-
sor dataflow and the formulation of performance metrics. Recent
proposed compute-centric and data-centric notations describe
the dataflow using imperative directives. However, these two
notations are less expressive and thus lead to limited optimization
opportunities and inaccurate performance models.

In this paper, we propose a framework TENET that models
hardware dataflow of tensor applications. We start by intro-
ducing a relation-centric notation, which formally describes the
hardware dataflow for tensor computation. The relation-centric
notation specifies the hardware dataflow, PE interconnection,
and data assignment in a uniform manner using relations. The
relation-centric notation is more expressive than the compute-
centric and data-centric notations by using more sophisticated
affine transformations. Another advantage of relation-centric
notation is that it inherently supports accurate metrics estimation,
including data reuse, bandwidth, latency, and energy. TENET
computes each performance metric by counting the relations
using integer set structures and operators. Overall, TENET
achieves 37.4% and 51.4% latency reduction for CONV and
GEMM kernels compared with the state-of-the-art data-centric
notation by identifying more sophisticated hardware dataflows.

I. INTRODUCTION

Tensor operations have been increasingly deployed in many
applications, such as data analysis, machine learning, and
hydrodynamics simulation [1, 2, 16, 23, 34, 46, 47, 53].
In recent years, spatial architectures have emerged as a
promising way to accelerate tensor operations due to their
high performance and energy-efficiency [8, 10-12, 15, 18,
19, 21, 22, 26, 30, 36, 40, 4244, 48, 57]. A typical spatial
architecture is composed of a processing element (PE) array
and a scratchpad memory. PEs are connected via an on-chip
interconnect that enables efficient data reuse.

The main characteristic of spatial architectures is the diverse
hardware dataflow alternatives. Tensor operations are usually
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described using a loop nest. Specific to tensor operation,
a hardware dataflow describes 1) the assignment of loop
instances to the PE array and 2) the execution sequence
of these loop instances in the PEs. Hardware dataflow is
critical for achieving high throughput and low latency, because
it determines PE utilization, data access patterns, and on-
chip bandwidth requirement. Different tensor computation
prefers different hardware dataflows. For example, Google’s
Tensor Processing Unit (TPU) [22] connects PEs using systolic
dataflow, where each PE is responsible for one multiply-and-
accumulate operation. While Cambircon [31] connects PEs via
a multicast communication network, in which each PE performs
a dot-product. Other spatial architectures, like DySER [19]
and Plasticine [42], integrate PEs and their interconnect in
a flexible manner, and hence can support a wider range of
applications.

Despite the fact that various dataflows have been practically
implemented in modern tensor accelerators, a formal notation
is still strongly desired to represent hardware dataflow. Ideally,
a notation should be able to cover the complete dataflow design
space systematically, as well as facilitate simple and accurate
performance modeling. State-of-the-art techniques represent
hardware dataflow using either compute-centric [39, 56] or
data-centric notations [24, 25]. However, both notations have
limitations. First, these notations are less expressive and they
can only represent a subset space of hardware dataflows. Using
these notations, architects are provided with an incomplete
space and limited optimization opportunities. For example,
both notations fail to describe hardware dataflows that require
skewing of loop iterations and tensors. Such dataflows needs
affine loop transformation [28, 29] to enable sophisticated
mapping of loop instances to spatial architectures. Second,
both notations fail to support accurate performance analysis.
The compute-centric notation does not directly model data
transfer and reuse, and thus lacks a detailed performance model.
The data-centric notation is integrated with the MAESTRO
model, which outputs the reuse, latency, and energy for a given
dataflow [25]. However, MAESTRO models these metrics by



TABLE I: Comparison between four notations

Features Computation-centric Data-centric STT Relation-Centric
Timeloop [39] | Interstellar [56] | MAESTRO [24, 25] | [4, 9, 28, 54] TENET
. temporal maps time-stamp multi-dim
Instance execution sequence loop order loop order . .
2= sequence of maps vector time-stamp
E% PE workload assignment parallel unroll spatial maps space-stamp multi-dim
Z= ) directive primitives matrix space-stamp
= |“Affine loop transformation X X X v v
Spatial architectures v v v X V4
PE interconnection X X X X v
2 . | Precise reuse analysis X X X X v
g % Data assignment analysis X v v X v
&% Bandwidth analysis X v v X v
= £ | Latency / energy modeling v X v X Ve
~ General tensor apps X X X v v
calculating the polynomials of parameters, which might not provides more optimization opportunities.

be accurate for tensors whose dimensions cannot be explicitly
specified by the data-centric primitives.

In this paper, we propose TENET, a framework that models
the dataflow of tensor applications on spatial architectures.
The key component of TENET is the relation-centric notation,
which formally describes the hardware dataflow for tensor
computation. Specifically, we formally define the relations
between 1) the loop instances and the PEs that perform the
computation, 2) the loop instances and their execution sequence
in the PEs, 3) PEs and the corresponding assigned tensor
elements, and 4) PEs that are connected with interconnection
network. The first two relations determine where and when
the loop instances are executed. The third relation models
where and when a tensor element is accessed. The last relation
describes how the tensor elements traverse across PEs, e.g.,
systolic array, reduction tree. By putting these relations together
in a uniform manner, we can precisely model the tensor
computation on spatial architectures, data assignment to PEs,
and data movement between PEs.

The relation-centric notation allows the users to describe
the complex hardware dataflows using relations only. When
representing these relations, TENET supports all linear trans-
formations that map loop instances to spatial architecture
spatially and temporally. This leads to a complete design
space of hardware dataflows. The relation-centric notation also
inherently supports simple and accurate modeling of various
important performance metrics. These metrics are crucial for
evaluating different hardware dataflow design alternatives. All
four types of relations above can be mathematically represented
as a set of pairs. Based on such structural representation,
performance metrics can be easily computed using integer set
operators. Overall, TENET is able to estimate various hardware
metrics, including data reuse, latency, PE communication
bandwidth, and on-chip memory bandwidth.

The contributions of this work are as follows. First, we
propose relation-centric notation for modeling the hardware
dataflow of tensor computation. Relation-centric notation
is more expressive than compute-centric and data-centric
notations. By representing the dataflow, data assignment, and
interconnection as relations uniformly, relation-centric notation
forms the complete design space of hardware dataflows, which

Second, we introduce performance models that can accurately
calculate various hardware metrics. This is naturally supported
by the structural representation of relation-centric notation. We
first formulate three basic volumes that describe the overall
data size, the reused data size, and the minimum data size that
needs to be transferred between PEs and scratchpad. We then
use these volumes to derive various hardware metrics.

Third, we systematically analyze and compare different
notations in terms of expressiveness and performance modeling.
Results show that TENET achieves 37.4% and 51.4% latency
reduction for Conv and GEMM kernels by identifying more
sophisticated dataflows compared to the state-of-the-art data-
centric notation. The source code of TENET is publically
available in Github (https://github.com/pku-liang/TENET).

II. BACKGROUND
A. Spatial Architectures

Spatial architectures are a class of architectures that feature
a set of processing element (PE), interconnection between PEs
and memory hierarchy [7, 17, 19, 36, 40, 42, 48]. Each PE
contains arithmetic logic units (ALUs) that can be configured
by specific instructions. The PE also contains register files for
data storage. The interconnection between PEs can effectively
increase data reuse opportunities, which further reduces the
bandwidth requirement. Generally, spatial architectures have
three levels of memory hierarchy, i.e., PE register level, on-chip
scratchpad, and off-chip memory. For simplicity, we make the
following two assumptions when modeling hardware behaviors.
First, the ALU has the ability to perform one multiply-and-
accumulate (MAC) operation. Second, data transfer through
the interconnect between adjacent PEs takes one cycle.

We use the term hardware dataflow to refer to the im-
plementation of a specific tensor application on a spatial
architecture. Tensor applications are usually described using
loop nests. Specific to tensor applications, the dataflow is
represented from two aspects: 1) the PE where a loop instance
is executed, 2) the execution sequence of loop instances in
the PEs. When designing the dataflow, data reuse is a critical
factor in order to achieve high performance and low energy,
which can be further categorized into temporal reuse and spatial
reuse [10, 11, 24, 56]. Temporal reuse happens when the same
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Fig. 1: Limitation of compute-centric and data-centric notation.

data is reused at different cycles, while spatial reuse happens
when the same data is reused at different PEs.

B. Notation Basics

Here, we introduce some basic terms that are widely used in
various compiler frameworks [6, 29, 55] for loop analysis. In
this paper, TENET supports tensor applications with perfectly-
nest loops and single unconditional statement.

Iteration domain. Given a loop nest with one statement S,
its iteration domain Dy is the set that contains all the loop
instances. Each instance can be represented as S[#], which is
a point in Dg. For example, in 1D-CONV operator of Figure
1, the iteration domain is Dsg = {S[i,j] : 0 <i<4,0< j <3},
where S[i, j] is a loop instance and 0 <i< 4,0 < j <3 gives
the affine constraints.

Access function. Given a loop instance, the access function
returns the tensor elements accessed by the statement S. We
use a relation to represent the access function of tensor F.

As .y = {S[i] = F[f]} M

For example, in 1D-CONV operator of Figure 1, the access
function to tensor Y is {S[i,j] = Y[i]: 0<i<4,0<j<3},
which means that the loop instance S[i, j] accesses the tensor
element Y[i].

C. Limitations of Existing Dataflow Notations

Table I compares four notations with their features of
dataflow expression and performance modeling. For compute-
centric notation, the dataflow is specified using loop transforma-
tion directives including reorder, blocking, and parallel [39, 56].
The compute-centric notation provides great flexibility for
describing how the computation is performed in an imperative
programming style. Recently, data-centric notation is proposed,
which is specified using data mapping directives including
spatial and temporal map, data movement order [24, 25]. Such
structural representation enables easy data reuse computation.
To use this notation, the users must manually write the
directives, which is not straightforward for complex dataflows.
Space-time transformation (STT) has been used to map loop
instances onto systolic arrays [4, 9, 28]. However, they lack
accurate performance models to analyze various hardware
metrics, and support for non-systolic array spatial architecture.
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Fig. 2: TENET automatic flow.

Both Timeloop [39] and Interstellar [56] use compute-centric
notation. The loop order determines the loop instance execution
sequence. However, the workload assignment requires extra
directives. For example, in Figure 1(b), the parallelism is
specified using parallel directive. Data-centric notation
explicitly allocates data to PEs with two key primitives, includ-
ing Spatial Map and Temporal Map. Spatial Map
assigns a certain dimension to the PE array, and Temporal
Map specifies the data movement in a certain dimension across
different time-stamps. In Figure 1(b), spatial map (1,1)
i means distributing the dimension of the output data across
different PEs. temporal map (1, 1) 7 distributes the data
involved in dimension j across different time-stamp within the
same PE.

Both compute- and data-centric notations are fundamentally
limited in their expressiveness and performance modeling
capability. First, both notations fail to cover a complete design
space of dataflow. For example, in Figure 1(a), we use T'[t]
to denote the tensor elements that are processed in cycle
t. These two notations can only describe dataflows using
rectangle-like data access, lacking the support for complex
dataflows with skewed data access. Such skewed data access
requires the introduction of a new dimension by combing
tensor dimensions i and j using affine transformations. More
importantly, the limitation in expressiveness cannot be easily
remedied by extending the data-centric notation, because it
requires great effort to manually transform the original tensor
application to explicitly specify the data distribution. Such
manual transformation makes it very difficult to estimate
the performance metrics, which contradicts with the original
intention of the data-centric notation.

Second, from performance modeling perspective, previous
compute-centric notation-based models only analyze data
reuse opportunities in a coarse-grained manner [39, 56]. For
example, Interstellar [56] calculates data reuse using the product
of unroll factors. The data-centric notation analyzes the
hardware performance using MAESTRO model [25]. However,
MAESTRO uses simple polynomials to estimate data reuse,
which is less precise as it calculates the data movements using
a simple polynomial. In Figure 1(c), the actual reuse of tensor
A is 6, while the result from MAESTRO is 8. The inaccuracy
comes from the fact that the two primitives in Figure 1(b)
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Fig. 3: Analyzing the dataflow of matrix multiplication on a 2 x 2 PE array using the relation-centric notation.

only describe the data movement of tensor B and Y, without
modeling the movement of tensor A.

III. TENET OVERVIEW

TENET is an automatic framework as shown in Figure 2,
which takes a tensor operation written in C and hardware
specification as inputs. Then, TENET automatically generates
the relation-centric notation including dataflow, data assignment,
interconnection, and spacetime-stamp map relations. After that,
TENET calculates several key performance metrics to guide
the dataflow and hardware optimization.

The dataflow relation relates each loop instance to a PE,
which can be either generated automatically using design space
exploration (DSE) or specified manually by the user. Data
assignment relation between tensors and PEs is obtained by
combining the access function of the tensor operation and
the dataflow relation. The interconnection relation describes
how the PEs are connected, which is derived based on
the architecture. For a specific dataflow, TENET calculates
multiple spacetime-stamp map relations, which will be used
for performance metrics estimation. TENET also provides a
repository that contains common spatial architectures such as
mesh structure, systolic array, reduction tree, which feature
with different PE functionalities and PE array topologies.

The expressivity of relation-centric notation can help the
accelerator designers to explore the complete design space of
the hardware dataflows and find the dataflows that meet their
design constraints. Moreover, accelerator designers can rely
on TENET to obtain critical performance metrics for a given
dataflow including data reuse, PE utilization, and latency.

IV. RELATION-CENTRIC NOTATION

TENET defines four relations, including the mapping of loop
instances onto the PE array (Section IV-A), data assignment
(Section IV-B), PE interconnection (Section IV-C), mapping

between different spacetime-stamps (Section IV-D). Using the
relation-centric notation, we can determine exactly where and
when each loop instance is executed in the spatial architecture,
where and when a tensor element is accessed, and how a tensor
element is moved across PEs.

A. Dataflow Relation

Our dataflow relation applies affine transformation to define
the space-stamp and time-stamp for the execution of tensor
applications on a spatial architecture. The space-stamp is a
relation that describes the PE coordinates where a loop instance
is executed; and the time-stamp is a relation that determines
the execution sequence when a loop instance is performed in
a PE. Our notation is represented as follows.

Definition 1: Dataflow. Given a statement S with iteration
domain Dy and iteration vector 7, the dataflow is defined as

Os.p = {S[ii] = (PE[p] | T[])}, Sii] € Ds (@)

Oy p assigns loop instance S[#] to a spacetime-stamp, which is
a pair of space-stamp (PE|[p]) and time-stamp (7 [f]). The space-
stamp gives the coordinates of PE where S[#i] will be executed,
and the time-stamp decides the execution sequence of S[i.
The sequence is determined by the lexicographical order of
two time-stamps. For simplicity, we use > and < to represent
the lexicographically larger and smaller, respectively. p can
be multi-dimensional depending on the PE array dimensions.
7 can also be multi-dimensional as the PE array size can be
smaller than the total iteration domain.

Relation-centric notation can express various dataflows by
employing affine transformation, as each dimension of the
spacetime-stamp can be a linear transformation of multiple
loop dimensions. An example of mapping GEMM on a systolic



array is demonstrated in Figure 3. We use the following relation-
centric notation to describe the dataflow.

Os,p = {S[i,j, k] = (PE[i, j] | T[i+j+k])}

In this example, loop instance S[i, j, k] is executed on PE]i, j],
and is assigned a one-dimensional time-stamp (i + j+ k). The
time-stamp is an affine transformation of loop iterators. Given
specific space and time constraints, we can find all the loop
instances by solving the constraints. For example, at time-stamp
T[1], the set of executed loop instances include

i+j+k=1
constraint 10 <i,j<2, 0<k<4

loop instances i, j, k| = [0,0,1],[1,0,0],[0,1,0]

Dataflow Design Space. Relation-centric notation is more
expressive than compute- and data-centric notations. To make
a fair comparison, we assume each PE only has one MAC unit,
and the PE array has 2 dimensions. Besides, we also assume that
the size, offset parameters in data-centric notation are set to 1,
and the coefficient of affine transformation in relation-centric
notation is set to 1. Under these assumptions, the relation-
centric notatlon enlarges the design space from O(n'( )) [33]
to 0(2" ), where n is the number of loops. The former is the
design space of MAESTRO [33], where n primitives can be
arranged freely. Each of the primitive can be either SpatialMap
or TemporalMap, and exactly two of them are SpatialMap. The
later is the number of possible dataflows in relation-centric
space. Each dataflow corresponds to an affine transformation,
which can be represented using an n X n transformation matrix
filled only with O or 1. For example, in GEMM, where n = 3,
the design space size of MAESTRO is 3! x 3 = 18. In contrast,
the design space of TENET is 2° = 512, which is 28x larger.

In practice, the loop bound can be much larger than the
PE array size. Therefore, we support to use modulus and
division operator in the affine transformation (quasi-affine
transformation). For example,

Ogs p ={S[i,j,k] = (PE[i mod 8, mod 8] |
T[i/8,j/8,(i mod 8+ j mod 8+k)|)}

In this example, the PE array size is 8 x 8. As there are 8
indices of dimension i and j being processed in parallel, the
time-stamp is 3-dimensional and we use modulus and division
operators to represent the execution sequence.

B. Data Assignment Relation

We use data assignment relations to specify the tensor
elements that are accessed by a specific PE at a specific time-
stamp in the dataflow. As mentioned in Section II-B, we can
use access function to relate the loop instances to its accessed
tensor elements. Therefore, the data assignment relation can
be formulated as a chain as follows.

Definition 2: Data assignment. Given a dataflow Qg p, the
data assignment is defined as

Apr = O Asr = {(PE[p] | T[T) = FIf]} ©)

H[>-I\[>-H
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Fig. 4: Different interconnect topologies.

In the example of Figure 3, the data assignment of tensor Y
can be represented as,

Apry = {(PE[i,j] | T[i+j+k) —Y[i, j]}

For this case, we observe that each PE always calculate the
same output tensor (Y) at different timestamp, which means
tensor Y[, j] is kept stationary, and iteratively reused at different
time-stamps until the computation is finished.

C. Interconnection Relation

We also specify the PE interconnection using relations,
which determines how the tensor elements are moved between
different PEs.

Definition 3: PE Interconnection. Given a PE array, the
interconnection is a set, where each element describes a
mapping from one PE to another PE.

IpE, pE, = {PE[p1] = PE[p2]} tc1, ek @

where p; and p, denote the coordinate of PEs that are
connected, and cy,-- -, ¢ are the conditions used to specify the
topology. The interconnection relation helps to describe the
possible data movement in the dataflow. Figure 3 depicts the
interconnection specification of a 2D systolic data transfer. The
PE is able to reuse the input tensor from adjacent PEs using
this interconnection, otherwise, the data must be accessed from
the scratchpad.

In this paper, we model three widely used interconnect
topologies in Figure 4 as follows.
{PE[i,j] — PE[i",j]}
('=ij=j+1)or (@ =i+1,j=))
abs(i' —i) <1 and abs(j’ — j) <1
abs(i' —i) <3 (4 PEs)

Interconnection :
2D-systolic :
Mesh :
1D-Multicast :

The systolic interconnect is widely used in recent GEMM
and CONV accelerators like TPU [22]. Mesh NoCs are applied
in DySER [19] and Plasticine [42]. In a multicast network, PEs
are connected through wires that share the same input entry.
Multicast networks are used in Eyeriss [10, 11] and vector
dot-product units like Diannao [8]. Different from the first two
interconnects, the data reuse of multicast occurs at the same
cycle. Details of how interconnection relation affects dataflow
modeling will be discussed in Section V-A.

D. Spacetime-stamp Map Relation

To compute various performance metrics, we need to build
relations between different spacetime-stamps. More clearly, by
using data assignment and interconnection relations, we can
correlate different spacetime-stamps based on the accessed data
elements and their movement.
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Definition 4: Spacetime-map. Given a dataflow, the
spacetime-map is a relation set that maps a set of spacetime-
stamp D to another set of spacetime stamp D’. Both D and D’
are derived from the given dataflow.

Mpp ={([PE[p1] | T[1]]) = ([PE[p2] | T[2]])} )

Given a dataflow, the spacetime-map helps to link different
time-stamps and space-stamps so that we can model the
hardware behavior in continuous space-stamps and time-stamps.
Furthermore, by identifying which data are used by these
spacetime-stamps using data assignment relation, we can detect
data reuse both spatially and temporally. Assuming the time
distance of D and D’ is within 1, and the PE specified by
D and D' are interconnected, we write three spacetime-stamp
maps in the example of Figure 3 as follows.

map 1. ([PE[0,0] | T[0]) — ([PE[0,0] | T[1])
map 2. ([PE[0,0] | T[0]) — ([PE[0,1] | T[1]) (©)
map 3. ([PE[0,0] | T[0]) — ([PE[1,0] | T[1])

For the map 1, by examining the behavior of tensor Y with
the assignment relation Ap ,, we can observe that

([PE[0,0] | T[0]) — ¥[0,0]

([PE[0,0] | T[1]) — ¥[0,0]

map 1.

which means, in this map, tensor element Y[0,0] is reused in
the same PE but at different time-stamps. Similarly, we can
check the reuse of tensor A and tensor B in the other two
maps using Ap r, and Ap g, respectively.

map 2. ([PE[0,0] | T[0]) — AJ0,0]
([PE[0,1] | T[1]) — A[0,0]
map 3.  ([PE[0,0] | T[0]) — B[0,0]
([PE[1,0] | T[1]) — B[0,0]

map 2 and map 3 describe that tensor element A[0, 0] traverses
across the PE array horizontally and tensor element B[0,0]
traverses vertically, respectively.

In order to estimate various performance metrics such as data
reuse, we can apply further restrictions to spacetime-map. For
example, on the one hand, by restricting D and D’ containing
the same PE (e.g. map 1), we can capture the temporal data
reuse. On the other hand, by restricting D and D’ containing the
interconnected PEs (e.g. map 2 and map 3), we can compute
spatial data reuse.

TABLE II: Details of volume calculation.

Total Volume TotalVolume = sum(Ap r)

ReuseVolume ReuseVolume = sum(Ap r N M, ID, ApF)
UniqueVolume | UniqueVolume = TotalVolume — ReuseVolume
ReuseFactor ReuseFactor = TotalVolume /UniqueVolume

V. PERFORMANCE MODEL

Based on relation-centric notation, we can compute various
performance metrics precisely. The formulation of each metric
is naturally modeled as a set operation between relations. In this
section, we present how to compute the performance metrics,
including data transfer, data reuse, latency, and energy.

A. Data Reuse and Volume Model

The modeling for hardware metrics starts with defining
several data volumes. The value of a specific volume is
calculated using sum function (denoted as sum()), which counts
the cardinality of the set. Table II presents the formulas for
these metrics.

TotalVolume is the total number of the tensor data accesses

through the entire spacetime-stamp. As shown in Figure 5 (a),
TotalVolume sums up the volume of all the tensor data accesses
that are used across the entire iteration domain. This metric
gives the maximum data size that is required to transfer between
the PE and the scratchpad. For example, the TotalVolume of
tensor A in Figure 3 can be calculated as,
A[o][0]
A[o][1], A[o][o] A[1][0]
A[0][2], Afo][1], A[1][1], A[1][0]
time-stamp 3. used data A[0][3], A[0][2], A[1][2], A[1][1]
TotalVolume = 1 +3+4+4 =12

time-stamp 0. used data
time-stamp 1. used data
time-stamp 2. used data

ReuseVolume is the number of reused data across multiple
spacetime-stamps. For example, in Figure 5 (a), ReuseVolume
sums up the volume of data that are overlapped between
two adjacent spacetime-stamps. The spacetime-map Mp py
determines the adjacent spacetime-stamps, where the space-
stamp mayp is restricted by the interconnection relation. Only the
two stamps meet the constraints in Equation 4 will contribute
to data reuse. The time-stamp constraint is defined as a time
interval, within which the data reuse can occur. For example,
let us assume the interconnect is a systolic topology and the



time interval is 1. From time-stamp 1 to time-stamp 3, the
ReuseVolume of tensor A in Figure 3 can be calculated as

time-stamp 1. reused data from time-stamp 0 A[0][0]
time-stamp 2. reused data from time-stamp 1 A[0][1], A[1][0]
time-stamp 3. reused data from time-stamp 2 A[0][2], A[1][1]
ReuseVolume = 1 +2+2 =35

For multicast interconnection relation, the time interval con-
straint is set to O as data are reused via wires.

UniqueVolume is the number of unique tensor data that are
accessed. As shown in Figure 5(a), the required tensor data
expands as the time-stamp increases. UniqueVolume sums up
the volume of “new” data at different spacetime-stamps. A data
assigned to a certain spacetime-stamp is considered unique if
it cannot be fetched from adjacent spacetime-stamps, where
the adjacency is also determined by the spacetime-map (same
constraints in Mp py of ReuseVolume). This metric gives the
minimum data size that is required to transfer between the
PE and the scratchpad. For example, from time-stamp O to
time-stamp 3, the UniqueVolume of tensor A in Figure 3 can
be calculated as,

time-stamp 0. new data A[0][0]

A1), A1][0]
Al0][2), A[1)[1]
time-stamp 3. new data A[0][3], A[1][2]
UniqueVolume =1+2+2+42=7

time-stamp 1. new data
time-stamp 2. new data

ReuseFactor describes how many times on average a data
is reused once it is fetched from scratchpad memory.

SpatialReuseVolume is the amount of data reuse across
multiple space-stamps. As shown in Figure 5(b), the spatial
reuse originates from broadcasting the tensor data to multiple
PEs. The SpatialReuseVolume sums up the volume of data
with spatial reuse at different space-stamps, where D and D’
contain interconnected PEs only.

TemporalReuseVolume is the amount of data reuse across
multiple time-stamps within the same PE. As shown in
Figure 5(c), temporal reuse means that the data is reused across
time-stamps. To avoid overlap between SpatialReuseVolume
and TemporalReuseVolume, we restrict the TemporalReuseVol-
ume that it only refers to the temporal reuse at the same PE,
where D and D’ contain the same PE. Clearly, ReuseVolume
is the sum of SpatialReuseVolume and TemporalReuseVolume.

B. Latency and Bandwidth Model

The latency of dataflow consists of communication and
computation delay in each PE. We assume buffers, networks
and arithmetic units work in a pipelined fashion, and techniques
such as double buffering are used to hide latency. Then, the
overall latency is just the maximum of communication delay
and computation delay.

To model communication delay, we calculate the volume of
data that need to be transferred between the on-chip scratchpad
and local registers. If a PE can fetch data from itself or its
neighboring PEs, then fetching data from the scratchpad can
be avoided, which requires more energy and longer latency.

Therefore, the volume of data transferred from the scratchpad
to registers is estimated by the UniqueVolume of all input
tensors. The volume of data sent from output registers to the
scratchpad is estimated by the UniqueVolume metric of output
tensors. The communication delays are estimated by

UniqueVolume(Input)
Delayeqq = bandwidth
7
UniqueVolume(Out put ) v
Delay,yrire = bandwidth

Note that the bandwidth here is the available scratchpad
bandwidth.

The compute delay is estimated by the total number of loop
instances and the average number of active PEs.

sum(Dy)
Utilpr X PE size

®

Delaycompute =

where Utilpg is the average PE utilization across all timestamps.

Using the computation delay, we can also calculate two types
of bandwidth requirement, namely, interconnection bandwidth
(IBW) and scratchpad bandwidth (SBW). IBW refers to the
data communication among PEs, and its is estimated as follows,

SpatialReuseVolume
Dezaymmpute
SBW refers to the data transfer between the PE array and the

scratchpad, and SBW requirement is estimated by normalizing
the UniqueVolume to the computation latency.

IBW = )

UniqueVolume

SBW =
Delaycompute

(10)

C. Model Implementation

The performance analysis is written in C++, which leverages
the ISL library and Barvinok Library to perform integer set op-
erations [51, 52]. More specifically, we use operators from ISL
and Barvinok library to calculate the metrics discussed above.
Each relation (e.g., dataflow, interconnection, and data assign-
ment) is implemented using isl_union_map structures in ISL.
isl_union_map_reverse calculates the reverse of an operation
(e.g., get @;}) from Og p), isl_union_map_apply_range com-
posites two relations (e.g., Equation 4). isl_union_map_card
and isl_union_pw_gpolynomial_sum are operators used to
summing over time-stamps to calculate metrics such as
TotalVolume and UniqueVolume (e.g., Equation 8).

VI. EVALUATION

A. Experiment Setup

Benchmarks. We first evaluate TENET with five important
tensor kernels, i.e., GEMM, 2D-CONYV, Matrix multiplication
chain (MMc), Matricized tensor times Khatri-Rao product
(MTTKRP), and Jacobi-2D. GEMM 2D-CONYV, and MMc
are widely used in deep learning, scientific and engineering
computations. MTTKRP tensor operation is the bottleneck
operation in tensor factorization (e.g., recommender system).



TABLE III: Dataflow notations for various tenso applications.

Benchmark | Dataflow Relation-centric Data-centric (Tp:Temporal, Sp:Spatial)
(-P 1J,0K-T) (S[ijkI — PE[i%8,%8]} <
applied in TPU [22] {Slij.k] — TIA/8).A(j/8),i%8+%8+k]}
(KJ-P | K,JJK-T) {S[i,jk] — PE[k%8,j%8]} <
{Slij.k] — TIAG/8),AK/S),i+j%8+k%8]}
B K {(S[ijk] — PE[1%8k%3]}
GEMM (KP1KIKD) (Slijk] — TIAGS)AKS).j+i%8+k%8]} x
3 ] {Sli,jk] — PE[k%64]} 1. SpMap(1,1) K 3. TpMap(1,1) J
KPILD {Slijk] — TIAK64).1j]} 2. TpMap(1,1) T
. g {S[i,j,k] — PE[j%64]} 1. SpMap(1,1) J 3. TpMap(1,1) K
(P ILED {S[ij.kl — TIAG/64).ik]} 2. TpMap(1,1) T
(KC-P | Oy,KCOx-T) {S[k,c,ox,0y,rx,ry] — PE[k%8,c%8]} x
{S[k.c,ox,0y,rx,ry] — T[fl(k/8),fl(c/8),0y, k%8+c%8+0x]}
(KOx-P | Oy,KOxC-T) {S[k,c,ox,0y,rx,ry] — PE[k%8,0x%8]} %
{S[k,c,ox,0y,rx,ry] — T[fl(k/8),fl(0x/8),0y,k%8+0x%8+c]}
(KC-P | C,KOX—T) {S[k,c,ox,oy,rx,ry] — PE[k%S,C%S]} X
{S[k,c,ox,0y,rx,ry] — T[oy, fl(c/8),k%8+0x]}
T. SpMap(1,) K; 4. TpMap(Sz(Ry),1) Y,
(K-P | Ox,0y-T) {Slk.c.ox.0y.rx.,ry] — PE[k%64]} 2. TpMap(1,1) C; 5. TpMap(Sz(Ry),Sz(Ry)) Ry;
{Slk.c.ox.oy.rx.ry] — TIf(k/64).c.0x,0y]} 3. TpMap(Sz(Rx),1) X; 6. TpMap(Sz(Rx),Sz(Rx)) Rx;
1. SpMap(1,1) C; 4. TpMap(Sz(Rx),1) X;
(C-P 1 Oy,0x-T) {S[k.c.ox,0y,rx,ry] — PE[c%64]} 2. TpMap(1,1) K; 5. TpMap(Sz(Ry),Sz(Ry)) Ry;
{S[k.c,ox,0y,rx,ry] — TIfl(c/64) k.0y,0x]} 3. TpMap(Sz(Ry),D) Y; 6. TpMap(Sz(Rx),Sz(Rx)) Rx;
2D-CONV T. TpMap(4,4) C;
. TpMap(4.4) C; .
2. TpMap(16,16) K: 6. TpMap(L1) C;
(RyOy-P | Oy,0x-T) {SIk,c,ox,0y,rx,ry] — PE[ry+3%(c%4),0y]} 3. SpMap(Sz(Ry), 1) Y: 7. TpMap(1,1) K;
Motivated by {SIk,c,ox,05rx,ry] — T[A/16),f(c/16),0x]} 4. TpMap(Sz(Rx).1) X: 8. SpMap(1,1) Y;
Eyeriss[10] 5. Cluster(Sz(Ry).P); 9. SpMap(1,1) Ry;
1. TpMap(1,1) K; 5. TpMap(Sz(Ry), Sz(Ry)) Ry;
(OyQX—P | Oy,0x-T) {S[k,c,0x,0y,rx,ry] — PE[0y%8,0x%8]} 2. TpMap(1,1) C; 6. TpMap(Sz(Rx), Sz(Rx)) Rx;
Motivated by {S[k,c,ox,0y,rx,ry] — T[k.c,f(0y/8),A(0x/8)]} 3. SpMap(Sz(Ry), 1) Y; 7. Cluster(8, P);
Shi-diannao[ 15] 4. TpMap(10,8) X; 8. SpMap(Sz(Rx), 1) X;
1. SpMap(1,1) K; 5. TpMap(Sz(Ry),1) Y;
(KC_—P | Oy,0Ox-T) {S[k.c.0x,0y,rx,ry] — PE[k%8,c%8]} 2. TpMap(8,8) C; 6. TpMap(Sz(Rx),1) X;
Motivated by {S[k.c.ox,0y,rx,ry] — TI[f(k/8).f1(c/8),0y,0x]} 3. TpMap(Sz(Ry),Sz(Ry)) Ry; 7. Cluster(8, P);
NVIDIA[38] 4. TpMap(Sz(Rx).Sz(Rx)) Rx: 8. SpMap(1,1) C;
(U-P | J,UL-T) {S[i,j.kIl — PE[1%8.,j%8]} x
(S[ijkIl — TLk.f(i/8).0(j/8),i%8+j%8+1]}
MTTKRP | (KJy-P | JKIL-T) {ShjkII — PEk%8.j%81} x
{SLijkl] — TLi,A(k/8).1(j/8),k%8+j%8+1]}
(KL-P | LKLIJ-T) (SILjKI] — PE[K%S8,1%8]} X
{Slijkl] — T[i,A(k/8).0(1/8),k%8+1%8+] }
(P | LJ-T) {(S[ijl — PE[i%64]} %
Jacobi-2D {S[ij.kIl — TIAG/64),1}
(I-P 1 LJ-T) {S[i,j] — PE[i%8,j%8]} x
{Slij] — TIAG8),AG/8)]1}
(U-P | J,UL-T) {Slijk 1] — PE[%8,)%8]} x
MMe {Slijkl] — TIkAG/8),0(j/8),i%8+%8+1]}
(KJ-P | JKIL-T) {S[ijkIl — PE[k%S8,j%8]} x
{Slijkl] — T[i,AKk/8).1(/8),k%8+j%8+1]}
Jacobi-2D is a two-dimensional stencil operation that is often TABLE IV: Real-world large-scale tensor applications.
used in image processing_ Application Domain Tensor operation Data size
. 6.7M params
2D-CONV Y (k,0x,0y) = A(c,0x+ rx,0y+ry)B(k,c,rx,ry) GoogLeNet[49] Deep learning 2D-CONV 3 layer types
GEMM Y (i, j) = A(i,k)B(k, j) MobileNet[20] Deep learning 2D-CONV jfxefj;;f:
MTTKRP Y(l,]) =A(l k ]) ( )C(LJ‘) ALSI5] Matrix fabrication MTTKRP 480K x 18Kx 2K
B Transformer[50] NLP MMc 512,768,1024
MMc Y(i,j) = A(i,k)B(k,1)C(l, j)
Jacobi-2D Y(i,j) = ((AG,J) +AG— 1, j) +A(i,j— 1) 56] has the same level of expressiveness as data-centric

+A(G+1,j)+A®G,j+1)) /5

We also evaluate four real-world large-scale tensor applica-
tions as shown in Table IV. GoogLeNet and MobileNet are
the state-of-the-art neural networks in deep learning domain,
which require GEMM and 2D-CONV. In Alternating least
squares (ALS), MTTKRP is a core operation. Transformer is
a well-known network architecture for translation tasks, which
features a MMc operation.

Comparison. We compare TENET with MAESTRO, which
is the state-of-the-art data-centric notation with a comprehensive
performance analysis. The compute-centric notation [14, 39,

notation but lacks of performance models. More clearly, we
compare TENET with MAESTRO using GEMM and 2D-
CONV benchmarks, as shown in Table III. We run the open
source code of MAESTRO. We configure the two frameworks
to use the same parameters (PE Number, Bandwidth, Buffer
Size). For the interconnection network, we use a mesh network,
since MAESTRO models a hierarchical PE array with the
assumption that each PE can communicate with adjacent PEs.

B. Dataflow Comparison

Table III lists 20 popular dataflows that we use to evaluate
our framework. The dataflows are named according to the
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Fig. 7: Evaluation on large-scale applications.

space-stamp and time-stamp in the relation-centric notation, in
which fl() means floor function and % means modulus. For
multi-dimensional time-stamp, we only write the innermost two
dimensions for simplicity. For example, the (K—P | Ox,Oy —
T) dataflow of 2D-CONV assigns dimension K to the PE array,
and the last two dimensions of time-stamp involves Ox and Oy,
respectively. For the dataflow with affine transformation, we
put the transformed dimensions together. For example, in the
(I—P | J,UK—T) dataflow of GEMM, the last dimension of
time-stamp is given by (i+ j+k). We also write the dataflows
using data-centric notation if supported.

Figure 6 presents two use cases of TENET. Figure 6(a)
presents the results of 2D-CONV. Two dataflows (KC —
P | Oy,KCOx —T) (KOx —P | Oy,KOxC —T) cannot be
represented in data-centric notation as they require affine
transformation, which means relation-centric notation is more
expressive than data-centric notation. As a result, relation-
centric notation opens up more opportunities for a larger
exploration of dataflows, which is essential for designing
efficient spatial architectures. In Figure 6, the dataflow depicted
in blue lines are the optimal dataflows in data-centric notation.
When the bandwidth is 160 bit/cycle, the latency of our
dataflow is 17.5% lower than data-centric dataflow. When the
bandwidth decreases, the dataflow (KC—P | Oy,KCOx —T)
achieves up to 47.4% latency reduction compared with the
optimal dataflow in data-centric design space. Figure 6
(b) presents the results of GEMM, where two dataflows
(KI-P | K,UK-T) (W—P | J,ITK—T) cannot be represented
using data-centric notation. When the bandwidth is 64 bit/cycle,
the dataflow (IJ —P | J,IJK —T) achieves up to 77% latency
reduction compared with the dataflow in data-centric design
space. Overall, TENET achieves 37.4% and 51.4% latency
improvement on average compared with the data-centric
notation by identifying more sophisticated dataflows for 2D-
CONV and GEMM, respectively.

Figure 7 shows the latency and bandwidth requirement of

04
o 0.3

£ 0.2 I I I
0.1 I

0--.---.--- —=0N_ _HN__NN_

5825 ER 5525582558255 %8¢2

coEhooEhdoEhooEeEhaoeEhaoeh

— N w — N w o~ N w o~ N w o~ N w o~ N w

< < < < < <

> = = = = >

4x4 PE 8x8 PE 16x16 PE 4x4 PE 8x8 PE 16x16 PE

2D-CONV GEMM

Fig. 8: Runtime comparison of TENET and MAESTRO.

the optimal MAESTRO dataflow and TENET dataflow using
the benchmarks in Table IV. The latency is normalized to
the ideal latency with theoretical performance (calculated as:
# of multipliers x frequency). The bandwidth is estimated
by normalizing the UniqueVolume to the computation latency.
MAESTRO model cannot provide the results for the complete
ALS and Transform application due to some unsupported
operators. We only present TENET results for these two cases.
Overall, TENET shows 74% and 22% latency reduction, and
reduces the bandwidth requirement by 63% and 54% for
GoogleNet and MobileNet, respectively.

Figure 8 compares the execution time of TENET and MAS-
TERO for modeling a single dataflow. The test is conducted
on a PC with a 2-core 2.50GHz Intel® Core™ i5-7200U CPU
and 8GB memory. On average, the modeling time of a single
dataflow is 102 second for MAESTRO, and 10~! second for
TENET. The difference mainly comes from the fact that TENET
models the dataflow as an integer linear programming problem,
and considers more architectural details in the evaluation
(e.g., interconnection, data assignment). However, MAESTRO
calculates metrics using simple polynomials, which is faster
but might lead to inaccurate estimation (Section VI-E). We also
observe that the modeling time increases for a more complex
interconnect, while it is less sensitive to PE array sizes.

Design space exploration. The dataflow design space of
TENET is huge. We propose to prune the space by restricting
the data movement and assignment relations. We first enumerate
the possible data movement supported by the PE interconnec-
tions, e.g., systolic, multicast for each tensor. Since the data
movement is always rectilinear using affine transformation,
we then enumerate possible data assignment for the boundary
PEs. This together will determine a complete dataflow. Taking
2D-CONV (6 loops) as an example, we only enumerate 12
legal data movements for tensor A and B, respectively. Then,
we limit the possible data assignment for the boundary PEs to
180. This results in 12 x 12 x 180 = 25920 different dataflows
in total. To explore this design space, TENET takes less than
one hour. We leave a more efficient design space exploration
as future work.

C. Performance Metrics Evaluation

Figure 9 shows the evaluation results of five critical metrics:
temporal and spatial data reuse of input and output tensors,
maximum PE utilization, average PE utilization, and latency.
Temporal and spatial data reuse are calculated by normalizing
SpatialReuseVolume and TemporalReuseVolume to the number
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Fig. 9: Critical metrics analysis for different tensor applications.

of instances, respectively. In this evaluation, the systolic
interconnection topology is applied to all the dataflows.

As listed in Table III, we evaluate eight dataflows for 2D-
CONV. Different dataflows have high variation in reuse, PE
utilization and latency. All these dataflows exhibit temporal
and spatial data reuse. However, high data reuse does not
necessarily lead to low latency. We observe long latency from
the (RyOy —P | Oy,Ox —T) dataflow. This is because the
dimension size of Ry cannot match the PE array size, and
therefore leads to low PE utilization. We also observe that
(C—P | Oy,Ox —T) has high PE utilization but long latency.
This is because input-A has low reuse, and therefore loading
the input tensor increases the overall latency. Among all 2D-
CONYV dataflows, the last three have the lowest latency as they
utilize all the PEs and have high data reuse for all tensors. For
GEMM benchmark, we compare five dataflows. The dataflows
that contain two-dimensional space-stamp (i.e., (IJ—P | J,[JK—
T), (KI-P | K,JK—T), and (IK—P | K,lJK—T)) always
outperform the ones with one-dimensional space-stamp (i.e.,
(K=P|L,LJ—T) and J—P | [ K—T)) since two-dimensional
space-stamp exposes more data reuse opportunities. All these
dataflows show high PE utilization while (IK—P | K,IJK—T)
and (KJ—P | K,JK—T) have the lowest latency, as they
have high input reuse on both input tensors. For MTTKRP
benchmark, the three dataflows have similar performance, since
they all have high PE utilization and large reuse factor on all
tensors. Nevertheless, the (I —P | J,IJL — T) dataflow has
higher reuse on input tensors hence outperforms the others.

Noting that a good dataflow needs to provide both high
PE utilization and data reuse. Dataflows that have poor
performance usually fail in one of these two aspects. The
results also demonstrate that our framework is capable of
capturing spatial and temporal reuse separately. For example,
in the (I1—P | J,UK—T) dataflow of GEMM, we observe
high spatial reuse but little temporal reuse for tensor A and
B, since they flow through the PE array. On the other hand,
there is high temporal reuse but little spatial reuse for tensor
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Y, since it is kept stationary in the PE array.

D. Bandwidth Analysis

We also evaluate the bandwidth requirement of three
interconnect topologies: 1D-systolic, 2D-systolic, and mesh.
When modeling these interconnects, we always assume there
exist multicast wires to broadcast the same data to different
PEs in the same cycle. In Figure 10, we select five 2D-
CONYV dataflows that exhibit different types of data reuse.
Overall, the three evaluated topologies show similar bandwidth
requirement for the same dataflow. This is because tensor
applications typically have regular computation and data access
patterns, where long-distance communication across PEs is
rarely required. Among the four benchmarks, Jacobi-2D is less
computation-intensive and requires more scratchpad bandwidth
than the others. We also find that the bandwidth requirement
comes from different tensors as the dataflow changes. GEMM
dataflows illustrate this phenomenon in particular. The dataflow
(I—P | J,UK —T) maximizes the output reuse by keeping
the output stationary in the PE. Therefore, the bandwidth
requirement mainly results from the input tensor.

Comparing the three topologies, we also observe some
variations. For (RyOy —P|Oy,Ox —T) 2D-CONV dataflow
and Jacobi-2D dataflow, the mesh topology provides higher
interconnection bandwidth and lower scratchpad bandwidth
for the input tensor. These two dataflows exhibit diagonal
input data reuse, which cannot be supported by both systolic
topologies. Since both dataflows can leverage the mesh NoC to
increase data reuse, the scratchpad bandwidth requirement is
hence reduced. For (RyOy —P|OyOx — T) 2D-CONV dataflow,
we observe that 1D systolic interconnect shows much lower
IBW than 2D systolic interconnect, but similar SBW. The
saving of IBW comes from the fact that the tensor B is
stationary in the PE across different time-stamps. In summary,
an interconnection network that connects more PEs does not
necessarily reduce scratchpad bandwidth requirement. The
design of the interconnection network needs to take the data
movement patterns into account.
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Fig. 10: Bandwidth analysis for different interconnection topologies.
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Fig. 11: Latency and PE utilization comparison with MAESTRO. (a)
and (b) are the results of Eyeriss [10] on AlexNet. (c) and (d) are
the results of MAERI [26] on VGG. For VGGNet, C1-C5 means
CONV1-1, CONV2-1,...,CONVS5-1. According to MAERI [26], the
PE utilization is always 100% for dense CNNs.

E. Metrics Estimation Comparison

In this section, we compare TENET with MAESTRO on the
accuracy of latency, PE utilization, and reuse estimation. We
show that our proposed model improves the metric estimation
accuracy. Following previous deep learning accelerators, in 2D-
CONYV, we term tensor A as input, tensor B as filter, dimension
K as output channel, dimension C as input channel.

Latency Comparison. We compare the latency calculated
by our work and MAESTRO using the row-stationary dataflow
proposed by Eyeriss [10] for AlexNet, and using the dataflow
proposed by MAERI [26] for VGG. We use the reported latency
and PE utilization in Eyeriss and MAERI as the golden result.
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For MAESTRO implementation, we use the same input files as
in [24]. Figure 11 shows the comparison results. Overall, our
work improves the latency estimation accuracy from 71.9% to
89.6% for Eyeriss, and from 92.3% to 96.3% for MAERI.

The improvement is partially due to TENET’s capabil-
ity of modeling complex dataflow using affine transforma-
tion. In Alexnet, the size of filter B(k,c,rx,ry) varies from
(96,3,11,11) to (384,256,3,3). To increase the PE utilization,
Eyeriss distributes the dimension ry and ¢ to 12 PEs in
one column. Relation-centric notation supports this feature
by assigning a space-stamp with the affine transformation
(ry + 3% (c%4)) to the column of the PE array. However,
MAESTRO only models the case when ¢ = 0 due to the
limitation of data-centric notation. Such limitation explains
the large error in the last three layers where ry = 3. We
also compare with another Eyeriss dataflow using data-centric
notation (denoted as MAESTRO#*), which is different from the
notation in [24]. In MAESTRO*, the cluster primitives are
used to merge the multiple channel dimensions so that PEs
can be better utilized. The accuracy of MAESTRO* is 89.0%.

MAERI features a reconfigurable reduction tree design,
which can be configured to enable multiple vector dot-products
with different sizes. For the reduction tree dataflow, only
multipliers are considered as PEs and PEs are connected via
multicast interconnection. TENET applies affine transformation
to denote MAERI dataflow as it assigns multiple dimensions
to the 1D PE array. In the implementation of MAESTRO, we
also manually transform two dimensions of the filter and the
input to fit the 1D PE array of MAERI. TENET improves the
accuracy thanks to more accurate reuse analysis.

PE Utilization Comparison. TENET estimates the PE
utilization accurately, which is another key factor that affects the
latency, as shown in Equation 8. We also compare the average
PE utilization rate with MAESTRO. Since Eyeriss did not report
this metric directly, we approximate the ground-truth value

MACNum__ \hich is obtained from Eyeriss. As shown

PSin_g PENum x Latency .
in Figure 11 (b), both frameworks predict the same at the first
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Fig. 12: Data reuse comparison with MAESTRO.

two layers, but our work makes much more accurate predictions
in the following three layers. Unlike previous approaches that
estimate PE utilization via a polynomial composed of PE
array size and total computation size, TENET models the PE
utilization by going through all time-stamps to check whether
a PE is assigned.

Reuse Comparison. TENET can precisely calculate the
ReuseFactor that affects the latency for data transfer. We
evaluate the reuse analysis of MAESTRO and our work on four
state-of-the-art DNN models: AlexNet, VGG16, GoogleNET,
and MobilleNet. We select different dataflows for each model.
For AlexNet, we use the row-stationary dataflow on a 12 x 14
PE array, motivated by Eyeriss [10]. For VGG16, we use
the output stationary dataflow on a 8 x 8 PE array, motivated
by Shidiannao [15]. We do not normalize the dataflows to
be executed on a 8 x 8 PE array here because our goal is
to accurately capture the characteristics of original dataflows
instead of comparing between them.

The first case is the CONV3 layer of AlexNet. In this layer,
Eyeriss maps Ry and C dimensions into dimension 1 of the PE
array to make full use of PEs, and Oy into dimension 2 of the
PE array. The filter array has a spatial reuse factor of 13 (size of
Oy) since it is reused across PEs horizontally. Besides, the filter
array stays stationary in the innermost dimension of time-stamp
(Ox), which contributes a temporal reuse factor of 13 (size
of Ox). Therefore the reuse factor should be 13 x 13 =169,
which is accurately calculated by our work (169) compared to
MAESTRO (676). For output array, since all PEs in a vertical
line shares the same output data, it has a spatial reuse factor
of 12 (size of dimension 1 of PE array). Moreover, there is a
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temporal reuse factor of 12 since each PE processes 3 filter
width (Rx) and 4 input channels (C) continuously, leading to
a total reuse factor of 12 x 12 = 144, which is also accurately
calculated by our work. On the other hand, MAESTRO reports
no reuse for the output array in all circumstances, which is
likely because the dimensions of output array (Ox,Oy) are not
explicitly specified by the primitives.

Similar inaccuracy is observed on VGG16, GoogleNet,
and MobileNet as shown in Figure 12. For example, the
filter reuse in inception-4a calculated by TENET is 3136
while it is 2916 from MAESTRO. The actual filter reuse
depends on the input image size, which is 56 x 56 = 3136.
In MobileNet, there are two special convolutional layers,
namely depthwise convolution (dw-CONYV) and pointwise
convolution (pw-CONV). In the depthwise convolution, results
from different input channels are directly stored as the outputs
without accumulation. Therefore, this layer shows lower input
data reuse. The pointwise convolution uses 1 x 1 filter size,
which leads to no reuse for input data. MAESTRO is less
accurate in data reuse estimation for three reasons. First,
the simple formulas used by MAESTRO require all data
dimensions being explicitly specified by the primitives, and
hence no reuse is reported for output array in all cases. Second,
MAESTRO only analyzes data reuse for the innermost temporal
and spatial dimensions, while our work can analyze data reuse
for multiple time dimensions. Third, MAESTRO does not
support mapping multiple data dimensions on a single PE
dimension, which is a technique applied by Eyeriss to fill the
PE array.

VII. RELATED WORKS

Notations for expressing the dataflow. Compute-centric
notation is widely adopted as it can directly represents dataflow
in high-level languages using directives [39, 56]. In [14],
dataflow is notated using two hyperplanes with polyhedral
dependency graph. Timeloop [39] describes the design space
using a concise and unified loop representation with mapping di-
rectives. The mapping directives consist of memory constraints
and PE workload assignment. Interstellar [56] represents the
hardware dataflow using Halide’s scheduling language [45] for
design exploration. Interstellar extends Halide with additional
control directives, e.g., loop blocking and resource
allocation, for specifying the hardware features. Recently,
Kwon et al. [24] propose a data-centric notation that used
spatial map and temporal map to specify the dataflow.
Space-time transformation theory is widely used for systolic
architectures [4, 9, 13, 27, 28, 35]. There are also studies mainly
focusing on the arithmetic properties, such as array shape
transformation, partitioning of the space coordinate for systolic
arrays [4, 9, 28, 35]. Recent efforts attempt to apply this theory
for automatic FPGA code generation [13, 27]. PolySA [13] and
AutoSA [54] compile applications into polyhedral IR and map
them on systolic arrays. SuSy [27] combines polyhedral with
hardware optimization primitives to generate high-performance
systolic array on FPGAs.



Modeling and optimization. Performance modeling can
provide general guidelines and insights for optimizing the
dataflow. Prior performance models mainly focus on the
DNN applications on spatial architectures [11, 25, 32, 56].
Eyeriss-v2 [11] analyzes data reuse with different tensor
shapes and sizes. However, it lacks a performance model to
evaluate the energy and performance. MAESTRO [25] applies
data-centric notation and analyzes data reuse, energy, and
latency. Interstellar [56] explores the design space using loop
operators like loop split and loop reorder. There are also prior
works aiming at modeling the spatial architecture for general
applications [29, 37, 41]. Nowatzki et al. [37] proposed a
constraint-centric scheduling algorithm that determines the
placement and routing of reconfigurable architectures. [41]
represents the dataflow on the computation graph with edge-
centric approach for application mapping. Recently, Jia et al.
proposed TensorLib that built parameterized hardware module
templates based on relation-centric notation [21]. By feeding
the dataflow found by Tenet to TensorLib, we can automatically
generate the dataflow hardware written in Chisel [3].

VIII. CONCLUSION

In this work, we propose a relation-centric notation that repre-
sents dataflow, data assignment and interconnection uniformly
as relations. The relation-centric notation supports a larger
dataflow design space and more tensor benchmarks compared
to prior notations. We also present an analytical framework
to accurately estimate data reuse, bandwidth requirement,
latency and energy. We evaluate our framework on four tensor
benchmarks and results show that the relation-centric notation
can find more sophisticated dataflows with lower latency
compared to the state-of-the-art data-centric notation. TENET
achieves 37% to 51% latency reduction compared to the state-
of-the-art techniques.
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