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Abstract—A state-dependent relay channel is studied in which Several multi-user channels have also been widely investity
strictly causal channel state information is available at he in similar settings and a non-exhaustive list includes ipigt
relay and no state information is available at the source and access channels (MACS)|[4]2[8] and relay chanriéls [9].[10]

destination. Source and relay are connected via two unidirgtional - .
out-of-band orthogonal links of finite capacity, and a state For the relay channel, reference [10] investigates the case

dependent memoryless channel connects source and relay, or@f non-causal state information at the relay, and proposes a
one side, and the destination, on the other. Via the orthogal coding scheme that combines the strategies of decode-and-

links, the source can convey information about the messag®t forward [11] and precoding against the state, while refegen
be delivered to the destination to the relay while the relay an [9] studies the case of causal state information at the ralay

forward state information to the source. This exchange endles deri hievabl tes b bining the id f
cooperation between source and relay on both transmission erives achievabie rates by combining the ideas of Compress

of message and state information to the destination. Firstan ~and-forward [[11] and adapting input codewords to the state
achievable scheme, inspired by noisy network coding, is ppmsed (also known as Shannon strategies [1]).

that exploits both message and state cooperation. Next, Eson  This work also focuses on a state-dependent relay channel,
the given achievable rate and appropriate upper bounds, cagrity but unlike [9], [10], assumes that state information is kaie

results are identified for some special cases. Finally, a Gasian tth lav in astrictl ffashi . the stat
model is studied, along with corresponding numerical resus that al the refay in astrictly causafiashion, 1.€., (ne state sequence

illuminate the relative merits of state and message coopetian.  at a give_n time iS. kr?own up to the preViOUS _inStam at t_he
relay. This scenario is more relevant in practical scesario

. INTRODUCTION For instance, an interfering sequence, caused by othes’user

In a wireless network, the main impediments to reliapiéansmission, can be learned as it is observed, and thus in a
communications are usually fading and interference. To agifictly causal manner. With strictly causal state infotior
alyze the performance limits of channels in the presente Strategies leveraged inl [9]. [10] of precoding agaihst t
of fading and interference, a conventional model assum@&t€ Or Shannon strategies cannot be applied. More funda-
that the channel is affected at each time instant by a st&éntally, the question arises as to whether strictly caasel
variable, which is controlled by a certain state distribnti hus outdated, state information may be useful at all in a
and accounts for fading and/or interferené [L]—[3]. Stat@emoryless chanqel with i.i.d. statg sequence. In fac_ts it i
dependent channels are usually classified on the basis"‘{ﬂ“ known_ that strictly causal state information is uselés
the availability of channel state information at encoderd a POint-to-point channels [12].
decoders. Specifically, transmitting nodes may have ne stat Recently, in[4], [5], it was found that for two-user MACs
information, or else be informed about the state sequeri8 independent or common state information available
in a strictly causal, causal, or non-causal way [3]-[5]. Farictly causally_at th_e encoders, unlike for point-tosoi
decoders, it is enough to distinguish between the case tef stgannels, capacity gains can be accrued by leveragingstric
information or no state information availabl€ [3]. causal state information at the encoders. Qur recent W@k [1

In previous work, capacity-achieving strategies have peliyther extended suqh results to MACs W|th_arb|_trary numb_er
proposed for point-to-point memoryless channels with noRf USers by proposing a coding scheme inspired by noisy
causal [2], or causalT1] state information at the encoder aRe€twork coding[[14]. In[[#],[[5], [1B], the main idea is to let
no state information at the decoder. These results, and 8N transmitter convey a compressed version of the outdate
ones discussed throughout the paper, assume that the ST information to the decoder, which in turn exploitshsuc

sequence is independently and identically distributecti(. information to perform partially coherent decoding. Theules
show that an increase in the capacity region can be obtayed b
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send both message and state information from source aryd rela W Source Q\ = Destination W
N

to destination. Specifically, we consider a three-nodeyrela N

channel where the source and relay are connected via two \\\\\S\R
out-of-band orthogonal links of finite capacity, and a state Crs SO
dependent memoryless channel connects the source and relay h

on one side, and the destination, on the other. Source and Relay §'!

destination have no state information, while the relay has _ .
access to the state information in a strictly causal marie. (F)L?HOLOn/;slgﬁtkes-dependent relay channel with two unidicewl out-of-band
channel model is depicted in Figl 1. This model is related to 9 '
the class of relay channels, that are not state-dependéht, w
orthogonal links from the source to the relay and from thgith source input alphabet’, relay input alphabef’z, des-
source and relay to the destination investigated by El Gamilation output alphabel and channel state alphak®t The
and Zahedi[[15]. In fact, in the scenario under study, weapacity per channel use of the source-to-relay and relay-t
simplify the source-to-relay link by modeling as a noiselesource out-of-band, also known as conferencind [16], links
finite-capacity link, while adding a similar relay-to-seatink. are given byCsr, Crs respectively. The state sequence is
Cooperation as enabled by orthogonal noiseless links, alsQ,med to be iid., i g
referred to as conferencing, was first introduced by Willems =1 )
[16] for a two-user MAC channel. It is noted that, in pracficeS discrete memoryless (DM) in the sense that at any discrete
orthogonal links can be realized if nodes are connected Wid€¢ = 1,...,n, we have
several different radio interfaces or wired links1[17]. » (s \si,x Ly ) = (v |si, i Ry - 2)

In the considered model, cooperation between source and ) . )
relay through the conferencing links can aim at two distin(We assume that the state |nf.ormat|on. is avaﬂablc_e to they rela
goals: i) Message transmission: Through the source-to-rel a strictly causalmann_er v_vh|Ie there is no state information
link, the source can provide the relay with some informatio® the_s_o_urce and dest|nat_|0n. .
about the message to be conveyed to the destination, thu?ef'n't'oan: Let W, uniformly distributed over the set
enabling message cooperatioi);State transmission: ThroughW =[1: 27,1 J, be the message sent by the sourcé2A™, n)
the relay-to-source link, the relay can provide the sourith wCOde consists c_>f: . . .
some information about the state, thus enabling cooperativ 1) Conferencing codes: Conferencing mappings are defined
transmission of the state information to the destinatiom.
propose a transmission scheme inspired by noisy network cod hsri: W x 7}351 — TSR (3)
ing and establish the corresponding achievable rate. Mereo . ogi—1 i—1 ,
be?sed on the given achievat?le rate?we identify capacitjtes hrsi: &7 X Tsp” = Trsi @
for some special cases of the considered model. Finally, w&ere [8) generates thith symbol sent on the source-to-relay
present achievable rates and some capacity results for ik based on the message and all symbols previously reteive
Gaussian version of the system at hand and elaborate feam the relay, while[(4) generates thn symbol sent on the
numerical results. Due to space limitation, most of the fwogrelay-to-source link based on the states up current timeaind
are omitted and can be found {n]18]. symbols previously received from the source. Note thateth ea

Notation Probability distributions are identified by their artime ¢, Tsr,; andTrs,; are the alphabets of the conferencing
guments, e.gpy (z) = Pr[X = ] A p(z). z' denotes vec- Message sent from the source to_relay and from _the _relay
tor [x1, ..., z;]. E[X] denotes the expectation of random varil0 SOUrce, respectively. Such mappings are permissibleeif t

able X. A/ (0’ 02) denotes a zero-mean Gaussian distributiJH”OWing capacity-conserving conditions are satisfied:

with variances?. C(z) is defined ag’ (z) = log, (1 + ).

(s") = [[ p(s;). The relay channel

1 n 1 n
- > logy | Tsr.il < Csr, - > log, |Trs,il < Crs.  (5)

Il. SYSTEM MODEL =1 i=1

. ) ) 2) Encoder mappings at the source:
In this section, we formalize our relay channel model and

give relevant definitions. As depicted in Figl 1, we study fi: WX Tpg = Xi,Vi=1,....n, (6)
a three-node relay channel where the source and relay @#fich generates the channel input at the source attibased

connected via two unidirectional out-of-band orthogoim#ts  on the message and the information received from the relay
of finite capacity, while there is a state-dependent meressyl yp and including time.

channel between the source and relay, on one side, and thg) Encoder mappings at the relay:

destination, on the other. Note that the relay transmits and i ; )

receives simultaneously over two orthogonal channels. JRi 8" X Tgp— Xri,Vi=1,...n, (7)
The channel is characterized by the tuple: which generates the channel input at the relay at tirhased

on the strictly causal state information and the infornmatio
(X X Xr,8,Y,p(s),p(yls,2,2r),Csr,Crs) (1) received from the source up and including tirme



4) Decoder mapping at the destination: Remark 1:To interpret[(ID) to[(111) in light of the transmis-
sion strategy discussed above, we remark tha¢presents the

g: V" =W, ®) compressed state information aichccounts for the codeword
which produces the estimate of message at the destinatitansmitted cooperatively by the source and relay, which
based on the received sequences. conveys both state and message information they share. The

The average probability of erroPr(E), is defined by: mutual information terms i (10), in particular the conaiiting

onV, account for the fact that the destination has information
about the channel via the compressed staterhich allows for
partial or complete coherent decoding. Moreover, the sgcon

and third term in[{ZI0) reflect the cost in terms of rate to be

A rate R is achievable if there exists a sequence of codgs; i . .
) . id for the transmission of compressed state information.
(27 n) as defined above such that the probability of err?r P

Pr(E) — 0 asn — oo. The capacity of this channel is theB. An Upper Bound
supremum of the set of all achievable rates. Now we present a simple upper bound.

Proposition 2: For the DM state-dependent relay channel

IIl. ACHIEVABLE SCHEME AND UPPERBOUND 3 o
. . L. ﬂf Fig.[, the capacity is upper bounded by
In this section, we demonstrate a transmission scheme that

exploits both message and state cooperation between sourBe,, = glaxmin (I (X,Xr;Y),I(X;Y|Xg,S)+Csr)

upp

and relay. We also identify an upper bound on the capacity. (12)

A. Achievable Scheme: Burst Message Cooperation afgh the maximum taken over the distributions in the set of
Block-based State Cooperation

Proposition 1: For the DM state-dependent relay channel ~urr = {p(s,z,2m,9) 1 p(s)p(2,2R) P (y s, 2, 2R)} -

277,1?.

Pr(FE) = 27% Z Pr(g(y"™) # w|w sent). 9)
w=1

of Fig.[, any non-negative rate smaller thRnis achievable (13)
where Remark 2: The upper bound{12) is essentially a cut-set
I(X;Y |Xg,V,U) + Csng, bound [12], where the first term corresponds to the MAC cut
I(X,Xg,V;Y)=I(V;S|Xg,U) between source-relay and destination, and the second serm i
R = maxmin ’ T J ’ ’ ) S
P I(X,Xp, V:Y|U)+ Csnr the cut between source and relay-destination.
+Crs =1 (VS |Xg,U) (o) IV. SPECIAL CASES AND CAPACITY RESULTS

In this section, we consider three special cases of the
with the maximum taken over the distributions in the set ofgeneral model studied above, namely: No message and
P — {p (0,1, 8,2, 25, ) - state coqperation,_in WhicbI’SR = Cgrs = 0; z‘?).l'\(lessage
cooperation only, in whichCsp > 0,Crs = 0; iii) State
p(s)p(vls,zr,u)p(u)p(xlu)p(zr|u)p(yls,z,or) } cooperation only, in whiclCsg = 0, Crs > 0. We establish
capacity results for a special class of channels for each. cas
Sketch of Proof: Inspired by noisy network coding in
[14], the same message, w € [1:2"f] is sent at the . _
source over alb blocks of transmission with each consisting of With Csr = Crs = 0, a general achievable rate can be
n channel uses. Thus, message information exchange betwi§éRtified throughR of ([10) by settingl/' = (), since no
source and relay takes place only one at the beginning of {RfPrmation is shared between the source and relay. Thes rat
first block. This way, the source shares part of the messaﬁg‘s out to be optimal, i.e., capacity-achieving, for acsple
w with the relay in order to enable message cooperation. A&SS of relay channels, which includes modulo-additiagest
for the state, at the end of each block, the relay compres§&pendent relay channels, see Exariple 1.
the state sequence over the blagkhout explicit Wyner-Ziv Proposition 3: Let P; denote the set of distributions de-
coding that is, without binning as i [14]. Exchange of statfined by:
information between relay and source takes place before theps — 1, (s 2 2p.y) < p(s)p (&) p (1) p (y |5, 2, 25 )}
beginning of each block. Source and relay cooperativelg sen (14)
the message and state information they share, while theeour
sends the remaining part of the message independently and'{Csr = Crs =0,
relay sends the remaining part of the compression indeealon H (Y |X,Xg,S) =0, (15)
for each block. This transmission scheme is referred to as
burst message cooperation and block-based state comperati and H (51X, X, V') =0 (16)
strategy. At the end af blocks of transmission, the destinatiorare satisfied for all distributions i®}, then the capacity is
performsjoint decoding over all blockef receptionwithout given by:
explicitly decoding the compressed state informaésrior the .
noisy network coding schemg [14]. (] Cr = - (H (Y |Xp, ), (X, Xp; ). (17)

A. No Message and State Cooperation



Remark 3:Condition [I5) basically states that, when fixedhoisy channel models the source-to-relay link. By settihg
X and Xg, there is no other source of uncertainty in th& = 0 andCrs = 0 in (I0), we recover a special case of the
observatior” beside the stat§. Condition [16), instead, sayscapacity obtained i [15] with noiseless source-to-relai.|
that the stateS is perfectly determined whel, X, X are For state-dependerghannels, a general achievable rate can
known. These conditions guarantee that providing infoimmat be obtained througl® in (I0) by settingCrs = 0. Moreover,
about the state directly reduces the uncertainty aboutii#s when the source-to-relay conferencing capaciyz is large
X and Xg. The fact that the relay can increase the achievaldaough, we are able to characterize the capacity as follows.
rate up to/ (X, Xg;Y) in (@) can be interpreted in light Notice that this capacity result holds for an arbitrétyg, not
of this fact since the relay signa& r directly contributes to necessary'rs = 0.
the achievable rate even though the relay is not aware of théroposition 4: Let P; denote the set of distributions de-
message by the sourcel fined by:
Example 1:Consider a binary modulo-additive state-
dependent relay channel defined by = X & Xz & S, Pz ={p(s,2,25,y) :p(s)p (@, 2r)p(yls, 2, 2r)}. (22)
where S ~ Bernoulli (ps). Let us further impose the costlf Csp > maxI(X Xg;Y) and arbitraryCrg, the capacity
constralnts on the _source and relay codewo(d8, z%),

Z]E[ i) < by Z]E[XRZ] < pr With 0 < p,p, < 3.
Extendlng the capaC|ty result of Propositibh 3 to channels

with cost constraints is straightforward and leads simply tand is achieved by message cooperation only.
limiting the set of feasible distribution5_([14) by impositi®e ~ Remark 5: The capacity identified above is the same as
constraints thalE [X] < p andE [Xg] < p,, see, e.9.,[{19, without any state information at the relay. This result gl

Cs is given by
Cs :Ir;)a*xl(X,XR;Y), (23)

Lecture3]. Therefore the capacity is given by: that when the relay is cognizant of the entire message, messa
. transmission always outperforms sending information &bou
C in — H H r s) H S ) 18 H
b min (Ho(p), Ho (p + pr * ps) b(s)) (18) the channel states. This can be seen as a consequence of the
wherep; * p2 = p1 (1 —pa) + p2 (1 —p1), and H, (p) = fact that in a point-to-point channel, no gain is possible by
—plogyp — (1 — p)log, (1 —p). exploiting availability of strictly causal state infornat. [

As a specific numerical example, settipg= p, = 0.15
andp, = 0.1, we haveCl;, = 0.4171. Note that without state
information at the relay, the channel can be considered as & Csr = 0, no cooperative message transmission is
relay channel with reversely degraded components ih [h1]. #llowed. However, through the conferencing link of capacit

this case, the best rate achieved is given[by [11, Theorem @Jzs. cooperative state transmission between the relay and
source is still feasible. A general achievable rate can be

Chin, no ST = max max I (X;Y (Xr==zr)  (19) identified fromR in (I0) by settingCsr = 0. Specifically,
whenCggs is large enough, we have the following corollary.

= Hy (p*ps) = Hy (ps) (20) Corollary 1: Let P; denote the set of distributions defined

C. State Cooperation Only

HenceChin > Chin, no s1, Which assesses the benefit of state Py = {p(s,v’x,m’y) .

information known at the relay even in strictly causal

manner. p(S)p('U|S,IR)p(SC,ZCR)p(y|S,I,IR)}. (24)
Remark 4:The channel discussed in Examgle 1, has & Csg = 0 and Cgrs > max[I (Xg;Y), any non-negative

close relationship with the modulo-additive state-degend rate smaller tharR; is achlgvable where

relay model considered by Aleksic, Razaghi and Yulin| [20].

Therein, the relay observes a corrupted version of the noise R, = maxmin ( ) i

(state)non-causallyand has @eparate and rate-limited digital TR (X, Xp, V3Y) = I(V; 5| XR)

link to communicate to the destination. For this class of (25)

channels, a compress-and-forward strategy is devised andhis rate gives the capacity for the special class of relay

shown to achieve capacity. Unlike [20], the relay obtaires tichannels characterized Hy {15]18).

state information noiselessly, strictly causally and tsay-to- Proposition 5: Let P; = P53 as defined by[(24). 1€sg =

destination link is non-orthogonal to the source-to-aedion 0, Crg > maxI(XR, Y) and [I5)-(18) are satisfied for all

link. We have shown in Propositidd 3 that in this case, th(ﬁstrlbunons inP;,

proposed scheme achieves capacity.

I(X;Y | XR, V),

then the capacity is given by:
Cs = in(H (Y I|Xg,95),I(X,Xg;Y)). 26
B. Message Cooperation Only ’ I%%Xmm( VX, 5), I( #Y)) (26)

With Crs = 0, the model at hand is similar to the one Remark 6:Compared to the capacity result provided in
studied by El Gamal and Zahedi_[15], where capacity wd&oposition[ B for the same class of channgls 4&g), Cs
obtained for astate-independerthannel in which a generalis potentially larger because a general input distributi®n



admissible instead of the product input distribution dusttde and is achieved by state cooperation only. Moreove¥ift= 0
cooperation. The resulting cooperative gain will be furthend the conferencing links satistysz > C© with arbitrary
discussed for the Gaussian model in Secfigriv. Crs, the capacity is also given by (31), and is attained by
message cooperation only.
Remark 9:Example 1 in [[4] implies that, if the source
In this section, we briefly study the Gaussian model depict@flows the state information as well, then the maximum rate
in Fig.[, in which the destination outpdt at time instani s given by [31). Corollanf]3 then quantifies the minimum
is related to the channel inpu; from the sourceXg,; from  capacityC'rs necessary for this result to be attained on the
the relay, and the channel stafg as relay channel of Fid:]1 where the source is not given the state
information. [J
Yi=Xit Xnet5it 2 @7) From Corollany(B, we immediately have the following.
whereS; ~ N (0, Ps) andZ; ~ N (0, Ny), are i.i.d., mutually  Corollary 4: If Ny =0, and bothCrs andCsp are large
independent sequences. The channel inputs from the sowaeugh, both state and message cooperation only are optimal
and relay satisfy the following average power constraints and achieve the full cooperation bourid](31). Compared to
& n the case without any cooperation &f]30), they both provide
~D E[XF <P
n =1

! > E[X%,] <Ps.  (28) cooperative gain.
- ,
For this Gaussian model, a general achievable Ritecan Wi id ical Its. W ; h
be obtained from rate{10) by properly choosing Gaussian''c NOW provide some numerical results. We start from the

=1
input signals such thaf (P8) is satisfied and generatings spec!al case withVo = 0 studied in CorollaryEB.. we f|rst.
V = S+ Q with Q ~ A'(0,Py) for some compression consider the performance for message cooperation only, i.e
variancePy > 0 e Crs = 0. In Fig.[2 (a), we plot the achievable rates versus
> 0. . . P
Remark 7:If the relay ignores the available state informa(-:onferem_:Ing cgpacnijR. We also plot the ratdf?,, g in .

tion, it only cooperates with the source in sending the mss ) that is achieved when the relay does not use the awailabl

side information. It can be seen that,(ik; is large enough,

inf tion. A hievable rat ding to thisagitan
intormartion. An achievable rate cofresponding o this the proposed scheme achieves the upper bdudd (31) and the

V. GAUSSIAN MODEL

B. Numerical Results and Discussions

is given by . . . N
optimal strategy is to let the relay ignore the state infdroma
G . C (J\lf;f‘l)j:) + Cspg, as provided in Corollarﬂ&_But this strategy i_s s_uboptimal
Ro s1 = Jmax min c P+PR+2\/W) - (29) for smaller Csi. The benefits of state transmission to the
No+Ps destination are thus clear from this example. Next, we ct@rsi

This rate will be later used for performance comparisan. Staté cooperation only, that i€/sr = 0, and compare the
achievable rate by our scheme in Hig. 2 (b) with the upper

A. Special Cases and Capacity Results bound [31). We also plot the achievable rét§, ., in (30)
Now we focus on the special case wheyYg = 0. We first that is attained when the source transmits message only. The
consider the case with no both message and state cooperatiemefits of cooperative state transmission by the source are

following Propositior B. clear from the figure. Moreover, if'rs is large enough, the
Corollary 2: If Ny = 0 and the conferencing links satisfyscheme proposed is seen to achieve the upper bound, as proved
Csr = Crs = 0, the capacity is given by: in Corollary[3.
PiP We get further insights into system performance by letting
ce coop _C< Py R) (30) Ny # 0. For message cooperation only, i.€rs = 0,

Fig.[3 (a) shows the rates achievable by our scheme and by the
Remark 8:The capacity result indicates that strictly causalame scheme when the relay ignores the state inform&fign (29
state information at the relay can provide power gain fafersus signal-to-noise ratig. It can be seen that in general
the channel considered, even though the relay knows nothitgte transmission from the relay can provide rate improve-
about the message information intended for destinatiom franent, as also shown in Fifl 2 (a). Witlisr increasing, the
the source. In fact, whetV, = 0, state conveying from the achievable rate increases until it saturates at the uppardo
relay to destination can be considered as equivalentlyisgnd(I2) when Csr is large enough, e.g., whe@sp = 1.2,
partial message for the source, as discussed in Remhark 3.the achievable rate overlaps with the upper bound. For state
Next, we consider the optimality of state and messag®eoperation only, that is('sz = 0, Fig.[3 (b) shows the rate
cooperation only following Propositidd 4 ahdl 5. achievable by our scheme. The upper bound therein alsarefer
Corollary 3: If Ny = 0 and the conferencing links satisfyto (I2). It can be seen that cooperative state transmission
Crs > C %) with arbitrary Csg, the capacity by the source is general advantageous, as compared to the

is given by: performance without cooperation, i.&’zrs = 0. However,
unlike the case of message cooperation only, evetizif is
c%—c (P + Pr+2v PPR> 7 (31) !arge enoqgh, e.g_CRS =100 in I_:ig_.IE (b_), the upper bound
Ps is not achievable in general. This is unlike the noiselese ca
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Fig. 3. Comparison of achievable rates for the casg # 0 with
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Pr = Ps = 1. Fig.[2 (a) plots the achievable rates veretisy for message the achievable rates versus for message cooperation only, in which
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Crs for state cooperation onlfC'g = 0). rates versusy for state cooperation only, in whicklsp = 0,Crs =
{0,0.2,0.4,0.8,100}.

Fig. 2. Comparison of achievable rates for the cage = 0 with P =

shown in Fig[2 (b), due to the fact that noise makes the state

information at the destination less valuable. [7] S. P. Kotagiri and J. N. Laneman, “Multiaccess channelth wgtate
known to some encoders and independent messdgefASIP Journal
VI. CONCLUDING REMARKS on Wireless Communications and Networkingl. 2008, pp. 1-14,
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