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   Dear editor,
Cross-modal  retrieval  in  remote  sensing  (RS)  data  has  inspired

increasing enthusiasm due to its merit  in flexible input and efficient
query.  In  this  letter,  we  address  to  establish  semantic  relationship
between  RS  images  and  their  description  sentences.  Specially,  we
propose a multi-attention fusion and fine-grained alignment network,
termed  MAFA-Net,  for  bidirectional  cross-modal  image-sentence
retrieval  in  RS.  While  multiple  attention  mechanisms  are  fused  to
enhance  the  discriminative  ability  of  visual  features  for  RS  images
with complex scenes, fine-grained alignment strategy is introduced to
study the hidden connection between RS observations and sentences.
To validate the capability of MAFA-Net, we leverage four captioning
benchmark  datasets  with  paired  RS  images  and  descriptions,  i.e.,
UCM-Captions,  Sydney-Captions,  RSICD  and  NWPU-Captions.
Experimental  results  on  the  four  datasets  demonstrate  that  MAFA-
Net  can  yield  better  performance  than  the  current  state-of-the-art
approaches.

Related work: The accelerated advancement  in  earth  observation
technology witnesses an explosive growth of multi-modal and multi-
source  remote  sensing  data.  Cross-modal  retrieval  in  RS  facilitates
flexible and efficient query, which has attracted extensive interest in
recent years and can be applied to natural disaster early-warning and
military intelligence generation, etc.

Significant  efforts  have  been  devoted  to  cross-modal  retrieval  for
natural  images.  To  probe  fine-grained  relationships  among  images
and sentences, Chen et al. [1] proposed a cross-modal retrieval model
(IMRAM)  based  on  a  recurrent  attention  technique.  Lee et  al.  [2]
proposed  a  stacked  attention  mechanism-based  graphic  retrieval
model  (SCAN)  to  learn  more  discriminative  textual  and  visual
feature  representations.  Wang et  al.  [3]  proposed  a  multi-modal
tensor  fusion  network  (MTFN)  to  directly  measure  the  similarity
between different modalities through rank-based tensor fusion. Wang
et  al.  [4]  proposed  a  position  focused  attention  network  (PFAN)  to
improve  cross-modal  matching  performance.  Besides,  to  satisfy
industrial requirement, Wu et al. [5] proposed a hashing approach to
achieve large-scale cross-modal retrieval via learning a unified hash
representation and deep hashing functions for different modalities in
a self-supervised way. Although these achievements gained inspiring
results  for  retrieval  tasks  in  natural  images,  their  robustness  and
generalization ability  need to  be  verified  when transfer  to  RS fields
due to the intrinsic and extrinsic properties of RS data.

Motivated by the burgeoning demands for multi-modal requests in
RS like military intelligence generation,  researchers have paid more

attention to RS cross-modal retrieval during the recent several years.
To explore  semantic  correlation  between visual  features  and  textual
description  of  RS  data,  Abdullah et  al.  [6]  proposed  a  novel  deep
bidirectional  ternary  network  (DBTN)  for  Text-to-Image  (T2I)
matching  task  through  features  fusion  strategy.  With  regard  to
Image-to-Text (I2T) retrieval for RS data, Cheng et al. [7] proposed
to  use  a  cross-attention  mechanism  and  a  gating  mechanism  to
enhance the association between RS images and descriptions, which
is  the  first  attempt  to  prove  the  possibility  of  bidirectional  T2I  and
I2T retrieval in RS. Afterwards, Lv et al. [8] proposed a fusion-based
correlation  learning  model  (FCLM)  to  capture  multi-modal
complementary  information  and  fusion  features  and  to  further
supervise the learning of the feature extraction network. Yuan et al.
[9]  proposed  an  asymmetric  multimodal  feature  matching  network
(AMFMN) to extract the salient visual features of RS images through
a multi-scale visual self-attention technique, and exploited it to guide
textual feature extraction. Moreover, they further designed a concise
and  efficient  version  of  their  cross-modal  retrieval  model,  namely
LW-MCR  [10]  on  the  basis  of  knowledge  distillation.  For  fast  and
efficient  retrieval  on  large-scale  RS  data,  Mikriukov et  al.  [11]
introduced  a  novel  deep  unsupervised  cross-modal  contrastive
hashing  model.  Except  for  image-sentence  retrieval,  there  has  been
some  work  on  visual-audio  retrieval  [12],  image-sketch  retrieval
[13],  cross-source  panchromatic-multispectral  image  retrieval  [14],
[15] and zero-shot image-word matching [16].

It  is  no  doubt  that  all  the  above  work  partly  advances  the  cross-
modal retrieval in RS from different aspects including visual feature
representation  and  description  optimization  strategy,  etc.  However,
current  work  on  bidirectional  image-sentence  retrieval  in  RS  is
deficient  in  1)  Achievements  on  bidirectional  image-sentence
retrieval for RS data are very limited and comprehensive analysis is
still  lacking.  Current  work  [6]−[11]  conducts  comparative  experi-
ments  with  the  baseline  for  natural  images  unexceptionally;  2)  The
generalization  of  existing  approaches  on  much  larger  and  more
challenging RS captioning datasets needs to be verified. The size of
the  datasets  applied  by  existing  approaches  [6],  [8]−[11]  is  limited
(with  the  maximum of 24 333 original  captions  in  RSICD [17]  and
23 715 granular captions in RSITMD [9]); 3) Semantic ambiguity of
complex scenes of RS data remains unsolved.

To  address  these  limitations,  we  propose  a  novel  cross-modal
network  for  bidirectional  T2I  and  I2T  retrieval  in  RS.  The  contri-
bution of our work lies in: 1) We aim to differentiate visual features
for  complex  scene  representation  through  fusing  multiple  attention
mechanisms  and  reinforce  the  intra-modality  semantic  association
through fine-grained alignment strategy. 2) We evaluate the effectiv-
eness  and  robustness  of  our  proposed  network  on  a  much  larger
dataset,  NWPU-Captions with 157 500 captions in  total,  along with
the several popular benchmark datasets.

MAFA-Net: The  motivation  of  MAFA-Net  includes  two aspects.
The  first  one  is  to  depict  RS  images,  especially  those  complex
scenes, with more abstract and discriminative feature representation.
The second one is to address semantic ambiguity existed in different
modality  of  RS  data  through  establishing  fine-grained  relevance
between RS image region and visual words.

To  this  end,  MAFA-Net  consists  of  two  main  parts:  a  multi-
attention  fusion  module  and  a  fine-grained  alignment  module.  The
multi-attention  fusion  module  aims  to  weaken  interference  from
background  noise  in  RS  images  and  enhance  the  salient  objects,
thereby  to  improve  the  discriminative  ability  of  the  visual  features.
The  fine-grained  alignment  module  exploits  sentence  features  as
context information to further optimize and update the visual features
of  RS  images.  The  overall  architecture  of  MAFA-Net  is  shown  in
Fig. 1.

Multi-attention  fusion  module: It  is  designed  to  filter  out
redundant information, refine salient features, and capture contextual
correlation from the extracted visual features of RSIs.

conv2 conv3 conv4

Fc2 Fc3 Fc4

For  RS  images,  we  firstly  use ,  and   in  the
ResNet152  network  to  obtain  their  corresponding  convolutional
features  ( ,  and  ),  respectively.  Then,  we  up-sample  the
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 and   separately  to  make  them the  same  size  as ,  and  let
 pass through an inception module to expand the receptive field.

Finally,  the  three  feature  maps  are  added  and  fused  to  obtain  the
multi-scale visual feature 
 

FMS = Inception(Fc2)+upsample(Fc3)+upsample(Fc4). (1)
Fig. 2 presents  the  architecture  of  multi-attention  fusion  module.

The  channel  attention  branch  suppresses  background  noise  and
redundant  information  while  enhancing  salient  features.  The  spatial
attention  branch  enables  the  modal  to  focus  on  semantically  rich
regions  through  aggregating  pixels  with  higher  relevance  together.
The  position  attention  branch  encodes  contextual  information  into
local  features.  Finally,  the  three  attention  values  are  integrated
adaptively through weighted fusion with learned weight parameters.
 

αC = so f t max(Wi tanh((WC ⊕FMS +bC)⊕WhCht−1)+bi) (2)
 

αS = so f t max(W
′

i tanh((WS FMS +bS )⊕WhS ht−1)+b
′

i) (3)
 

αP = so f t max(W
′′

i tanh((WP ⊗FMS +bP)⊕WhPht−1)+b
′′

i ) (4)
 

FAF = αC +βαS +λαP. (5)
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Fig. 2. The architecture of multi-attention fusion module.
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In  which ,  and   mean  channel,  spatial  and  position
attention  feature, ,  and   are  the  to-be-learned  weight
matrices, and ,  and  are bias vectors. The parameter β and λ
are the weight coefficient to be learned in training process.  is the
fused attention feature.

Fine-grained alignment module: We reinforce the inter-modality
semantic  consistency  with  the  help  of  the  fine-grained  semantic
alignment  module,  in  which the text  features  are  used as  contextual
information to guide the gate mechanism for visual adaption.

Before semantic alignment, the feature representation of sentences
needs to be extracted.  In this  letter,  bidirectional  GRU is  utilized to
extract sentence features
 

yi =Wywi, i ∈ {1,2, . . . ,N} (6)
 

h⃗i =
−−−−→
GRU (⃗hi−1,yi) (7)

 ←
h i =

←
GRU(

←
h i+!,yi) (8)

 

ti = (⃗hi +
←
h i)/2 (9)

yi wi
Wy ti
where  means word-level  vector  of  word ,  in  dimension of  300.

 represents  the  mapping  matrix,  and  is  the  word  feature
extracted by Bi-GRU. The dimension of text feature is 2048.

FAF = { f1, f2, . . . , fK}
TS = {t1, t2, . . . , tN }

We  define  visual  features  to  consist  of K  regional  features
,  and  sentence  features  to  consist  of N  word

features .  Then,  these  two  sets  of  cross-model
features  are  semantically  associated  via  an  attention  mechanism.  A
high  attention  score  typically  indicates  tight  coupling  between  an
image  region  and  a  sentence,  and  vice  versa.  Specifically,  for N

words  together  with K  image  regions,  the  fine-grained  alignment
module first performs K×N pair-wise cosine similarity calculation by
 

si j =
f T
i t j

|| fi|| · ||t j||
(10)

 

[si j]+ =max{si j,0} (11)
 

si j =
[si j]+√∑K
i=1 [si j]2

+

. (12)

A  row-wise  softmax(·)  operation  is  performed  on  the  similarity
scores, followed by weighting each word feature with its correspon-
ding  attention  score  to  acquire  the  sentence-level  textual  feature  of
each image region:
 

ei =

N∑
j=1

t j × so f t max(si j). (13)

gi
ci

Two gate functions involving an update one  and a new memory
one  are designed to enhance the discrimination of the final feature
 

li(W,b) = concat( fi,ei)×W +b (14)
 

gi = sigmoid[li(W1,b1)] (15)
 

ci = sigmoid[li(W2,b2)] (16)
 

f̃i = (1−gi)× fi + gi × ci (17)
W1 b1 W2 b2 gi

ci
f̃

where , ,  and   are  learnable  parameters,  with  filtering
out  insignificant  information  and  preserving  discriminative
information. Eventually, we regard  as the remodeled image region
feature.

S (V,T )
Loss  functions: The  consistency  between  a  RS  image  and  a

sentence can be measured by 
 

S (V,T ) =
1
K

K∑
i=1

f̃ T
i ei

|| f̃i|| · ||ei||
. (18)

We  adopt  the  triplet  loss  function  to  train  our  proposed  model,
which is defined as
 

L =
∑
M

{[δ−S (Vi,T
p
i )+S (Vi,T n

i )]
+

+ [δ−S (V p
i ,Ti)+S (Vn

i ,Ti)]+} (19)
S (Vi,T

p
i ) S (V p

i ,Ti)
S (Vi,T n

i ) S (Vn
i ,Ti)

where  and  are positive image-sentence pairs, and
the  and   are  the  hard  negative  image-sentence
pairs. δ  is  the  margin  threshold  for  triplet  loss.  The  training  data  is
divided  into M  mini-batches  to  mitigate  the  computational  burden
during the training process. In this way, the hardest negative example
is only searched in its corresponding mini-batch.

Dataset and metrics: Four RS datasets are selected to evaluate the
performance  of  different  approaches  in  the  cross-modal  image-
sentence retrieval task.

1)  UCM-Captions:  This  dataset  is  released  by  [18]  based  on  the
UCMerced dataset. The size of each image is 256×256, and the pixel
resolution  is  0.3048  m.  Each  image  is  described  with  five  different
sentences and hence contains 10 500 descriptions in total.

2) Sydney-Captions: This dataset  is  released by [18] based on the
Sydney  dataset  and  includes 3065  descriptions  for  613  cropped
images. The original images in it are with size of 18 000×14 000 and
pixel  resolution  of  0.5  m.  Each  cropped  image  is  described  by  five
varied sentences.

3) RSICD: There are totally 10 921 RS images and 24 333 original
descriptions in this dataset [17], the scale of which is larger than the
aforementioned  two  datasets.  Images  in  it  are  resized  to  224×224
pixels,  meanwhile  54 605  sentences  are  utilized  by  randomly
duplicating existing descriptions.

4)  NWPU-Captions:  NWPU-Captions  is  provided  by  Wuhan
University  and  Huazhong  University  of  Science  and  Technology
based on the NWPU-RESISC45 dataset.  It  incorporates 45 different
labels with each one including 700 instances. Each image is described
by  five  sentences  according  to  certain  annotated  rules  and  the  total
number of descriptions is 157 500. This dataset is challenging due to
its large scale and big variations.

We use the criteria R@K (K = 1, 5, 10) to evaluate the performance
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Fig. 1. The overall architecture of MAFA-Net.
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of different approaches. Larger R@K indicates better performance.
Experimental  settings: In  the  training  process,  we  set  the  batch

size to 16 and the learning rate to 0.0005 which decreases by 0.7 after
every  20  epochs.  Totally,  120  epochs  are  conducted.  The  margin
threshold δ  in  the  loss  function  is  set  to  0.2.  The  visual  feature  of
image  region  is  of  2048-dimensional  while  the  word  feature  is  of
300-dimensional. The hidden dimension of Bi-GRU is 2048. During
training, word features are initialized randomly and fed to Bi-GRU.

Results  and  analysis: We  conduct  experiments  on  the  four
benchmark datasets and Tables 1−4 report the experimental results of
various  methods  including  representative  cross-modal  models  for
natural  images  like  IMRAM  [1],  SCAN  [2],  MTFN  [3],  PFAN  [4]
and latest models for RS data like FCLM [8], AMFMN [9] and LW-
MCR [10].

It can be seen from Tables 1−4 that generally MAFA-Net achieves
better  retrieval  performance  than  other  models  on  four  datasets.
Although,  on  the  first  three  datasets,  MAFA-Net  occasionally
slightly underperforms others on some metrics. This might be related
to  the  relatively  small  amount  of  data  in  the  UCM-Captions  dataset
and the Sydney-Captions dataset,  and the unbalanced distribution of
data  categories  in  the  Sydney-Captions  dataset  itself.  However,  on
the  much  larger  and  challenging  NWPU-Captions  dataset,  MAFA-
Net  achieves  best  on  all  evaluation  metrics.  The  results  of  MAFA-
Net on four different datasets also demonstrate its robustness.
 

Table 1.  Comparative Experimental Results on UCM-Captions

Method
Image retrieval (T2I) Sentence retrieval (I2T)

R@1 R@5 R@10 R@1 R@5 R@10
IMRAM [1] 11.6 36.2 60.5 12.2 36.2 65.2
SCAN [2] 12.8 45.2 69.5 12.4 46.8 91.9
MTFN [3] 14.1 52.3 78.9 10.4 47.4 64.2
PFAN [4] 10.1 28.6 53.8 11.5 38.1 70.0

AMFMN [9] 12.86 53.24 79.43 16.67 45.71 68.57
LW-MCR [10] 13.14 50.38 79.52 18.10 47.14 63.81

MAFA-Net 10.3 48.2 80.1 14.5 56.1 95.7
 
 
 

Table 2.  Comparative Experimental Results on Sydney-Captions

Method
Image retrieval (T2I) Sentence retrieval (I2T)

R@1 R@5 R@10 R@1 R@5 R@10
IMRAM [1] 9.8 45.1 56.8 10.9 50.2 66.1
SCAN [2] 6.2 33.5 51.0 20.6 53.4 67.2
MTFN [3] 13.7 55.5 77.5 20.6 51.7 68.9
PFAN [4] 14.0 51.3 61.9 21.8 49.6 68.5

AMFMN [9] 14.83 56.55 77.89 24.14 51.72 75.86
LW-MCR [10] 15.52 58.28 80.34 20.69 60.34 77.59

MAFA-Net 13.1 61.4 81.9 22.3 60.5 76.4
 
 

We also conduct ablation experiments to evaluate the contribution
of  multi-attention  fusion  module  (MA)  and  fine-grained  alignment
module  (FA)  to  MAFA-Net. Table 5  reports  the  results  on  NWPU-
Captions, in which _nMA_nFA means the basic network without the
two  modules,  _nMA  means  the  network  without  MA  module  and
_nFA means the network without FA module. It can be seen that the
two modules  can  significantly  improve  the  retrieval  performance  of
the  MAFA-Net  separately,  while  their  contributions  are  relatively
close. Table 5  also  tabulates  the  training  and  testing  time  for
executing different models on NWPU-Captions.

We  further  show  the  visualization  results  of  our  MAFA-Net  in
Figs. 3−6.

It  can  be  seen  that  most  of  the  retrieval  results  match  the  input,
which  indicates  that  the  MAFA-Net  proposed  in  this  letter  can
maintain  a  good  semantic  correspondence  between  RS  images  and
sentences. It is worth mentioning that even for the challenging high-
density  scenes  with  a  great  of  small  and  clustered  objects,  MAFA-
Net still performs well (see Fig. 6).

Conclusion: In this letter, we propose a multi-attention fusion and
fine-grained  alignment  network  (MAFA-Net)  to  conduct  the  cross-
modal  image-sentence  retrieval  task  in  the  remote  sensing  domain.
MAFA-Net aims at addressing the properties of multiscale properties
and  the  problem  of  semantic  ambiguity  existed  in  cross-modal

retrieval of RS data. Specifically, we design a multi-attention fusion
module  to  improve  the  feature  representation  ability.  Meanwhile,  a
fine-grained  alignment  module  is  designed  to  make  the  information
between  two  different  modalities  (e.g.,  visual  and  textural)  interact.
Besides the three public available benchmark datasets, a much larger
captioning  dataset,  NWPU-Captions,  is  utilized  to  evaluate  the
performance of MAFA-Net. Experimental results prove that MAFA-
Net  outperforms  current  approaches  and  even  for  challenging  high-
density  scenes,  MAFA-Net  can  get  satisfying  results.  In  the  future,
we  would  like  to  consider  more  modalities  like  LiDAR  or  multi-
spectral images and domain adaption [19] for RS visual applications.
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Table 3.  Comparative Experimental Results on RSICD

Method
Image retrieval (T2I) Sentence retrieval (I2T)

R@1 R@5 R@10 R@1 R@5 R@10
SCAN [2] 7.6 25.0 41.4 6.2 24.8 46.8

IMRAM [1] 7.1 9.5 26.7 4.8 17.1 35.2
MTFN [3] 2.4 7.1 33.8 3.8 21.4 39.0
PFAN [4] 4.8 14.3 29.0 4.3 18.1 37.1

AMFMN [9] 4.99 18.28 31.44 5.39 15.08 23.40
LW-MCR [10] 4.30 18.85 32.34 4.39 13.35 20.29

FCLM [8] 9.11 31.61 50.00 11.27 37.94 54.41
MAFA-Net 12.9 32.4 47.6 12.3 35.7 54.8

 

 

Table 4.  Comparative Experimental Results on NWPU-Captions

Method
Image retrieval (T2I) Sentence retrieval (I2T)

R@1 R@5 R@10 R@1 R@5 R@10
SCAN [2] 9.5 35.7 63.2 12.6 40.1 81.6

IMRAM [1] 7.1 25.3 51.1 4.3 31.0 65.3
MTFN [3] 5.2 21.8 56.1 11.9 37.0 74.2
PFAN [4] 7.6 22.9 47.5 11.2 32.6 71.0

MAFA-Net 13.5 39.4 67.1 15.2 46.0 83.5
 

 

Table 5.  Ablation Experimental Results on NWPU-Captions

Method
Image retrieval Sentence retrieval Training

time (m)
Testing
time (s)R@1 R@5 R@10 R@1 R@5 R@10

_nMA
_nFA 8.2 29.7 57.2 9.6 31.5 61.3 260 27.62

_nFA 10.4 35.3 64.8 12.7 40.6 75.6 320 49.25
_nMA 12.5 37.6 64.1 13.2 42.9 76.2 340 54.68
MAFA

-Net 13.5 39.4 67.1 15.2 46.0 83.5 410 67.43
 

 

1. A white airplane is stopped at the airport.
2. There is an airplane stopped at the airport.
3. It is an airplane stopped at the airport.
4. An airplane is stopped at the airport.
5. There is an airplane in the airport.

1. It is a dense forest.
2. Lots of emerald green plants in the dense forest.
3. There are lots of emerald green plants in the forest.
4. Lots of emerald green plants constitute a dense forest.
5. This is a dense forest with emerald green plants.

Image-text retrieval

Query: Two airplanes are surrounded with some cars in the airport.

Text-image retrieval
 
Fig. 3. Visualization results of MAFA-Net on UCM-Captions.
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1. A river with dark green waters goes through a residential area.
2. There are many buildings on the banks of the curved river.
3. A curved river with dark green waters goes through a residential area.
4. Some houses arranged neatly on the banks of the river.
5. A residential area with houses arranged neatly.

1. There are some green bushes on a big lawn.
2. There are some green bushes and a small red house on a big lawn.
3. A big meadow with some pieces of green bushes and a small red house on 

it.
4. A curved river with green plants on both banks.
5. Some green bushes and curved paths on the big meadow.

Image-text retrieval

Query: This is a runway with many marking lines on it while a lawn beside.

Text-image retrieval

 
Fig. 4. Visualization results of MAFA-Net on Sydney-Captions.
 

 

1. The baseball field is located in the corner of this large square grass.
2. Some buildings and green trees are around a baseball field.
3. A baseball field is surrounded by many buildings and a road.
4. A baseball field is surrounded by many green trees and several buildings.
5. A baseball field is near several buildings and green trees.

1. The bridge is a two-way six-lane, connecting the two sides of the river.
2. A two-way bridge across a straight blue river .
3. Many green trees and barelands are in two sides of a dark blue river.
4. A bridge is on a black river.
5. A bridge pass on a black river.

Image-text retrieval

Query: Some pieces of green farmlands are together.

Text-image retrieval

 
Fig. 5. Visualization results of MAFA-Net on RSICD.
 

 

1. The industrial area has some workshops and open areas.
2. The dense residential is on the grass.
3. Part of the building in the industrial area has a white roof.
4. Many houses of different shapes and sizes are in the industrial area.
5. A dense residential area with many white houses.

1. Many buildings and green trees are around a playground in a school.
2. There are some trees and a playground in a school.
3. Many buildings and a playground are in a school.
4. There is a school with some buildings and a playground.
5. Many buildings and green trees are in a school.

Image-text retrieval

Query: There were different boats on either side of the harbor.

Text-image retrieval

 
Fig. 6. Visualization results of MAFA-Net on NWPU-Captions.
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