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Exactly Optimal Quickest Change Detection of Markov Chains

Jason J. Ford, Justin M. Kennedy, Caitlin Tompkins, Jasmin James, Aaron McFadyen

Abstract— This paper establishes that an exactly optimal rule
for Bayesian Quickest Change Detection (QCD) of Markov
chains is a threshold test on the no change posterior. We
also provide a computationally efficient scalar filter for the no
change posterior whose effort is independent of the dimension
of the chains. We establish that an (undesirable) weak practical
super-martingale phenomenon can be exhibited by the no
change posterior when the before and after chains are too
close in a relative entropy rate sense. The proposed detector is
examined in simulation studies.

I. INTRODUCTION

Quickest change detection (QCD) problems consider the

detection of a change in the statistical properties of an

observed process and occur in a wide variety of applica-

tions including quality control [1], anomaly detection [2],

statistics [3], target detection [4] and fault detection [1]. In

such problems, a sequence of quantitative measurements are

monitored to extract information of the current properties of

an observed process with the desire to detect a change as

quickly as possible after it occurs subject to a false alarm

constraint [5].

Several formulations for QCD problems exist which vary

in assumptions around the change point and optimality cri-

teria used for design. Some of the earliest formulations, now

termed Bayesian formulations, were developed by Shiryaev

assuming that the change point is a random variable with a

known geometric prior and observations are independent and

identically distributed (i.i.d.) [6]. Under these assumptions,

Shiryaev was able to establish an optimal rule comparing the

posterior probability of the change event against a threshold.

More recently the Bayesian formulation has been extended

to encompass non-geometrically distributed change-times

[7], [8] and dependent data (i.e., non-i.i.d. observations)

[9], [7], [10]. However, despite these various formulations

appearing in the literature, establishing optimal detection

rules for dependent data and arbitrary change-time distri-

butions remains a challenging problem. In [7] the authors

considered the general non-i.i.d. case, and demonstrated

asymptotic optimality for Shiryaev’s rule, with similar shown

in [10] for Hidden Markov models (HMMs) under some
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regularity conditions. An ǫ-optimal solution approach for

joint quickest detection and isolation problem for Markov

modulated process is examined in [9], which the authors

point out include Markov chains as special case. Recently

(exact) optimal Bayesian QCD for HMM results have been

established [11].

Markov chains play a fundamental role in a wide variety

of fields including susceptible-infectious-recovered (SIR) and

Susceptible-Infectious-Susceptible (SIS) epidemic models of

infectious diseases [12], models of rumour spreading [13],

social media anomaly detection [14] and air traffic man-

agement [15]. Despite being a fundamental model class,

Bayesian QCD of Markov chains has not yet been fully

resolved with progress being limited to the early work that

established optimality of a threshold rule dependent on the

current state of the Markov chain [16], and the ǫ-optimal

HMM QCD convex stopping sets results of [9]. Further,

neither of these results provide an efficient computation

method to implement their rules.

In this paper we present an exactly optimal solution

for Bayesian QCD of Markov chains (which to date has

only been shown ǫ-optimally or with limiting dependencies).

We also provide algorithms for efficient calculation of the

optimal solution. Finally, we provide novel insights into

numerical properties of the optimal solution when the before

and after Markov chains are insufficiently separated and

an undesirable phenomenon occurs. Specifically, the key

contributions of the paper are:

1) Establishing an exactly optimal stopping rule for

Bayesian QCD of Markov chains that is a simple

threshold test of conditional posterior information.

2) Providing an efficient scalar filter solution to imple-

ment the stopping rule.

3) Establishing that when the before and after change

Markov chains are insufficiently separated, in the

sense of relative entropy rate, a weak practical super-

martingale phenomenon can emerge.

The paper is structured as follows: In Section II we

pose the problem of Bayesian QCD of Markov chains,

before presenting the optimal rule and a computationally

efficient solution in Section III. In Section IV, we investigate

what occurs when the Markov chains are insufficiently

separated and establish the existence of a weak practical

super-martingale phenomenon. In Section V, we present an

illustrative example. We present some brief conclusions in

Section VI.
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II. PROBLEM FORMULATION

In this section we pose the problem of Bayesian QCD for

Markov Chains.

A. State Process

Let us first define a space S , {e1, . . . , eN} where

ei ∈ R
1×N are indicator vectors with 1 in the ith element

and zeros elsewhere, where N is the number of possible

values of the Markov chain. For k ≥ 0, we consider a

process Xk ∈ S whose statistical properties change at some

time ν ≥ 1. For k < ν, Xk ∈ S can be modelled as

a first-order time-homogeneous Markov chain described by

the before-change transition probability matrix with elements

Ai,j
b , P (Xk+1 = ei|Xk = ej) for 1 ≤ i, j ≤ N .

For k ≥ ν, Xk ∈ S can be modelled as a different

first-order time-homogeneous Markov chain described by

the after-change transition probability matrix with elements

Ai,j
a , P (Xk+1 = ei|Xk = ej) for 1 ≤ i, j ≤ N . For

simplicity of presentation, we assume throughout that both

Ab and Aa are aperiodic and irreducible. We assume the

initial distribution for X0 is known as p(X0), and that the

process Xk is observed and let X[0,k] , {X0, . . . , Xk} be

shorthand for the chain sequence until time k.

B. Probability Measure Space Construction

We will now follow the construction of [11] and introduce

a probability measure space that allows us to formally

state our Bayesian QCD for Markov chains problem. Let

Fk = σ(X[0,k]) denote the filtration generated by X[0,k].

We consider a probability measure space (Ω,F , Pν) where

Ω is sample space of sequences of X[0,∞], σ-algebra F =
∪∞

k=1Fk with the convention that F0 = {0,Ω}, and Pν

is the probability measure constructed using Kolmogorov’s

extension on the following probability density function of

the state sequence

pν(X[0,k]) = Πk
ℓ=ν+1A

ζ(Xℓ),ζ(Xℓ−1)
a

×Π
min(ν,k)
ℓ=1 A

ζ(Xℓ),ζ(Xℓ−1)
b p(X0)

where ζ(ei) , i returns the index of the non-

zero element of an indicator vector ei, and we de-

fine Πk
ℓ=ν+1A

ζ(Xℓ),ζ(Xℓ−1)
a , 1 if k < ν + 1, and

Π
min(ν,k)
ℓ=1 A

ζ(Xℓ),ζ(Xℓ−1)
b = 1 if ν = 1. We highlight

that Pa and Pb correspond to the special case measures

corresponding to transitions according to Aa or Ab at all

time, respectively, and let Ea and b denote the corresponding

expectation operations.

It will later be useful to note that the relative entropy

rate between two Markov chains with transition probability

matrices Ab and Aa can be shown to be given by [17] (if

Ab is irreducible):

R(Ab|Aa) =
N
∑

i=1

N
∑

j=1

ãjbA
i,j
b log

(

Ai,j
b

Ai,j
a

)

where ãb is the invariant stationary distribution of Ai,j
b .

C. Change Time Prior

In the Bayesian QCD problem considered in this paper, the

change time ν ≥ 1 is an unknown random variable having a

prior distribution πk = P (ν = k). This allows us to construct

an average measure Pπ(G) =
∑

∞

k=1 πk(G)Pk(G) for all

G ∈ F and we let Eπ denote the corresponding expectation

operation. In this work we assume a prior geometry in nature

in that πk = (1− ρ)k−1ρ, with ρ ∈ (0, 1), as introduced by

Shiryeav [18].

D. Cost Formulation

We can now state our QCD problem as seeking to quickly

detect a change in the statistical properties of Xk in the

sense of designing a stopping time τ ≥ 1 with respect to the

filtration generated by X[0,k] that minimises the following

cost (Bayes risk)

J(τ) , cEπ

[

(τ − ν)+
]

+ Pπ(τ < ν) (1)

where (τ − ν)+ , max(0, τ − ν) and c is the penalty of

each time step that alert is not declared after ν.

By exploiting the recent QCD for HMM results of [11]

this paper extends the partial results of [16] to establish an

exactly optimal rule for QCD of Markov chains. Importantly,

we show this optimal rule can be elegantly achieved through

the efficient calculations of a scalar filter. We also establish

new insufficiently informative results in the Markov chains

QCD setting inspired by recent i.i.d. QCD results [19].

III. MAIN RESULT

In this section we present our main results for Bayesian

QCD of Markov chains. We first present an augmented

state representation before establishing the exactly optimal

solution. We then provide an efficient calculation of the

optimal solution.

A. Exactly Optimal Solution

Let us first define a new space S̄ , {ē1, . . . , ē2N} where

ēi ∈ R
1×2N are indicator vectors with 1 in the ith element

and zeros elsewhere, and let us consider an augmented

process Zk. Then for k < ν, Zk ∈ S̄ is defined as

Zk ,

[

Xk

01×N

]

and for k ≥ ν, Zk ∈ S̄ is defined as

Zk ,

[

01×N

Xk

]

where 01×N is matrix of zeros of size 1×N . We note that Zk

is only indirectly observed via the measured Markov chain

Xk, and we later show (Xk, Zk) can be considered a hidden

Markov model.

Let us consider a vector of conditional posterior proba-

bility having elements Ẑi
k , P (Zk = ēi|X[0,k]) for all i

in 1 ≤ i ≤ 2N and define conditional posterior probability

of before and after change as M̂ b
k ,

∑N

i=1 Ẑ
i
k (noting that

M̂ b
k +

∑2N
i=N+1 Ẑ

i
k = 1.)



Theorem 1: For the cost criteria (1) the exactly optimal

stopping rule τ∗ is given as

τ∗ , {k ≥ 1 : M̂ b
k ≤ h} (2)

for some threshold value h ∈ [0, 1].
Proof: We note in the notation of [11], consider the

before change and after change spaces Sb = S and Sa = S,

with corresponding transition probability matrices Ab and

Aa, and transition matrix Aν = Ab. Further consider their

yk to be our Xk in this paper, and set bb(yk = ebi , e
b
j) = 1 if

i = j and 0 otherwise, and ba(yk = eai , e
a
j ) = 1 if i = j and

0 otherwise. Then noting Theorem 1 of [11] applies and the

above theorem claim holds.

This Theorem establishes that an exactly optimal stopping

rule for Bayesian QCD of Markov chains is a simple

threshold test on the conditional no change posterior infor-

mation. This result is stronger than previous QCD results

for Markov chains which established an optimal stopping

rule as a comparison of the no change posterior against a

threshold having possible dependence on the current state

of the Markov chain [16], as well as those that could be

developed via the asymptotic HMM QCD results of [10] or

the ǫ-optimal HMM QCD convex stopping sets results of [9].

B. Efficient Calculation of Optimal Solution

We now investigate how to efficiently implement the

optimal stopping rule through re-casting this calculation

through the augmented hidden Markov model. For that

purpose, let us defined the emission matrix with elements

Bi,j , P (Xk = ei|Zk = ēj) for 1 ≤ i ≤ N and

1 ≤ j ≤ 2N and define a transition probability matrix with

elements Ai,j , P (Zk+1 = ēi|Zk = ēj) for 1 ≤ i, j ≤ 2N .

Lemma 1: The (Xk,Zk) are the observation and state

process for a hidden Markov model with an emission matrix

B ∈ RN×2N with elements

Bi,j =

{

1 if i = j or i = N + j
0 otherwise,

or equivalently B = [IN×N IN×N ], and transition probabil-

ity matrix

A =

[

(1 − ρ)Ab 0N×N

ρAb Aa

]

where IN×N is identity matrix of size N ×N and 0N×N is

the zero matrix of size N ×N .

Proof: We note in the notation of [11], as above,

consider the before change and after change spaces Sb =
S and Sa = S, with corresponding transition probability

matrices Ab and Aa, and transition matrix Aν = Ab. Further

consider their yk to be our Xk in this paper, and set bb(yk =
ebi , e

b
j) = 1 if i = j and 0 otherwise, and ba(yk = eai , e

a
j ) = 1

if i = j and 0 otherwise. Then Lemma 2 of [11] applies

giving the lemma result here.

The importance of Lemma 1 is that it establishes the

conditional posteriors Zi
k and hence M̂ b

k can be efficiently

calculated using a HMM filter as follows. Let Bi,. denote

the ith row of B, and define the diagonal matrix B(Xk) ,

diag(Bζ(Xk),.) ∈ R2N×2N and note this is a sparse diagonal

matrix with 2 non-zero elements

B(Xk)
i,i =

{

1 if Xk = i or Xk = N + i
0 otherwise.

Then, for k > 0, Ẑk can be calculated using the HMM

filter [20]:

Ẑk = NkB(Xk)AẐk−1 (3)

where Nk , 〈1, B(Xk)AẐk〉
−1 is a normalisation factor,

and Ẑ0 = [X̂ ′

0, 0
′

1×N ]′.
The following (perhaps) surprisingly efficient scalar filter

implementation holds where the computation effort is inde-

pendent of the size of the chains N .

Lemma 2: For k > 0, the conditional no change posterior

probability, M̂ b
k , can efficiently be calculated using the

following scalar recursion

M̂ b
k = Nk(1− ρ)A

ζ(Xk),ζ(Xk−1)
b M̂ b

k−1 (4)

where M̂ b
0 = 1 and we can calculate the normalisation factor

as

N−1
k =Aζ(Xk),ζ(Xk−1)

a

+ M̂ b
k−1

[

A
ζ(Xk),ζ(Xk−1)
b −Aζ(Xk),ζ(Xk−1)

a

]

.

Proof: First note that due to the dependence of B(Xk)
on Xk, Ẑk is sparse in the sense that for each k > 0
only the ζ(Xk) and N + ζ(Xk) elements are non-zero and

hence M̂ b
k = Ẑ

ζ(Xk)
k . Therefore it follows by considering

the location of non-zero elements of Ẑk at times k and

k − 1 in update step of (3) that we can write M̂ b
k as (4).

The expression for Nk follows from noting Ẑζ
k(Xk) =

1−Ẑ
N+ζ(Xk)
k and algebraic re-arrangement (via similar steps

to those used in [19, Lemma 1]).

Lemma 2 provides insights into the posterior filter computa-

tional structure and facilitates our analysis in the next section

into what happens when chains are too close in a statistical

sense.

IV. INSUFFICIENTLY SEPARATED MARKOV CHAINS

In this section we will investigate the behaviour of our

optimal rule’s test statistic M̂ b
k in certain situations. For

that purpose, let us introduce the shorthand Mk = Nk(1 −

ρ)A
ζ(Xk),ζ(Xk−1)
b which allows us to write the posterior

probability update at time k as log(M̂ b
k) = log(Mk) +

log(M̂ b
k−1), and establish the following bound on log(Mk).

Lemma 3: Assume Ab and Aa have unique stationary

distributions and that the initial distribution p(X0) is the

stationary distribution of Ab. Then for any δ > 0, there is a

hδ > 0 such that for any M̂ b
k < hδ we have

Eπ

[

log(Mk)
∣

∣

∣
M̂ b

k−1

]

< log(1− ρ) +R(Ab|Aa) + δ

for sufficiently large k.

Proof: This proof approach is similar to the proof

[19, Lemma 2], with the most significant difference being

this result involves the relative entropy rate between chains



(rather than relative entropy between measurement densities).

We define

γk = log
(

Aζ(Xk),ζ(Xk−1)
a

)

− log(Nk).

We then note we can write

Eπ

[

log(Nk)
∣

∣

∣
M̂ b

k−1

]

=− Eπ

[

log
(

Aζ(Xk),ζ(Xk−1)
a

)
∣

∣

∣
M̂ b

k−1

]

+ Eπ

[

γk

∣

∣

∣
M̂ b

k−1

]

.

Hence we can write

Eπ

[

log(Mk)
∣

∣

∣
M̂ b

k−1

]

= log(1− ρ) + Eπ

[

log
(

Aζ(Xk),ζ(Xk−1)
a

)
∣

∣

∣
M̂ b

k−1

]

− Eπ

[

log
(

Aζ(Xk),ζ(Xk−1)
a

) ∣

∣

∣
M̂ b

k−1

]

+ Eπ

[

γk

∣

∣

∣
M̂ b

k−1

]

= log(1− ρ) + Eπ

[

log

(

A
ζ(Xk),ζ(Xk−1)
b

A
ζ(Xk),ζ(Xk−1)
a

)
∣

∣

∣

∣

∣

M̂ b
k−1

]

+ Eπ

[

γk

∣

∣

∣
M̂ b

k−1

]

. (5)

It will soon be useful to note that

Pπ(Xk ∈ Sb, Xk−1 ∈ Sb|M̂ b
k−1) = (1 − ρ)M̂ b

k−1,

Pπ(Xk ∈ Sa, Xk−1 ∈ Sb|M̂ b
k−1) = ρM̂ b

k−1,

Pπ(Xk ∈ Sa, Xk−1 ∈ Sa|M̂ b
k−1) = 1− M̂ b

k−1,

that under the lemma assumptions on p(X0) we can write

Pπ(Xk = ei, Xk−1 = ej |Xk ∈ Sb, Xk−1 ∈ Sb, M̂ b
k−1)

= Ai,j
b Pb(Xk−1 = ej) and

Pπ(Xk = ei, Xk−1 = ej |Xk ∈ Sa, Xk−1 ∈ Sb, M̂ b
k−1)

= Ai,j
b Pb(Xk−1 = ej),

and that for sufficient large k we can write

Pπ(Xk = ei, Xk−1 = ej|Xk ∈ Sa, Xk−1 ∈ Sa, M̂ b
k−1)

= Ai,j
a Pa(Xk−1 = ej)

where Pb(Xk−1 = ej) and Pa(Xk−1 = ej) are the sta-

tionary distributions of the before and after change models,

respectively.

Then application of the law of total probability and Bayes’

rule gives that, for sufficient large k, we can write

Pπ(Xk = ei, Xk−1 = ej |M̂
b
k−1) =

Pπ(Xk = ei, Xk−1 = ej , Xk ∈ Sb, Xk−1 ∈ Sb|M̂ b
k−1)

+ Pπ(Xk = ei, Xk−1 = ej , Xk ∈ Sa, Xk−1 ∈ Sb|M̂ b
k−1)

+ Pπ(Xk = ei, Xk−1 = ej , Xk ∈ Sa, Xk−1 ∈ Sa|M̂ b
k−1)

= Pb(Xk−1 = ej)A
i,j
b ρM̂ b

k−1

+ Pb(Xk−1 = ej)A
i,j
b (1− ρ)M̂ b

k−1

+ Pa(Xk−1 = ej)A
i,j
a (1 − M̂ b

k−1)

= Pb(Xk−1 = ej)A
i,j
b M̂ b

k−1

+ Pa(Xk−1 = ej)A
i,j
a (1 − M̂ b

k−1). (6)

For sufficiently large k, we can now expand the second

term of (5) as

Eπ

[

log

(

A
ζ(Xk),ζ(Xk−1)
b

A
ζ(Xk),ζ(Xk−1)
a

)
∣

∣

∣

∣

∣

M̂ b
k−1

]

=

N
∑

i=1

N
∑

j=1

log

(

Ai,j
b

Ai,j
a

)

Pπ(Xk = ei, Xk−1 = ej |M̂
b
k−1)

= M̂ b
k−1

N
∑

i=1

N
∑

j=1

Pb(Xk−1 = ej)A
i,j
b log

(

Ai,j
b

Ai,j
a

)

+ (1− M̂ b
k−1)

N
∑

i=1

N
∑

j=1

Pa(Xk−1 = ej)A
i,j
a log

(

Ai,j
b

Ai,j
a

)

= M̂ b
k−1

N
∑

i=1

N
∑

j=1

Pb(Xk−1 = ej)A
i,j
b log

(

Ai,j
b

Ai,j
a

)

− (1− M̂ b
k−1)

N
∑

i=1

N
∑

j=1

Pa(Xk−1 = ej)A
i,j
a log

(

Ai,j
a

Ai,j
b

)

= M̂ b
k−1R(Ab|Aa)− (1− M̂ b

k−1)R(Aa|Ab)

≤ R(Ab|Aa) (7)

where the first line follows from the definition of expectation

operation, the 2nd line follows from application of (6), the

second last line follows from the definition of relative entropy

rate between two chains and the last line follows because

M̂ b
k−1 ≤ 1 and relative entropy rates such as R(Aa|Ab) are

non-negative.

The Lemma statement then follows from (5) and (7) by

noting that for any δ < 0 there is a hδ > 0 such that

for all M̂k−1 < hδ we have Eπ

[

γk

∣

∣

∣
M̂ b

k−1

]

< δ as log

is monotonically increasing and the elements Ai,j
b and Ai,j

a

are bounded in size (no greater than 1).

This Lemma 3 bound seems strikingly similar to the

bounding result of Lemma 2 in [19] with relative entropy

rate between chains replacing the role of relative entropy

between measurement densities in that result.

The lemma’s assumptions on p(X0) being the stationary

distribution of Ab and the requirement for sufficiently largely

k have been included to simplify analysis rather than being

fundamental to the bounding mechanism. We would expect

similar bounded behaviour under relaxation of these two

assumptions. The lemma’s assumption of the existence of

stationary distributions is ensured under this paper’s standing

assumption of aperiodic and irreducible chains [21, Ch. 4].

Whilst such ergodic chains are a large and useful class,

the lemma does exclude non-ergodic chains such as those

with transient states, absorbing states or chains that exhibit

periodic behaviours.

We now investigate a phenomenon that occurs when the

Markov chains Ab and Aa are too close in the sense of

having small relative entropy rate R(Ab|Aa) and are unable

to overcome the change event’s geometric prior information.

For this purpose, consider the following concept of a weak

practical super-martingale [19]:



Definition 1: (Weak Practical Super-martingale). If for

any arbitrarily small δp > 0 there exists a hs > 0 such

that if M b
k < hs then

Pπ

(

for all n ≥ k,Eπ[log(M̂
b
n+1)| log(M̂

b
n)] < log(M̂ b

n)
)

> 1− δp

and the log of the no change posterior log(M b
k) is called a

weak practical super-martingale.

The following theorem now holds.

Theorem 2: Assume Ab and Aa have unique stationary

distributions and that the initial distribution p(X0) is the

stationary distribution of Ab. If the chains are insufficiently

separated in the sense that

R(Ab|Aa) < log(1/(1− ρ)) (8)

then for sufficiently large k the log of no change posterior,

log(M̂ b
k), is a weak practical super-martingale in the sense

of Definition 1.

Proof: Given result of Lemma 3, the theorem claim

follows using the same proof steps as [19, Thm. 4.].

The significance of this theorem is that unless the rela-

tive entropy rate between Ab and Aa is sufficiently large

then the no change posterior log(M̂ b
k) is a weak practical

super-martingale and hence there is a posterior interval trap

M̂ b
k < hs where the no change posterior M̂ b

k becomes

increasingly confident that a change has occurred even when

it has not occurred. That the test statistic can exhibit such

behaviour if the before and after chain models are close

is problematic, and can be interpreted as meaning that the

models are insufficiently different to overcome the geometric

prior. The potential for this behaviour is an important design

consideration. One practical remedy to avoid the super-

martingale phenomenon might be to (artificially) reduce the

value assumed for the geometric prior by a sufficient amount

to ensure that the theorem condition no longer holds, and so

that the no change posterior log(M̂ b
k) test statistic behaviour

is a better indication of change status.

V. SIMULATION STUDY

In this section we first illustrate the performance of our

proposed optimal stopping rule in simulation example before

examining the weak practical super-martingale phenomenon

in some detail.

A. Illustrative example

Let us consider a three state Markov chain Xk ∈ S =
{e1, e2, e3} with before and after transition probability ma-

trices:

Ab =





0.99 0.005 0.005
0.005 0.99 0.005
0.005 0.005 0.99



 and Aa =





0.8 0.1 0.1
0.1 0.8 0.1
0.1 0.1 0.8



 .

The change event is assumed to have geometric prior ρ =
0.005.
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Fig. 1. Illustrative example of the augmented state process across two
Markov chain each of three states. The top figure shows the current state of
the augmented HMM. The middle figure is the measurements of the three
states. The bottom figure is the test statistic with detection threshold marked
as the dashed line.

Following Lemma 1, we can consider a six state aug-

mented process Zk with transition probability matrix

A =

















0.98505 0.004975 0.004975 0 0 0
0.004975 0.98505 0.004975 0 0 0
0.004975 0.004975 0.98505 0 0 0
0.00495 0.000025 0.000025 0.8 0.1 0.1
0.000025 0.00495 0.000025 0.1 0.8 0.1
0.000025 0.000025 0.00495 0.1 0.1 0.8

















.

The top and middle sub figures of Figure 1 shows a

simulated example of the state of the augmented process

Zk and Markov chain Xk, respectively. The change in the

statistical properties of the measured process Xk after change

point ν = 1000 is visually apparent. As shown in the bottom

sub figure of Figure 1, our optimal stopping rule (2) is able

to alert of the change when test statistic M̂ b
k crosses the alert

threshold (say) h = 0.4 at k = 1027.

B. Insufficiently Separated Markov Chains

We now briefly investigate insufficiently separated Markov

chains through a parametric study. Consider a symmetric two

state Markov chain with before and after change transition

probability matrices:

Ab =

[

0.99 0.01
0.01 0.99

]

, and Aa =

[

a (1− a)
(1− a) a

]

,

where we explore a ∈ [0.84, 0.99] and assume fixed geomet-

ric prior ρ = 0.005.

We perform a Monte Carlo simulation of 1000 trials for

each a ∈ [0.84, 0.99] for 5000 time steps of the before

change model (i.e. no change event occurs).

Figure 2 is the frequency of the no change posterior M̂ b
k

larger than threshold of h = 0.001 at k = 5000 over

1000 trials. This illustrates that under the conditions of

Theorem 2, which provides that the weak practical super-

martingale phenomenon occurs for a ∈ (0.977, 0.99), the

test statistic M̂ b
k becomes increasingly confident a change

event has occurred, even though it has not.
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Fig. 2. Monte Carlo simulation of no change scenario with two symmetric

Markov chains. Frequency of the no change posterior probability M̂b

k
at

k = 5000 larger than threshold of h = 0.001 over 1000 trials.
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Fig. 3. Two realisations from the Monte Carlo simulation of the no
change scenario with two symmetric Markov chains. No change posterior
probability with self-transition of Aa outside the range a = 0.84 (solid
blue line), and exhibiting the weak practical super-martingale phenomenon
a = 0.985 (dashed red line).

Figure 3 illustrates two realisations with the self-transition

of Aa exhibiting (dashed red line) and not exhibiting (solid

blue line) the weak practical super-martingale phenomenon.

Where a = 0.985 inside the conditions of Theorem 2, the

test statistic, or the posterior probability of the no change

scenario, M̂ b
k becomes more confident a change event has

occurred, even though it has not.

VI. CONCLUSIONS

This paper established an exactly optimal rule for Bayesian

Quickest Change Detection of Markov chains involving a

threshold test on the no change posterior. We provided an

efficient computational approach. We also established an

(undesirable) weak practical super-martingale phenomenon

can be exhibited by the no change posterior when the

before and after chains are too close in a statistical sense.

The potential for this phenomenon is an important design

consideration.
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