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Abstract—This paper addresses the problem of efficient SIFT- ~ The bag-of-featuresimage description is constructed as
based image description and searches in large databases Wit  follows. A set of N; local SIFT descriptors,, d = 1,..., Ny
the framework of local querying. A descriptor called the bag- is first computed on MSER regions [6] that are the most

of-features has been introduced in [1] which first vector quan- . . .
tizes SIFT descriptors and then aggregates the set of resirig stable affine covariant regions [6]. These SIFT vectorslaa t

codeword indices (so-calledvisual words) into a histogram of duantized (using vector quantization) on codewords (dalle
occurence of the different visual words in the image. The ainisto ~ visual word$ of a codebook trained on SIFT descriptors
make the image search complexity tractable by transforminghe extracted from a large image dataset. kgetd = 1,..., Ny,
set of local image descriptor vectors into a single sparse #®r as ;o the quantization indices of th§; local descriptorss, of

sparsity particularly permits efficient inner product calc ulations. - . . ¢
However, aggregating local descriptors into a single hisgram &N Mage. Thebag-of-featuresw is defined as a weighted

decreases the discerming power of the system when perforngn histogram of they, indices. For sufficiently large codebooks,
local queries. In this paper, we propose a new approach thatims w is very sparse. This approach based on vector quantization
to enjoy the complexity benefits of sparsity while at the same which selects the nearest codeword in the vector quardizati
time retaining the local quality of the input descriptor vectors. codebook, has been generalized in [7] by keeping multiple

This is accomplished by searching for a sparse approximatio .
of the input SIFT descriptors. The sparse approximation yigds nearest codewords. Thanks to the sparsitywofthe bag-of-

a sparse vector per local SIFT descriptor, and helps presemg featuresapproach reduces the search complexity, compared

local description properties by using each sparse-transfoned  with the initial SIFT local descriptors: only elements atco

descriptor independently in a voting system to retrieve ingxed mon non-zero positions need to be multiplied, when computin

images. Our system is shown experimentally to perform betfe e product distances between the query descriptorstend

than histogram based systems under query locality, albeittaan d int tored in the datab Th i

increased complexity. descriptors stored in the database. The sparse vectors can

indeed be stored in a row-major matrix structure, known

I. INTRODUCTION as inverted filein the text search community, whose row

Content-based image retrieval [2] aims at finding an imag&tries allow to access all descriptor vectors having azevo-
in a database by using a query made of a user-selecé&nponent at the corresponding row position. This strectur
image region instead of a text. The problem can be sep@rmits efficient access to the data, as descriptors in the
as consisting of two (not necessarily disjoint) sub-protde database having coefficients at positions common to theyquer
(i) designing a good image descriptor (one that is invariaMectors coefficients are stored contiguously in memory.
to image transformations) and (ii) designing a good way of Nonetheless, the sparsity bhg-of-featuress attained by
indexing such descriptors (one that permits low-compyexigacrificing the locality of the input descriptors, during
match retrieval). Regarding the first problelogal descriptors the histogram construction. This is particularly harmfal i
are the most appropriated [2]: multiple such descriptoes dhe context of local querying. Treating local requests is an
obtained each from a local region of the underlying image THmportant functionality of image search systems as it makes
most successful local descriptor [3] is the SIFT descripthr Possible to seek particular objects. In this paper, two ough
It consists of al28 dimensional histogram of angles of theare described which, rather than building a histogram tadged
differential gradients of the pixels’ intensity. To addsehe sparsity, transforms each local image SIFT descripfointo
second problem, Sivic and Zisserman have recently intredlu@ sparse vector,; individually. In the first approach, the
the so-calledbag-of-featuresdescription [1]. This approach sparse representation of each local SIFT descriptor ivetri
allows using theinverted fileindex of the text search com-by keeping thek-nearest codewords in a trained codebook.
munity [5] for content-based image retrieval with traceblln contrast with [7], the image is described here by the
complexity. resulting set ofV; sparse vectors rather than by a histogram of

these vectors. The second method uses sparse decomposition



algorithms [8], [9], [10] and in particular the basis putsui[7] aims to reduce search complexity by reducing searches to
algorithm [11] to derive a sparse approximation of eachllocame and memory efficient inner product calculations betwee
SIFT descriptor. Note that sparse approximations havadyre sparse vectora'. Let N; be the number of local descriptors
been considered in pattern recognition problems, e.g., faran image, andlD|. the codebook size withD|. >> d. The
finding approximate nearest neighbors search in [12], or foth component of dag-of-featuregv! of size|D|. is written
constructing a mathematical model for the manifold comgoses: 1 1
of pattern’s transformations in [13]. The resulting matdfo wli = — f1, log =575
is then a continuous, connected set of points in patternespac a f25
Querying using a given input pattern thus amounts to findinghere f', is the frequency of occurrence of the codeword
the manifold that is thelosest(eg., in the euclidean sense) tqor visual word 7 in the image which results from the vector
the input pattern (a single point in pattern space). quantization of its local descriptogs; f2%, is the frequency
The complexity and the performance of proposed searghoccurrence of images containing the codewowdthin the
methods are assessed comparatively to liag-of-features database, and is a normalization constant. Lef be the all
approaches [1], [7] as a function of the query locality (i.ezero vector with a single unit coefficient at the positionegiv
size of the query area). The comparison is performed usipg the selected codeword index and note that the codeword

analytical derivations as well as simulations on an imaggage frequency vectoy! of size |D|. can be written as

database. 1 Nioo1

. . . N: =1 %5
The rest of the paper is organized as follows. Section ﬁThej bagfof-featuresapproach has been extended in [7] by
briefly reviews thebag-of-featuresystems and analyses theircomputing the vectof* as

behavior under local querying. Section Il presents thespa

i=1,....|Dl (1)

local descriptors constructed by taking theNN approxima- . 1 .
tions of the SIFT vectors. It then presents the local detmsp I = N, Z@jv )
constructed by using the basis pursuit algorithm. The gotin J=1

system based on the inverted files principles which has bagRerez* is a vector of-0 normk > 1 for which the positions
used to assess the performance of the local descriptor&in ¢ the & non-zero components correspond to thenearest
image retrieval application is then described. A complexicodewords isual word$ in the codebook. The values of the
analysis, in comparison with theag-of-featuresis also given. % non-zero components are given by
Section IV gives performance evaluation results as a fancti 1
of the complexity and the locality of the search using the zk = Xexp(—éf/ag), l=1,... k. 3)
Holidays image database.
For notational clarity, we use un-emphasized letters dike Hereo? is a fixed parameter tuned according to the used code-
to denote scalars, while underlines asiidenote vectors. The D00k, d; is the euclidean distance betweerfthe underlying
i-th element of a vectas is denoted ag;. The k-th vector in l0cal descriptor) and thé-th chosen codeword, andl is an
a set of vectors i@k' and itsi-th element is denotedk.’i_ -1 normalization constant [7] The aSSOCiatmg-Of'featUreS
vectorw* is built similarly tow! by substitutingf* in place
Il. SEMI-LOCAL SEARCHESUSING BAG-OF-FEATURES of f1in (1): -
In this section, after reviewing theag-of-featuresystems, B ko Lok
we carry out an analysis of the score of a correct response =y i log
under local queries to illustrate how the locality propeoty

the initial SIFT descriptors is affected by thag-of-features will discard the superscripk and usew to denotebag-of-

algorithm. .
featuresvectors in general.

Searches using local descriptors require establishinge-cor L . : .
) . The bag-of-featuresparsity-inducing mechanism results in
spondences between sets of descriptor vectors, assotiated L i
a loss of performance under local querying: the algorithm

the query image and to one of many indexed images. Lo%alhieves cparsity by forming a sinale (alobal histoaram
description algorithms can yield hundreds or even thousané]c ) P y oy g a sing (@ ) ) 9
of descriptors per image. In addition, the descriptor e escriptor from a set of (local) input descriptors. To Hlus

high dimensional128-dimensional for the case of the SIF'I'g:;ir?hg’rscg?zgei:];e)l(%%alirgseéyqv\?eeir;idthbgn%:gg;eto?; an
descriptor [4]. This high density of local descriptors conaul P ge. b

with their high-dimensionality renders an exhaustive Sbarmdexedbag-of-featurea_u in terms of backgrounduf;;) and

of matches impossible under reasonable time constraint§<'y region {,) bag-of-featuresThe number of times the

Their high-dimensionality further proscribes traditibriata coojlce.viozszfgctjru;?vln_t?ve)?gexve\’ﬂégit};eisciiﬁe k;]eur\r/]vggtregf as

structures that have complexity that can grow exponentiall //¢ — “*¢/ i ! a7 a ,

with dimensionality. dgscrlptors in the query region, thag-of-featuresu is thus
Due to the high-dimensionalityl of local descriptorss given by:

(d = 128 for the case of SIFT) and their large density per im- _ap Ni—N,g ag Ny (5)

= ——" - i+ — = "
age (hundreds or thousands), thag-of-featurescheme [1], v @ Ny B a Ny Wai

(4)

7P

Letting & = 1 reducesw” [7] to w' [1]. When irrelevant, we



where ap,a, and o respectively denote the norm of the Let D be the matrix that contains the codewords along

backgroundw;, the queryw,, and the entire image. The its columns. The visual worg' used when building thbag-

resulting score for the matchirtapg-of-featuresw, given the of-featuresdescriptor yields a coarse representatioaf the

local querybag-of-featuresu,, is then: underlying.SIlFT descriptoj by specifying the one codeword
D, most similar tos. This can be formalized as:
<ww>:M<w w>+%.& (6)
o aN; TP o N 3=Dz'. ©)

This expression illustrates how the score is more and M@{@erez! has a single, unit-valued, non-zero coefficient. This

impacted by the backgrourishg-of-featuresu; as the query syggests using a better reconstructiomf s by using a linear
region becomes more local. The score due only to the qu@mbination of codewords

region (right-hand term in the sum) will be contaminated X .
by the correlation between query and background descsiptor 8, =Dz’ (8)

(left-hand side in the sum). where z* is a real-valued sparse vector with multiple non-

I1l. NEW LOCAL SPARSEDESCRIPTORS zero coefficients. The vectar is the proposed descriptor; we

. . name it avisual sentencean extension of the nameésual
In the previous section, we have shown how thegy-of- : 1: ) : .
wards given to the vectorg' in [1], as it defines a linear

featuressystem succeeds in reducing a complex query between = 2 .
y 9 plex query combination of visual word®), .

images each being represented by sets of local descriptor?he problem of selecting the best coefficients and code-

into simple inner product distance calculation betweensspa ”» T .
words (non-zero positions) far® is an open question. Mo-
vectorsw. The approach nonetheless suffers from a loss In ) ; o :
. . . . tivated by (8), in this work we optimize the reconstruction
descriptor locality, as the set of local image descriptoesew 9 . L
. . . . - error |Dz* — s|? and sparsity ofc®. Both characteristics are
transformed into a single global descriptor. In this seattiwe . i . o
. ; . . of importance: the reconstruction error is directly reddtie the
present sparse descriptors that retain the locality of rtipeti . : L
. ; . o .performance of the descriptor while sparsity is relatedaim<
descriptors while at the same time enjoying the complexi

benefits of sparsity. We propose two different approaches exity, as we will show later, analytically and experimalh

P y. e p .p ' . PP Ris optimization problem has been addressed extensively i
get sparse representations: the first one is based-NiN th image processing literature [8], [9], [10], [11].
approxn_n.atmns, vyhereas the s_econd one borrqws SParse 94 our work, we use the basis p’urSL,Jit alg;orithm [11] as it
composition algonthm from the 'mage compression and $Ignarovides an op’)timal tradeoff between sparsity and recoastr
processing community. We also Q'SCUSS the voting syst 10n error. The algorithm formulates the selectiontfas the
and the complexity induced by having several descriptors P lowina constrained optimization oroblem:
image. g P P '

A. k-NN based descriptor a* = argmin |s — Dz*[* + hlz*[1, 9)
The first descriptor is constructed by selecting theearest

codewords as explained in Section Il for thag-of-features

but this time keeping the set of; individual sparse Vectors 4y reconstruction error: the highkris, the more sparse®
instead of a single descriptar per treated image. This ap-js |t would be more natural to use the norm corresponding
proach yieldsV; sparse descriptots” and a voting algorithm 4, the number of non-zero elements of. The i1 norm is
can be used to carry out queries. With this representatiouey nonetheless as it reduces the problem to a linear progra
codewords define cells in the SIFT description space. AS &y can be solved using standard mathematical routines.
weighting (_:oeff|0|ents of a sparse vectof are computed The meaning of this representation is different from the
as a _functlon c_)f the euclidean distance betvv_een the SIRN based descriptor. Here, the sparse vegforepresents an
descriptor and its: nearest codewords, the weighted vectay,,oximated reconstruction of the SIFT descriptor. Thius,

2" can be seen as a local coordinates of the SIFT descripffer product between sparse vectors can be seen as a rough

relatively tp its thek ngargst neighbouring cells._ It ac_ts aSpproximation of the descriptors correlation.
an approximated localization of the SIFT descriptor in the

description space. The distance between two sparse dessripC. Voting system and data structure

z* thus approximates the distance between underlying SIFTThe query score usinag-of-featuress computed as the
descriptors in the description space. distance calculation (normalized inner product) between
vectors. Given that the sparse decomposition provide

, , . sparse and local descriptor$ (or equallyz*), this ranking
The second descriptor is constructed by running the ba§§%tem no longer applies. It is replaced by the followingnat

pursuit algorithm [11] to find a sparse approximation of eacll ctem: for each of thev. local descriptorsz® of a query
input SIFT descriptor, thus obtaining a single sparse Vecighage thek closest desqcriptors among the whole database
x® per input descriptos. Similarly, the approach yield8/;  4re Yetained. Each image having at least one descriptorg@mon
sparse descriptots®. these K-nn will vote once. In the end, at most &€ x N,

where| - |1 is the -1 norm denoting the sum of coefficients
of 2°. The parameteh controls the tradeoff between sparsity

B. Visual Sentences



votes are distributed amongst all database images, and tbefficients position with an overlap coefficient [1/N;, 1],
cumulative votes for each image yields its score. thus writing thel-0 norm of abag-of-featuregbuilt using all
The sparsity of the descriptors is exploited for inner-pretd the N; descriptors in the entire image) as,, N7, wheren,,
calculation. Indeed, finding th& nearest neighbors of a querydenote the mean number of non-zero coefficients’in The
descriptorz® can be efficiently implemented using an invertechean bin sizeB3,, (when indexingbag-of-featuresectorsw)
file index which is slightly different from the one used in thecan thus be estimated as:
context ofbag-of-featuresThe row entry; of the row-major -
matrix stores in a contiguous memory bin tji¢h non-zero Bu = vy Ny - I/|Dle. (12)
coefficient and the corresponding descriptor identifiedidhe  Likewise, the number of bins activated by the queag-of-
indexedz®. Only memory bins having the same index as thaturescan be written asn,, N,, with v € [1/N,, 1]. The
positions of the non-zero coefficients of the query deseriptcomplexity forbag-of-featurescoring can then be written as:
need to be retrieved from memory (or disk) and processed.

) ) M, = Vﬁu,Nq - By
D. Complexity Analysis = viwN, - (viwNr - 1/|D|.)
We now present an image search complexity analysis com- = 2 - N,N;- (I/|D].). (13)

paring sparse descriptors abdg-of-featuresAs a complexity
measure we will use an estimate of the mean number ofComparing the resultingpag-of-featurescomplexity above
coefficients to retrieve given a set of query descriptorgs THO that of sparse descriptors in (11) indicates thay-of-
number further equals the mean number of mult|pI|cat|orieatures is more computationally efficient by a factor of
to carry out when calculating all inner products between th(% Thebag-of-featureslescriptors gain in performance for
query set and the indexed descriptors. If the query set stsnsmaller (-0 norm [7], and thus this factor will tend to favor
of a single global query descriptar, this complexity measure bag-of-featuresWe will see in the results section that for
is given by the cumulative sum of all the bins having esmalli-0 norm thebag-of-featuremutperfom the local sparse
index corresponding to the non-zero positions of the querydescriptors in terms of complexity. However, a discerning
descriptor. For the case of sparse descriptors, we wilh&urt descriptor under local queries is able to return betterlt®su
sum bin sizes over all descriptors in the query set. for lower numbers of query descriptors (i.e., for lower \elu
We first derive a complexity expression for sparse descripf V,). In the results section we evaluate the performance of
tors. Since multiple sparse descriptors are available peryy different query systems as a function 8f, and verify that
the complexity for the entire query will be the sum of perthe sparse descriptors yield better performance for smaller
descriptor complexity over all descriptors present in therg. values of V,,.
Let I denote the number of images in the databad$égthe
mean number of local descriptors per-image andhe mean
number of non-zero coefficients in the sparse descriptérs  In this section, we compare experimentally thag-of-
An estimate of the mean bin sizB, can be defined as thefeaturesimage description and retrieval system [1] to the
total number of non-zero coefficients in the database divideroposed local sparse descriptors using the voting system
by the total number of bins: described in section lI-C. The experiments have been made
- with the holidays image database [14] which consist$48fl
Bs = nsNr-1/|De, (10) images organized intd00 groups of images of varying size.
where |D|. is the number of codewords available. For &Or all methods, to compare withag-of-featuresprocess,
single visual sentence, the number of multiplications toyca the initial SIFT descriptors are computed on MSER regions.
out is equal to the sum of bin sizes of all bins activatelf total, more than3 millions local SIFT descriptors have
by the query. Thus, for a query comprising an average Bgen extracted (two thousand per image on average). For each
N, query descriptors, an estimate of the mean number Image thebag-of-featuresthe exponentially-weighted vectors
multiplications required can be taken as the total of na-zez” (3) and the visual sentences have been computed.

query coefficients times the estimated mean bin size in (10): The performance of the system has been evaluated as a
unction both of complexity and of the locality of the search

IV. RESULTS

M = 7Ny By Each image has one or more relevant images in the database,
= nsN, - (nsNr-1/|D]e) and each image out of th&191 images has been used as
= n%.N,N;-(I/|D|.). (11) @ query image. The locality of the search is controlled by

varying the numberV, of query descriptors used, where the

Considering next the case tiag-of-featuresscoring, the descriptors used are always taken to be those related tmsegi
number of non-zero coefficients of lag-of-featuresw is  of the image closest to the image center. This choice of query

generally not equal taV;. Due to possible overlap in non-region allows us to easily control the locality of the search
zero coefficient positions amongst thein (3): each of theV;  hence to evaluate its influence on performance. As the same
descriptors in the image witlt mostcontributek new non-zero query region has been used both for the reference and the
coefficients to théag-of-featuregv. We model the overlap in proposed systems, this choice does not favor one or the. other
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Fig. 1. Comparison of performance as a function of the dietig training Fig. 2. Comparison of visual sentences Wag-of-featuresin terms of
method. All systems use the visual sentences descrigtowhereh is given  complexity and recall vs. precision when usifg, = 30 and N; = 50.
in (9). A value of h = 250 (cf. (9)) is used to build the visual sentences

As a measure of performance we use average precision (osteows that the performance is not greatly affected by the
all queries) calculated at specified recall values (we Rse training algorithm.
0,0.1,0.2,...,1) [15]. The complexity is computed as the Figure 2 compares visual sentences to liag-of-features
total number of multiplications required for the image querwhen usingV, values of30 and50. The top graph represents
Section IlI-D gives an estimate of the complexity expresseble complexity quartiles as explained before, for each ef th
according to the mean number of non-zero coefficients offeur experiments, while the bottom graph shows the search
query and the mean bin size of the index structure. Howevegsults quality in terms of recall and precision. While the
in practice, the codewords are not uniformly distribute@rov performance of visual sentences remains stable when regluci
the image database, leading to different bin sizes. This, the numberN, of query regions, the performance lo&g-of-
complexity varies from one query to another, depending deaturesdegrades rapidly with reduced,. As expected, the
its sparsity and the size of bins needed to be retrieved. Asnaproved performance for local queries comes at the price of
complexity measure, we thus present both the 10% and 9@6reased complexity (top of Fig. 2), as the visual sentence
complexity quartiles, computed over all queries. descriptors require a greatéf norm and thus (i) a greater

The same codeboold has been used for the all thenumber of coefficients needs to be indexed and (ii) a greater
setups considered; it consists 1, 000 codewords obtained number of index rows is activated by each query.
by applying K-means on SIFT/MSER descriptors obtained We also comparatively assess the two local sparse descrip-
from the Stewénius-Nistér image database [16]. Othémitrg tors, the one constructed using a sparse approximationeof th
algorithms better suited to sparse approximation algwsth initial SIFT descriptor obtained with the basis pursuitaalg
exist, notably theK-SVD algorithm [17]. These algorithmsrithm, and the one constructed by considering thaearest
are nonetheless very costly and the available implementsti codewords in the codebook, with weighting coefficients give
yield prohibitive complexity for the dataset and codeboory (3). In this last method, the sparsity of the resultingtoec
sizes concerned by description and indexing applicatian. E* is clearly determined by the numbeof nearest codewords
gauge the potential impact of the codebook training methathosen. When using the basis pursuit algorithm, the sparsit
we provide results for our proposed description/votingeys of vectorz® is controlled by theh parameter present in the
when training a small codebook af 000 atoms using both optimization cost function (9). In order to compare these tw
the K-SVD algorithm and the<-means algorithm. It can be approaches in terms of complexity, we set the parameters of
noticed that the sparsity decreases along with the codebab& basis pursuit algorithm in order to obtain similar sjtars
size, resulting in a complexity increase. The results aotted of 2* andz*. Figure 3 shows that the two methods perform
in Figure 1. For comparable complexity levels, the figureomparably with similar complexity.
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[11]
V. CONCLUSION [12]

In this paper, we have described two methods for efficient
SIFT-based image description and searches in large datbas
in the context of local querying. The methods rely on &3l
sparse representation of SIFT descriptors computed on MSER
regions. A retrieval and voting system based on an invertgd)

file has been developed and adapted to the two descriptors.

These approaches benefit from a complexity decrease whi
result from the descriptor vector sparsity, while pressgvhe
locality properties of the indexed descriptors. The arialyd16]
has indeed shown that local queries using these descrip
perform better than with thbag-of-featuresmage descriptor
and retrieval system, where a single histogram is congtduct
from multiple local descriptors and used as a single defxrip
for the query region. The corresponding complexity is also
increased, but the methods, by tuning th@orm of the sparse
descriptors, allow an easy control of the trade-off between
complexity versus precision of the local queries. Note that
the inner product distance may not be the most appropriate
distance measure between sparse vectors, due to instabilit
in the codeword selection process under slight variatidns o
original vectors. Further work will be dedicated to study a
more appropriate distance measure. Another possible wrapro
ment will be to exploit the property of codeword selection
process using another sparse decomposition algorithm that
gives different importance to the codewords selected.
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