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Abstract—Quantum-dot fabrication and characterization is a
well-established technology, which is used in photonics, quantum
optics and nanoelectronics. Four quantum-dots placed at the
corners of a square form a unit cell, which can hold a bit
of information and serve as a basis for Quantum-dot Cellular
Automata (QCA) nanoelectronic circuits. Although several basic
QCA circuits have been designed, fabricated and tested, proving
that quantum-dots can form functional, fast and low-power
nanoelectornic circuits, QCA nanoelectronics still remain at
its infancy. One of the reasons for this is the lack of design
automation tools, which will facilitate the systematic design of
large QCA circuits that contemporary applications demand. Here
we present novel, programmable QCA circuits, which are based
on crossbar architecture. These circuits can be programmed to
implement any Boolean function in analogy to CMOS FPGAs and
open the road that will lead to full design automation of QCA
nanoelectronic circuits. Using this architecture we designed and
simulated QCA circuits that proved to be area efficient, stable
and reliable.

Index Terms—Quantum Cellular Automata (QCA), Crossbar
architecture, FPGA, Nanoelectornics.

I. INTRODUCTION

UANTUM-dot Cellular Automata (QCA) is a promis-

ing nanoelectronic technology, in which information is
stored as configurations of electron pairs in coupled quantum
dot arrays. In QCA circuits these arrays are used [1] to
implement Boolean logic functions. More specifically, taking
advantage of the quantum mechanical effects, QCA signifi-
cantly reduce the size of digital circuits and operate at high
speeds in very low power levels. QCA cells change their states
due to interactions with neighboring cells via electrostatic or
magnetic fields. Consequently, QCA, instead of using ranges
of voltages or currents to represent binary values, they use the
position of electrons in quantum dots. QCA integrated circuits
have been implemented in densities up 1012 cells/cm? and the
circuit switching frequency can be close to a terahertz [2]], [3]].
Since 1993 when QCA were introduced by Lent et al.
[4]], several logic gates, circuits and design rules [5], [6l], [7]
have been proposed such as the binary wire [8]], the majority
gate, AND, OR, NOT and XOR gates [9], bit-serial adder,
full adder [10], [11], [12], multiplier [13], multiplexer [14],
[L15], [16f, flip-flop [17], [18], [19], arithmetic logic units
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(ALU) [20l, [21] and serial or parallel memories [22], [23l],
[24]. QCA circuits are generally stable, very fast and they
consume very small amounts of energy, but the lack of design
automation tools that will enable the design and simulation of
large circuits and the lack of a scalable and modular archi-
tecture that will facilitate circuit fabrication do not allow the
full development of this promising nanoelectronic technology.
Furthermore, programmable pre-fabricated QCA circuits, such
as microelectronic FPGA circuits, are expected to boost the use
and applications of such circuits published in the literature.

In this paper, we propose a novel design method of imple-
menting Boolean functions using programmable QCA crossbar
circuits. Crossings of horizontal and vertical nano-wire lines
form a crossbar, which is considered as one of the most
promising solutions for nanoelectronic circuit architectures
[25], because of its fabrication simplicity and the inherent
redundancy, which supports defect tolerance [26], [27], [28],
[29], [30]. Its favorable properties include a periodic geometry,
straightforward fabrication procedures, and a very compact
definition of devices and interconnections, facilitating large
scale fabrication and ultra high device density [25]. In the
architecture proposed here, a QCA logic gate is formed at each
cross-point of the crossbar. The logic gate can be programmed
to operate as an OR, AND or NOT gate. These programmable
gates form a universal Boolean set and any Boolean logic
function can be implemented using this architecture, leading
to QCA circuits that can execute any computation task.

Furthermore, in order to provide designers with as much
as possible flexibility a detailed methodology is introduced to
enable the robust and efficient design of the corresponding
QCA circuits. The proposed method takes into account the
input/outputs as well as the considered programming lines
of the crossbar architecture to implement Boolean functions
and standard QCA circuits with the help of QCADesigner
simulation tool [31]. The timing issues of QCA cells and gates
are successfully handled in every case with a cascadable, easy
to follow way. The resulting QCA circuits use less unit cells
and occupy less area compared to the state of the art QCA
circuits.

The structure of the paper is as follows: In Section
the necessary background for the QCA circuits is provided.
In Section the proposed programmable basic logic QCA
gates, i.e. AND, OR and NOT, that are formed at line
crossings are presented. In Section the design method of
programmable crossbar QCA circuits is described analytically.
In Section [V] the proposed method is applied and evaluated by



implementing several Boolean functions. The corresponding
results are discussed and compared with well-known QCA
circuits published in the literature. Finally, conclusions and
future perspectives are drawn in Section

II. QCA PRELIMINARIES

The basic building block of QCA devices is the QCA cell
presented in Fig.[I] It consists of four quantum dots in a square
array coupled by tunnel barriers. The physical mechanisms for
interactions between dots are the Coulomb interactions and
quantum-mechanical tunneling. Electrons are able to tunnel
between the dots, but cannot leave the cell. If two mobile
electrons are placed in the cell, in the ground state and in
absence of external electrostatic influence, Coulomb repulsion
will force the electrons to dots on opposite corners [4]. The
two possible charge configurations are presented in Fig. 1| and
are corresponding to binary “1” and “0”.

Quan}um-dot Electron
2;\{ 1 ? |
; I < Tunnel
@O |Ore|
3 4
lllll HOII
P=+1 P=-1
Fig. 1. The basic QCA cell.

For an isolated cell, the two polarization states are energet-
ically equivalent. However, when a neighboring QCA cell is
near, the equivalency breaks and only one of the two states
becomes the cell ground state [4]. Polarization, P measures
the extent to which the charge distribution is aligned along
one of the diagonal axes. If we label the four dots from 1
to 4 anti-clockwise starting from the upper right dot of the
cell, and assign p; as the electron density of the i** dot, P is
defined as:

p— (p1+p3) = (p2 + pa) (1)
p1+ p2+p3+pa

The stability of QCA circuit is based on the assumption
that the system falls to the ground state every time is excited
by the inputs. However, this is not always guaranteed so in
this case the system settles in a metastable state, affecting
the functionality of the design. This problem can be solved
by adiabatic switching [32]. In adiabatic switching the system
is always kept in its instantaneous ground state by using a
clocking scheme sequence of four periodic phases. QCA cells
receive the clock signal through an electric field which can
raise or lower the tunneling barrier between dots inside the
cell. When the barrier is low the electrons can move from one
dot to another according to the overall external electrostatic
influence. In case of high barriers the electrons are locked
inside the dots so the external fields can not change the state

of the cell. The adiabatic switching clocking scheme consists
of four phases: Switch, Hold, Release and Relazx.

The adiabatic switching clocking scheme is implemented
by applying four clock signals to the QCA circuit in order to
control the clocking phase of each QCA cell in the circuit.
In order to use the adiabatic switching clocking scheme the
QCA circuit must be partitioned into clocking zones in such a
manner so that all cells in a clocking zone are controlled by the
same clock. The clocking zone partitioning is a crucial factor
of the QCA design, because the order of appearance of the
four clocking zones in the circuit controls the flow direction
of the signals inside the QCA circuit.

At the beginning of the Switch phase, the QCA cells in
the zone are unpolarized since the cell tunneling barriers are
low. During the switch phase the barriers are raised and the
QCA cells become polarized according to the state of the cells
that drive the zone. The driver cells must belong to a different
clocking zone and specifically at the hold phase (90° phase
difference, leading). Switch phase is the clock phase that
the actual computation (or switching) occurs. At the end of
switch phase, barriers are high enough to block any electron
tunneling and this locks the state of the cell. Next phase is
the Hold phase. During this phase the barriers remain high
so the zone outputs can drive the inputs of the next clocking
zone sub-circuit. The next zone (which is driven from our
reference zone) must be at switch state (90° phase difference,
leading). At the Release phase, barriers are gradually lowered
and finally cells are allowed to relax to an unpolarized state.
Finally, during the fourth clock phase, the Relax phase, cell
barriers remain lowered and cells remain in an unpolarized
state.

Fig. [2] presents an adiabatic clocking scheme application
example on a binary wire. In the example the state of the two
upper QCA cells constitute zone 0 is propagated gradually to
the bottom zone 3 cells, according to the clocking mechanism
presented above. The diagram in the figure shows the clocking
phases of each zone for the duration of the signal propagation.

zone 0
clko

zone 1
clkl

Signal propagation

zone 2
clk2

zone 3
clk3

Fig. 2. Adiabatic clocking scheme application example on a binary wire.

A row of QCA cells acts like a wire usually called binary
wire [8]. In QCA circuit designs of binary wires, inverters



and three-input majority gates are the fundamental parts.
The inverters are constructed with a fork structure and the
majority gates with a cross structure [9]]. Coplanar binary wire
crossovers can also be implemented in QCA designs which is
a very useful technique for designing more realizable circuits

[9].

ITI. PROGRAMMABLE LOGIC GATES FOR QCA CROSSBAR
CIRCUITS

Crossings of “horizontal” and “vertical” QCA wires form
programmable majority gates which have been fabricated and
tested [3]. Fig. 3] shows a majority logic QCA gate formed at
such a crossing. The gate comprises five cells in each direction.
The three inputs to this gate are the top, left and bottom cells,
A, B and C and the output is the right cell. The output is equal
to the majority of the input states. The central cell, which is
the one that performs the calculations is called the “device
cell” and in every case is in the same state as the output.
One of the three inputs of the majority gate can be used as a
“program line”. Let us assume, that the program line comes
in from the top input cell, namely B, (of course any one of
the input cells can serve as a program line due to symmetry),
and the rest of the two inputs are free to be set at any state. In
such a case, one can see that if the program line state is set to
one, the majority gate actually performs the OR Boolean logic,
while when the program line is set to zero, the majority gate
becomes an AND gate. Therefore, the majority gate can be
programmed to function as an OR or an AND gate by setting
the state of any one of its inputs to logic one or zero and
keeping it constant during the operation of the gate. Although
QCA wire crossings can be programmed to function as AND
or OR gates, they cannot be programmed to operate as NOT
gates by setting any two inputs to any logic value.
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Fig. 3. The majority logic QCA Gate. Using one of its inputs as a program
line, the majority gate becomes a programmable AND/OR gate.

The frequently used QCA NOT gate (Fig.[d) is based on the
fact that the input signal comes from the left of a QCA wire
and splits into two parallel offset wires. The signal is inverted

at the right end of the circuit forming thus a NOT gate. As
it can be easily observed, such a gate is not applicable to
the crossbar architecture, due to the fact that its structure is
different from the one the crossbar demands.
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Fig. 4. The standard QCA NOT gate design.

Consequently, in the context of this work, a different imple-
mentation of a QCA NOT gate is proposed. As demonstrated
in Fig. 3] the proposed NOT gate is suitable for the design
of QCA circuits in crossbar architecture, given that it can be
implemented in a cross point of the crossbar. In particular,
the proposed NOT gate has the same cells’ topology as the
pre-mentioned majority logic QCA gate, namely it comprises
five cells in each direction. Among all nine cells of the
gate, only four of them are useful for the signal inversion,
since these are the ones that transfer the signal. These cells
shown in Fig. [ with green color, are triggered by the same
clock, while the rest five cells (blue color) are triggered by
another clock so that these two clocks do not overlap. Due
to symmetry, the input signal may come in from any side
of the gate; however, let us assume that the left side of the
gate serves as input wire. In this case, the inverted signal
exits the gate from the top or bottom cell. In other words,
the incoming and the outgoing wires should be perpendicular
to each other. This means that the proposed NOT gate is
based on the diagonal orientation of two cells, namely in
Fig. [3 the last from the left cell and the upper cell of
the incoming and outgoing wire, respectively. These cells in
diagonal orientation, due to local Coulomb interactions, tend
to be aligned in opposite polarization directions, in the same
way that two rotated cells in a horizontal orientation do. Thus,
the inverted signal exits the gate from the output cell Qutput
and following the principle of minimum energy corresponds
to the stable condition of the gate. As a result, the proposed
QCA inverter is able to be applied in a crossbar as long as its
cells follow the aforementioned structure and timing issues.
In specific, we take advantage of the diagonal orientation of
the two cells “last from the left” of the incoming wire and
“upper cell” of the outgoing wire to obtain inversion. This
will invert a “0” to “1” with high reliability and, analogously,
taking advantage of the rest of the inserted column cells this
will also invert a “1” to “0” with the same high reliability
and stability. In terms of polarization of of the NOT gate
cells in the QCA crossbar, the resulting charge distribution
based on QCADesigner simulation results from the energy
distribution of the QCA cells and the different phases of the



two clocks established in the proposed NOT gate. In specific,
the stability of the proposed gate is provided by the Coherence
Vector model measurements which calculate the state
of the cells based on the accumulated kink energies. In all
possible combinations of polarizations that take into account
the proposed different clock zones and the number of cells
between cross points, the Coherence Vector machine produces
kink energies for the inverted cells that keep the polarization
steady in every case.
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Fig. 5. The proposed QCA NOT gate in crossbar architecture.

More specifically, to verify the functionality of the proposed
in this paper NOT gate we compared the results of the
proposed NOT gate to the ones of the standard QCA NOT gate
in terms of stability and robustness. Therefore, Fig. |§|illustrates
two simple circuits, each of which contains only one of the
pre-mentioned QCA NOT gates and the same input is inserted
into both of them. The results of both implementations of the
QCA NOT gates are demonstrated in Fig. [7]] By observing
these results, it is obvious that the proposed QCA NOT gate
is able to invert both states with high reliability and stability.
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Fig. 6. Standard QCA NOT gate vs our proposed QCA NOT gate.
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Fig. 7. Same inputs are inserted to the two different QCA NOT gates. The
simulation results indicate that these two different implementations appear to
be equally stable and reliable.

Moreover, in Fig. [8| the functionality of the proposed NOT
gate is analysed for all possible input combinations combined
with all possible values of the indifferent signal I. The results
are shown shown in Fig. 0] For all values of signal I, the
input signal InA is always inverted in the output signal OutA,
which is located at the lower cell of the crossbar design.
The successful inversion of input InA in all possible cases,
no matter which values take input signal I as presented in
Fig. corroborate the high reliability and stability of the
inversion succeeded by the proposed NOT gate. We would like
to emphasize that the only condition for this inversion is the
proper timing of the input—output related cells shown in Fig.
with green color, which are triggered by the same clock, while
the rest five cells (blue color) of signal I and the indifferent
most right cells are triggered by another clock. The two clocks
do not overlap and this timing asymmetry compensates for the
spatial asymmetry of our NOT gate, resulting in the inversion
of both “1” and “0” with the same reliability.
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Fig. 8. Input and output signals of the proposed QCA NOT gate implemented
in the cross point of the crossbar.



Simulation Results

max: 1.00e+000

InA

min: -1.00e+000

max: 1.00e+000

min: -1.00e+000

max: 9.80e-022

CLOCK 0

min: 3.80e-023

7000 3000 9000 10000 11000 12000

Fig. 9. Simulation results for all possible values of the input signal InA,
signal I and the corresponding output OutA of the proposed QCA NOT
gate. In all cases NOT gate succeeds to invert the input signal InA with high
reliability and stability.

IV. DESIGN METHODOLOGY AND PROGRAMMING OF
CROSSBAR QCA CIRCUITS

In this section, we will describe the method for designing
and programming crossbar QCA circuits that implement any
given Boolean functions. The programming of crossing points
to form the basic logic gates described in the previous section
must follow certain rules that will be described later on.
The crossbar architecture demands on one hand an appro-
priate location for each gate of the circuit, corresponding
to suitable connection between the gates of the circuit and
on the other hand a proper timing, meaning that each cell
should be triggered by a specific clock wave at the correct
time phase. We want to develop a design methodology for
programmable QCA crossbar circuits in analogy to the CMOS
FPGA circuits. However, the combination of the QCA circuits
with the crossbar architecture is not only a novel task but also
a quite promising one, because of the resulting stability in
conjunction with adaptability and regularity.

The following design rules should be followed:

Inputs/ Outputs: As shown in the crossbar architecture of
Fig.[I0] each input signal should be applied to the one side of
the crossbar, while the desired output should be extracted from
the opposite side. This way there will be no conflict between
the inputs and outputs of the circuit, since the incoming and
outgoing signals will be in different sides. In the cases treated
in this work, without loss of generality, the input cells are the
ones on the left side of the crossbar while the output ones are
located on the right side. For the sake of brevity, the left side
of the crossbar will be called input side, while the right one
output side.

. Program Cells: The cells located at the top and bottom
of the crossbar, are the cells used to program the circuit.
These cells are “anchored”, i.e. their value is constant and

is determined (by the designer) during the design process of
the circuit. This provides the designer the ability to program
the circuit so that it can execute any Boolean function. If there
is no need of a specific value, the value of these program cells
is indifferent and does not affect the function of the rest of
the circuit. A characteristic example of this indifferent value
is demonstrated in Fig. [5] where the proposed QCA NOT gate
functions correctly and properly despite of the value of the
cell called Indifferent. Otherwise, this desired value enters the
circuit through these cells. At this point it should be noticed
that the value inserted from the top/ bottom of the crossbar
remains constant during the circuit operation and, therefore, it
is not handled as a separate input. Thus, the top and bottom
cells will referred to as program lines.

Branches: The circuit should not have any branches, given
that the crossbar architecture does not support them.

Basic Gates: Each circuit should contain only the basic
gates already analyzed in Section That means that every
other gate i.e. XOR gate of the circuit should be constructed
using the basic gates that are considered to be the basic
modules of the circuit.

Gate Placement: The cross point where each gate is located
into the crossbar is of great importance. Each OR and AND
gate operation stems from the majority logic gate. As a short
reminder the last one presupposes three input signals. In
particular, the programming input signal is different in both
gates and is essential in order for them to operate appropriately.
However, this signal can not be considered as an input. Hence,
it should be inserted to the main circuit through the program
line of the crossbar, as described earlier in this section. This
fact implies that the implementation of these gates is only
available next to the program lines, namely next to the bottom/
top side. The NOT gate can be placed wherever into the circuit,
since it does not necessitate any extra input signal.

After dealing with the aforementioned parameters that the
designer should take into account, the next step of the pro-
posed design method refers to the dimensions of the resulting
QCA circuit in conjunction with crossbar architecture. These
dimensions can be defined according to the following design
rules:

1) The number of crossbar horizontal lines Nj;,.s should
be at least equal to the number of the circuit inputs, i.e.
Ninputs and less or equal to the sum of the number of
the circuit inputs and the number of the circuit NOT
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Fig. 10. The proposed programmable QCA crossbar architecture and its
analogy to the FPGA CMOS architecture.



gates NyoTgates as follows:

Ninputs < Nlines < Ninputs + NNOTgate (2)

The first part of the inequality expresses the fact that
each input needs at least one line in order to be inserted
to the circuit. With regard to the second part of the
inequality, this stems from the fact that each NOT gate
of the circuit demands two lines to be implemented in
the crossbar. More specifically, the first line is occupied
by the initial signal while the second one is occupied
by the inverted one. Equality arrives when the inverted
signal can be produced in an existing line, given that
the signal that already occupied that specific line is no
longer useful for the rest of the circuit; therefore it can
be replaced by the inverted one.

2) The number of crossbar vertical columns N ojummnss

corresponding to the program lines, is directly associated
with the number of the circuit stages. The term “stage”
refers to the minimum number of columns N.oiumns
needed in order for all the gates of the circuit to be de-
signed. Introspectively, the determination of the Nytqges
emanates from the route that each input signal follows as
follows: for all input signals of the circuit the number of
majority logic gates, i.e. AND, OR and majority gates,
that each signal passes though is calculated. In this way,
the Nyiqges corresponds to the largest number of them,
given that it indicates the minimum N_,jymns needed
so that all signals exit the circuit. As a result, when
a majority gate’s input signal is another gate’s output
one, then these gates are located in separate columns,
while others that are able to function independently
can be incorporated into a single column, constituting
a stage. At this point, it is worth mentioning that the
NOT gates, through which a signal passes, are not taken
into account, since a NOT gate, when available, can be
implemented into a single column and therefore, its input
signal is able to enter two different gates at a single
column.
However, as already mentioned, there are cases where
this incorporation of gates in one column is not possible,
e.g. the NOT gate demands two crossbar lines or even
the incorporation of 3 AND gates in one column is
not feasible, given that they demand program cells that
according to the aforementioned rule are located to the
top/bottom of the crossbar. Consequently, in worst case
scenarios where no incorporation is achievable, each
gate occupies one column and therefore, the maximum
number of columns needed equals to the number of the
circuit gates Nyqcs. In that way, the crossbar Neoiymns
is described by the following inequality:

Nstages S Ncolumns S Ngates (3)

Fig. [[T] depicts the application of these two basic design
rules for a Boolean circuit. For example, let us assume, a
simple circuit with three inputs and four gates, two of which
are NOT gates. Ny;nes 1.€. 4 of the example circuit is greater
than Nijpputs 1.€. 3, but less than the sum of Ny, and

NNoOTgates, 1.6. 4. This arrives from the fact that each NOT
gate occupies two lines, (please refer to Section [[T). However,
in case of the first (top) NOT gate, there is an already available
line while in the second one there is not. On the other hand,
Neotumns 18 less than Nygges, i.€. 4, and in particular is equal
to the Nqges, 1.€. 2, since both the input signals Inl and In2
pass though one AND and one OR gate. Hence, the first stage
contains the AND gate and one NOT gate, while the second
NOT gate is incorporated in the same column with the OR
gate, constituting the second stage.
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Fig. 11. Example of the proposed design rules when applied to a simple
QCA circuit in a crossbar architecture.

The next step of the design procedure refers to the timing
of each cell. The timing is determined and linked to the clock
function. The clock signal for each single cell is quite crucial,
given that the timing of the signal should be accurate in order
for the circuit to operate properly. More specifically, the clock
function should be configured in such a way so that: a) each
signal comes in to the corresponding cell at the right time and
b) the either no longer needed or indifferent signals do not
affect the circuit function.

Each signal in a cell is triggered by a specific clock. Initially,
input cells of the input side are activated first, triggered by the
first clock, namely ClockO. Then, all other cells connected
to these input cells are triggered by the same clock (Clock0),
creating in that way wires of cells functioning under the same
clock. Thus, the input signal is able to propagate from the
input cell through the main circuit.

After that, the timing of the gates follows. The timing of
each gate is essential and the cells of each OR and AND gate,
namely of each majority logic gate, are preferably operating
under the same clock. This clock should be the very next
to the one operating the input cells of each gate. That does
not imply that a gate is not able to function properly when
both its input cells and the gate itself are being triggered at
the same time. However, in this way, each signal enters the
gate at the correct time and any error, resulting from a late
arrival of a signal to the gate inputs, is eliminated/ evaded.
The NOT gate cells are operating at the same time, since the
output/inverted signal of the NOT gate should be clocked with
its input signal. Consequently, when a signal comes in an AND
or OR gate automatically changes the clock that its cell is



being triggered by. In other words, the cells of these gates
change their operating clock, making it the next in line, namely
Clockl.

The design and timing of a gate is followed by the next step,
in which the operating clocks of cells are defined. As expected
when a signal passes through a few cells, it can be transferred
without any alteration. However, this does not happen when
the signal comes in through more than 6 — 7 cells in a row.
The heuristic numbers of 6 to 7 cells in each row and column
before each cross-point has been proposed after numerous
simulation tests that finally lead us to reliable and stable results
in every examined QCA circuit design. Because of that, every
6—7 cells is preferable for the signal to be propagated using the
next clock, i.e. Clock2. At this point it should be emphasized
that the proposed upper heuristic limit of 6 — 7 cells can
be conditionally reduced. For example, in case of entering
through a gate, it is possible for a signal to alter its clock
earlier. In order for the gate to operate properly, all its input
cells should be triggered by the same clock. That means that
in cases where the signals arrive at a gate unsynchronized, the
gate can not generate the expecting output. Thus, the wires of
cells leading to the gate inputs should change their operating
clock earlier, namely before they come into the gate, resulting
in possible alternation of clocks before the given limit of 6 —7
cells.

Apart from the aforementioned wire length, another impor-
tant factor regarding the operating clocks definition is that of
the interaction of adjacent cells. In particular, an indifferent
or no longer needed signal of a cell should not influence its
adjacent cells. This is feasible by the proper timing of that
cell, i.e. when the operating clock of that particular cell is set
to be a following clock, or to be a clock that does not have
any relevance with the clocking of this cell.

If, for example, a desired signal is propagated through the
Clock1l and meets in a cross-point an indifferent signal, then
the clock signal should be set to be Clock3, given that these
two clocks do not overlap.

Fig. [12] illustrates a characteristic example of the timing
process described earlier. The input cells of the AND gate are
triggered by the first clock, ClockO0 -all of them at the same
time-, while the gate is operating at the next clock, namely
Clockl. The wire that carries the desired signal is operating
under Clock1 for 7 cells and then its clock is set to Clock?2.
The first from the right in Fig. [[2] program line carries an
indifferent for the rest of the circuit signal and thus, its cells
are functioning under C1ock3, which is the second following
in line clock after Clock1.

It should be noticed that the designer should repeat the
above steps that refer to the timing of the cells and the gates
as many times as needed, in order to successfully accomplish
the desired design.

In conclusion, the proposed design method of crossbar QCA
circuits introduced in this paper, as depicted in diagram form
in Fig. [I3] can be summed up as follows:

1) Provide a universal set of programmable QCA Boolean

logic gates.

2) Implement the corresponding circuit without branches

with the help of the previous set.
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Fig. 12.  Timing of cells and gates. ClockO is represented by green
color, Clockl by purple, Clock2 by blue and Clock3 by white color,
respectively. An AND gate is depicted and its result drives another part of
the circuit, while it is also an output of the circuit.

3) Check Ninputs S Nlines S Ninputs + NNOTgate-
4) Check Nstages S Ncolumns S Ngates-

5) Provide proper cascade timing of cells.

6) Provide proper cascade timing of gates.

7) Introduce timing changes where necessary.

UNIVERSAL SET OF QCA BOOLEAN
LOGIC GATES
(AND, OR, NOT)

NO BRANCHES

FIND NUMBER OF
LINES

FIND NUMBER OF
COLUMNS

—

———
CASCADE
TIMING OF
CELLS

TIME CHANGES

CASCADE
TIMING OF
GATES

Fig. 13. The proposed design methodology in the form of block diagram
The cases of circuits with branches should be also examined.
According to the universality of the provided Boolean set, it
is expected for a circuit with branches to be redesigned as
one without branches. This is accomplished as analytically
described in [33], where a detailed transformation of many
cases using the majority logic gate is presented. Moreover,
the proposed design method is based on a crossbar architecture
where all the input signals enter the circuit/crossbar from the
input side. However, given this structure and the crossbar



architecture, the design of a circuit where more than two
AND or OR gates have to be calculated at the same stage
simultaneously is not feasible. In more detail, in the input
side it is possible to have as many NOT gates as wanted but
only two AND/ OR gates, since these gates demand a constant
input from the program line. This can be achieved without the
limitations introduced earlier, namely if not only the inputs but
also the constant values needed for the function of the AND/
OR gates are inserted from the input side of the crossbar.

V. DESIGN EXPERIMENTS

To evaluate the efficiency of the proposed method several
design experiments were conducted. In particular, eight dif-
ferent Boolean functions of various complexity, which were
successfully implemented in crossbar QCA circuits follow-
ing the above method, are presented in this Section. The
first two functions were selected to be simple so that the
proposed method can be applied and described analytically.
The next two circuits are the 2-to-1 multiplexer and the 4-
to-1 multiplexer. Then, in order to reveal the ability of the
proposed method to be applied to more complex circuits, two
ISCAS bench mark circuits were selected (benchmark c17
from ISCAS’85 collection and benchmark s27 from ISCAS’89
collection) to be designed and simulated according to the
proposed approach. Finally, the remaining two designs are the
half-adder and the full-adder, that were selected to indicate
the efficiency of the method introduced in this paper and to
compare the circuits designed using this method with other
QCA implementations found in literature. All circuits were
designed and simulated using the QCADesigner, a design and
simulation tool [31]. The first Boolean function consists of
3 input and 1 output signals as shown in Fig. [14] Thus,
aCCOTding to eq. Q Ninputs < Nlines < Ninputs + NNOTgate
and s0 3 < Nyjnes < 4. As far as the number of columns
is concerned, these are determined from eq. El as follows:
Nstages < Ncolumns < Ngates and so 3 < Ncolumns < 4. Flg
[13] illustrates the corresponding QCA circuit. It can be easily
observed that Ny;pes = 3 and Neoiymns = 3. The numbers of
the lines and the columns are the minimum ones according to
egs.2]and [3|respectively, since the inverted signal of the NOT
gate can be transferred via the second, non-anymore-used line
of the crossbar architecture and the gate itself is able to be
incorporated in the same stage /column with the OR gate.

Regarding, the timing of the circuit, the input cells of the
input side, are triggered by the first clock, i.e. ClockO0, that
is distinguished by its green color. The first OR gate from the
left, functions under Clock1, that is actually the next clock
of the one its input cells are triggered. The output signal of
the first OR gate is entered both to a NOT and an AND gate.
This output signal is triggered by Clock1. Thus, as far as the
AND gate is concerned, all its input signals should function
under the same clock, namely Clock1, and therefore the gate
itself is triggered by the next clock, i.e. Clock2. Clockl
and Clock?2 are presented with purple and blue-turquoise
color, respectively. Finally, the second OR gate functions under
Clock3, that is represented by white color. This clock is
also the next in line from the one its input signals function

in. This automatically entails that the output signal of NOT
gate changes its clock to Clock2. The timing of the cells
that are considered as indifferent follows the rules described
earlier, meaning that the operation clock of these cells is set
to be a following one or a clock that does not interfere with
the clock of their adjacent useful cells. The input (Inl, In2
and In3) and the output (Out) signals of the QCA circuit
illustrated in Fig. [T3] as well as the clock under which Out
operates are demonstrated in Fig. [26]a). It should be noted that
although the three inputs and the output are triggered by the
same Clock, i.e. C1lockO0, the output delays four clock phases
from the inputs. The obtained results are in accordance with
the truth table of the logic circuit, proving the effectiveness of
the proposed methodology.

In1
In2

Out
In3

Fig. 14. Schematic design of first Boolean function Out = (Inl + In2) +
((Inl + In2) X In3) with three (3) inputs, one (1) output and four (4) logic
gates

1.00 Indifferent Indifferent

o
o

:
O ®
~+ i EE A B :
O OjOoOjo o O ojo o O 0|0 O i’ O}
=
(o o)
&
O O
BT o1o o 1o c[c o o) FHEHE
O O0JOOJ0 O O OO O ;;" © @

ojo ojo

ol

o
o

ojoojo o

o
o

O o
O O

Oojo ojo o
0JO OJO OJO0 OJO OJO OJO OO

ojo o

OoOojoojoo

©®
®© ®

[OROHIOROHIONO!

® @ ®® C
®© ®

O O
OOOOOOOOOOOO (oo}
0 0JO0 OJO O]JO OJO OO O O O
(o}e]
O O
O o
O O

Indifferent

HH

O 0JO OJO OJO OJO OJO0 OJO OO OO O JIONO

SN
o O O IO

=

-1.00

Fig. 15. The resulting crossbar QCA circuit corresponding to the Boolean
function of Fig. @

Fig. [16] illustrates another simple Boolean function. The
proposed function has no branches and consists of 3 input and
1 output signals. Following one more time the methodology
described in Section |I_V| it holds that Nipputs < Niines <
Ninputs + NNOTgate and so 3 < Nlines < 5 and Nstages <



Neotumns < Ngates and so 2 < Negiumns < 5. Flg
illustrates the corresponding QCA circuit. In this case, the
designed QCA circuit consists of Nypes = 5, due to the
fact that each NOT gate of the circuit demands two lines
in the crossbar to be implemented. The first line is occupied
by the initial signal while the second one is occupied by the
inverted one. It can also be observed that N ojumns = 3, since
the operation of the AND and of the first from the left OR
gate presupposes the output from the NOT gates signals and
hence, they can not constitute one stage. As a result, the two
NOT gates as well as the AND and the first OR gate are
incorporated into two different stages combined two by two
respectively. The timing of the circuit once again takes place
according to the steps described earlier. The input cells of
the input side as well as the two NOT gates, are triggered by
ClockO, that is presented with green color. The output signals
of these gates with one of the input signals enter the AND and
the first from the left OR gate and thus the operation clock
of these gates is Clockl (purple color). The output signals
resulting from the gates of the second stage enter the last OR
gate and therefore the output signal is triggered by Clock2,
represented by blue-turquoise color. Once more the indifferent
or no longer needed cells are triggered by an appropriate clock,
so they do not influence the functionality of the rest of the
circuit. The results obtained by the implementation of the
QCA circuit demonstrated in Fig. [I7) using the QCADesigner
are presented in Fig. 26(b). Comparing to the previous circuit
implementation, this time the clock under which the output
Out functions is Clock?2 and hence, the total delay of the
circuit output corresponds to two clock phases. Once more, the
extracted results are correct, revealing the method’s stability
and strength.

m— >

In2 Out

ma— >

Fig. 16. Schematic design of second Boolean function Out= (Inl’ X In2)
+ ((In3)’ + (In2)) with three (3) inputs, one (1) output and five (5) logic
gates.

Then, two other digital circuits were designed and simulated
according to the proposed methodology: the 2-to-1 and the
4-to-1 multiplexer. The QCA implementation of the former
is demonstrated in Fig. [T8] The crossbar of the implemented
circuit consists of Njpes = 3 and Neojumns = 3, While the
timing of all cells obeys all the rules of the proposed method.
As far as the design of the 4-to-1 multiplexer is concerned, a
more generalized form of the proposed method is needed. As
already mentioned in the previous Section, in order for a circuit
that contains more than 2 AND or OR gates at the same stage
to be designed in the crossbar architecture, it is demanding to
slightly modify the design rule regarding the program cells: in
this case the constant values needed for the operation of the
AND or OR gate are able to be inserted to the circuit from
the input side and not only from the program lines. Based
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Fig. 17. The resulting crossbar QCA circuit corresponding to the Boolean
function of Fig. [Tf]

on this relaxation of the design rules, any complex digital
circuit (without any limitations) is able to be successfully
designed in a crossbar by simple following the proposed
design steps. Finally, the logical QCA implementation of the
4-to-1 multiplexer is demonstrated in Fig. [T9] The simulation
results of the two pre-mentioned multiplexers are depicted in
Fig. 26{c) and Fig. 26(d), respectively.

The next design experiments comprise the design and sim-
ulation of two ISCAS benchmark circuits [34]: the combina-
tional ISCAS’85 c17 as well as the sequential ISCAS’89 s27
circuits [33]. As it is easily noticed, both the circuits contain
branches and therefore, their successful design presupposes,
according to the proposed method, the transformation of each
logic circuit to one without any branches; an efficient tactic to
achieve the aforementioned is, simply, the multi-insertion of
one or more input signals to the circuit. As in the case of the
4-to-1 multiplexer QCA design, both these circuits demand
the implementation of more than one AND or OR gate in a
single stage. Hence, following the same logic as before, in both
QCA implementations of the ISCAS circuits (as shown in Fig.
[20] and Fig. 21) an appropriate number of constant values is
inserted to the circuit from the input side. The QCAdesigner
simulation results, demonstrated in Fig. 26(e) and Fig. 26(f)
respectively, indicate the applicability of the proposed method
to any large and complex circuits and showed stable operation
in both cases.

The methodology is now applied to the design of the half-
adder. As it is known, the half-adder circuit consists of an
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Fig. 19. The resulting crossbar QCA circuit of the 4-to-1 multiplexer.
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AND and a XOR gate. Taking advantage of the proposed
programmable Boolean set, namely AND, OR and NOT,
described earlier, all other gates are decomposed into the
aforementioned gates without any further loss of generality.
In the method introduced in this paper, each circuit under
construction should contain only the basic gates, namely the
AND, OR and NOT gates. Therefore, as described in previous
section all other gates are decomposed into the basic gates
in order for the method to be applicable. Thus, we use
an implementation of the half-adder based on the provided
Boolean set, as shown in Fig. 22] Fig. 23] illustrates the QCA
implementation of the half-adder circuit. Following the same
procedure as before the QCA circuit consists of Nyjpes = 3
and Niojumns = 2, both corresponding, according to the
proposed method, to the minimum available numbers of lines
and columns. As far as the timing of the useful as well as
of the indifferent cells of the QCA circuit is concerned, the
procedure for the construction of the desired QCA circuit does
not present any differences from the one presented already in
the two previous designs. The output results, i.e. Carry and
Sum, for all the possible value pairs of the inputs A and B,
as they were generated by the proposed QCA implementation
of the half-adder circuit, are presented in Fig. 26(g).

A

Carry
B
Sum
A
Fig. 22. The logic circuit of the Half Adder.

The logic circuit of a full-adder using Majority gates is
shown in Fig.[24] We choose to use this logic circuit in order to
display the flexibility of the method. In more details, the circuit
contains 3 Majority gates and 2 inverters, whereas all 3 input
signals of the 1-bit full-adder are inserted into the circuit twice
as presented. The resulting QCA circuit using the crossbar
architecture is depicted in Fig. 23] The constructed crossbar
has 6 lines and only 2 columns. At this point, it should be
mentioned that the input side of the circuit contains all 3 input
signals twice, since there is no need using more lines for the
operation of the NOT gates. As far as the columns of the QCA
circuit are concerned, these are equal to the number of stages
of the circuit, since in the first column/ stage the operation
of the 2 Majority and 1 NOT gate takes place, whereas the
second one consists of the third Majority and the other NOT
gate. The clocking strategy followed to trigger each cell is the
one described both in this and in the previous section. The
results shown in Fig. 26(h) evidence the proper and stable
operation of the proposed 1-bit QCA full-adder design.

Using QCADesigner, complexity, delay and area consump-
tion of QCA circuits can easily be obtained [31]]. Table
demonstrates the corresponding implementation details (ap-
proximated area, number of cells and clock phases) of all the
eight QCA circuits designed using the proposed methodology.
For example, in case of 1-bit full adder, the resulting QCA
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Fig. 24. The logic circuit of the 1-bit Full Adder, using the Majority logic
gate.

Fig. 23.
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crossbar is implemented using 92 QCA cells, takes only 3
clock phases (0.75 clock cycles) to produce the desired output
signals and occupies approximately 0.087um?.

What is more, the proposed QCA implementation of the 1-
bit full adder is compared with other QCA 1-bit full adders
found in literature [9], [12], [40l, [39], [13], [37], [41], [38],
[36]]. The effectiveness and superiority of the proposed QCA
1-bit full adder implementation in terms of power delay, area
and number of cells can be easily acknowledged as shown in
Table |m Please notice that in the designs found in [12]], [L3],
[36], [37], [38] the provided circuits result from multi-layer
crossover designs. Unfortunately, till now there are serious
questions about how these multi-layer crossover designs can be
realized in practice, since they require two overlapping active
layers with via connections [42].

VI. CONCLUSIONS

Although QCA is a nanoelectronic technology recognized as
a one of the top emerging technologies, its issues have not been
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For each circuit, the input (blue graphs) and the output (yellow graphs) signals as well as the clock (red graphs) under which the outputs operate are shown.



TABLE 1
ANALYSIS OF THE IMPLEMENTED QCA CIRCUITS IN TERMS OF AREA CONSUMPTION, CELL COUNT AND CLOCK PHASES.

Circuit Approximated Area (um?) Cell Count Delay (clock phases)
Circuit of Fig. 0.0676 69 4
Circuit of Fig. 0.0988 107 3
Mux 2-to-1 0.0676 69 3
Mux 4-to-2 0.3784 466 13
ISCAS’85 c17 0.22 262 7
ISCAS’89 s27 0.352 432 15
1-bit Half Adder 0.052 50 3
1-bit Full Adder 0.087 92 3
TABLE 11

COMPARISON OF 1-BIT FULL ADDER QCA DESIGNS.

References Approximated Area (um?) Cell Count Delay (clock phases) Wire Crossings

0.174 135 5
[13] 0.092 86 3
(36l 0.051 79 5 Multi-layer
0.039 73 3
138] 0.031 44 4
1391 0.362 220 12
(o1 0.198 192 Not applicable
0.157 145 5 Coplanar
0.098 101 8
Proposed 0.087 92 3
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Fig. 25. The crossbar QCA circuit of the 1-bit Full Adder.

adequately addressed and therefore, there is no consistent or
standard framework in designing QCA circuits. Thus, in this
paper, a novel design methodology aiming at implementing
Boolean logic functions using programmable crossbar QCA
circuits is presented. As an additional contribution, in the
context of this work, a novel implementation of the QCA NOT
gate is introduced facilitating the combination of the QCA nan-
otechnology with the crossbar architecture. This means that,
the programmable AND and OR QCA gates in conjunction
with the proposed QCA inverter are able to be implemented
in a cross point of the crossbar and hence, to form a universal
Boolean set suitable for designing any Boolean logic QCA
circuit and implementing general computation.

In particular, we provide the QCA circuits’ designer with
a unified methodology based on specific rule steps associated
with (a) the proper dimension of the crossbar QCA circuit, (b)
the appropriate timing of cells and (c) the exact programming
and activation of the gates. The timing together with the
programming issues of QCA cells and gates are successfully
handled in every case with a cascadable easy to follow
way. Following the proposed strategy, the QCA design of
any Boolean logic circuit in a crossbar can be successfully
achieved.

The proposed approach was applied to several Boolean logic
circuits in order to evaluate its effectiveness; in this paper, 8 of
them were presented: two simple ones, the 2-to-1 and 4-to-1
multiplexers, the ISCAS’85 c17 and ISCAS’89 s27 benchmark
circuits, the 1-bit QCA half adder and, finally, the 1-bit QCA
full adder. The corresponding QCA crossbar circuits were



constructed according to the proposed methodology and were
designed and simulated using the standard QCA computer-
aided (CAD) tool QCADesigner [31]. The obtained results
reveal the effectiveness, the stability and the reliability of our
method not to mention the fact that the designed QCA cir-
cuits provide significant hardware savings comparing to other
examined conventional QCA designs. This is evident, due to
the fact that our 1-bit QCA full adder outperforms in terms
of circuit area consumption, latency as well as complexity all
the QCA full adders with coplanar wire crossings published
in the literature.
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