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Knowledge Amalgamation for Object Detection
with Transformers

Haofei Zhang, Feng Mao, Mengqi Xue, Gongfan Fang, Zunlei Feng, Jie Song, Mingli Song

Abstract—Knowledge amalgamation (KA) is a novel deep
model reusing task aiming to transfer knowledge from several
well-trained teachers to a multi-talented and compact student.
Currently, most of these approaches are tailored for convolutional
neural networks (CNNs). However, there is a tendency that trans-
formers, with a completely different architecture, are starting to
challenge the domination of CNNs in many computer vision tasks.
Nevertheless, directly applying the previous KA methods to trans-
formers leads to severe performance degradation. In this work,
we explore a more effective KA scheme for transformer-based
object detection models. Specifically, considering the architecture
characteristics of transformers, we propose to dissolve the KA
into two aspects: sequence-level amalgamation (SA) and task-level
amalgamation (TA). In particular, a hint is generated within the
sequence-level amalgamation by concatenating teacher sequences
instead of redundantly aggregating them to a fixed-size one as
previous KA works. Besides, the student learns heterogeneous
detection tasks through soft targets with efficiency in the task-
level amalgamation. Extensive experiments on PASCAL VOC
and COCO have unfolded that the sequence-level amalgamation
significantly boosts the performance of students, while the pre-
vious methods impair the students. Moreover, the transformer-
based students excel in learning amalgamated knowledge, as
they have mastered heterogeneous detection tasks rapidly and
achieved superior or at least comparable performance to those
of the teachers in their specializations.

Index Terms—Model reusing, knowledge amalgamation, knowl-
edge distillation, object detection, vision transformers.

I. INTRODUCTION

W ITH the rapid development of deep learning [1], a
growing number of deep models have been trained and

shared on the Internet. Reusing these pre-trained models to
get slimmer ones for reducing computation cost has been a
trending research topic in recent years. Hinton et al. [2] initially
propose knowledge distillation (KD) for model compression,
where the knowledge of a well-trained cumbersome teacher
model is transferred to the lightweight student through soft
target supervision provided by the teacher. Despite this simple
approach, KD generally improves the performance of students
with various architectures than training from scratch. Following
this teacher-student paradigm, FitNets [3] utilize intermediate
features, also known as hints, to sufficiently supervise hidden
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layers of the student. Besides, a number of methods [4]–[6]
have managed to extract deeper level of information from the
intermediate layers and demonstrated promising results. Except
for image classification, researchers are exploring KD towards
many other tasks, such as semantic segmentation [7], [8]; object
detection [9]–[12]; natural language processing [13]–[15]; and
reinforcement learning [16], [17].

Furthermore, there has been an increasing interest in
knowledge amalgamation (KA), an extension of KD, where
knowledge of several teachers is transferred to one multi-talent
student [18]–[23]. For example, [18]–[20] focus on training
a student with complementary knowledge from homogeneous
tasks, e.g., a couple of classification problems. However, these
methods share a common strategy: the intermediate student
features are required to mimic the aggregated hints (usually
achieved by linear projection). Specifically, Shen et al. [19]
propose an auto-encoder structure for aggregate hints from
different teachers. Moreover, Luo et al. [20] aim at projecting
all these features into a joint embedding space where they are
closed to each other with the same input. However, most
works are proposed in the realm of convolutional neural
networks (CNNs).

Recently, the Transformers [24], with great success in natural
language processing (NLP) [24]–[26], is introduced to various
computer vision (CV) tasks. Unlike CNNs that focus on
localized features, transformers, which exclusively rely on the
global attention mechanism, are natively capable of modeling
the relationship between vision tokens [27]. Nowadays, there
is a tendency that vision transformers are starting to challenge
the domination of CNNs in many CV tasks, for instance,
ViT [28] in image classification and DETR [29] in object
detection. However, directly applying previous KA methods to
transformers will degrade the student performance since the
feature projection brings extra noise and loss of information
(as shown in Section III-B2 and IV-C3).

In this paper, we strive to explore an efficient and effective
KA scheme towards transformer-based object detection models.
Our objective is to transfer knowledge from several well-trained
teachers specialized in heterogeneous object detection tasks to
a compact and versatile student as much as possible. As an
example, assumed that one teacher detects vehicles and the
other one detects animals, the student is therefore expected
to detect both vehicles and animals. To be specific, DETR, a
fully end-to-end object detection model, is employed as the
fundamental architecture for both teachers and the student
due to the following two reasons. (1) DETR can efficiently
predict a set of objects without hand-crafted procedures, such
as predefining anchors and non-maximal suppression. As a
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result, it dramatically improves the training efficiency for the
student. (2) When pre-trained as UP-DETR [30], DETR has the
ability to achieve higher performance than traditional CNNs
with fewer parameters.

Towards this end, we propose a novel knowledge amalgama-
tion scheme with two individual components: sequence-level
amalgamation (SA) and task-level amalgamation (TA).

Sequence-level amalgamation. For the characteristic of
transformers, we simply extend the student sequences to reach
the same length as the concatenated teacher ones. In this way,
the student can be supervised by all the teachers explicitly,
instead of learning a fixed-size hint with noise and loss of
information, which has been widely adopted in previous KA
methods. This approach turns out to be crucial, especially when
the student has not been initialized by special pre-training.
Additionally, as the length of the concatenated sequences
increases linearly with the number of tasks, we further propose
a compression algorithm to decrease the length to constant
while preserve informative vision tokens.

Task-level amalgamation. Similar to the set prediction
procedure that uses ground truth labels to train DETR models,
we introduce task-level amalgamation to transfer the dark
knowledge through soft targets. Every object predicted by
the student is matched to a unique responsible teacher object
during the training process. Then the task-level amalgamation
loss is computed efficiently for all the matched teacher-student
pairs weighted by the teacher confidence.

The main contribution of this work is a novel knowledge
amalgamation scheme for transformer-based object detection
models via sequence-level and task-level amalgamation. Ex-
tensive experiments have been conducted on Pascal VOC [31]
and COCO [32] datasets, which have revealed encouraging
results: the sequence-level amalgamation significantly boosts
the performance of transformer-based students, while the
previous feature aggregation methods have a negative impact;
moreover, the students turn out to be competent in learning
amalgamated knowledge, as they have achieved superior or at
least comparable performance to those of the teachers even
without spending enormous time for pre-training.

II. RELATED WORK

In this section, we briefly review prior work related to our
method in the fields of vision transformers and model reusing.

A. Vision Transformers

The transformer [24], an encoder-decoder architecture, relies
entirely on global attention mechanism and multilayer per-
ceptron for machine translation and have achieved the state
of the art performance. With the help of the global attention
mechanism, relation between long range tokens can be easily
uncovered. The following transformer based architectures [25],
[26], [33], [34] are pre-trained firstly on large-scale corpus
and then fine-tuned on a wide range of NLP tasks. Due to the
high performance and flexibility, transformers are gradually
becoming universal models in NLP.

Inspired by the great success in NLP, transformer-based
methods are emerging rapidly in many CV tasks. In image

classification, ViT [28] directly inherits from BERT [26] by
splitting an image into patches as its input sequence. It presents
excellent results compared with CNNs [35]. Based on ViT, [36]–
[39] surpass the CNN models with even fewer parameters.

In the field of object detection, different from CNN based
methods [40]–[46] that relay on hand-crafted procedures such as
predefining anchors and non-maximal suppression, DETR [29]
uses a transformer to predict objects in parallel, and is trained
end-to-end by set prediction loss inspired from [47]. Although
the performance of DETR is compatible with the common
CNNs (e.g., Faster RCNN [42]), it suffers from extreme training
time. UP-DETR [30] proposes an unsupervised pre-training
method for DETR which significantly boosts the performance
of DETR, and outperforms CNN based models with fewer
parameters. A more recent work [27] proposes a deformable
attention mechanism to fasten the convergence speed of DETR.

Despite the great potential of transformers, [25], [26], [28],
[30], [33], [34] have noticed that transformer based models have
a common character that their performances heavily depend
on proper initialization points. Nonetheless, it is not necessary
for the student in our settings.

B. Model Reusing

As a growing number of well-trained deep models are
available in the Internet, reusing them for model compression
and knowledge transfer has become increasingly prevalent
in recent years. Hinton et al. [2] first propose knowledge
distillation that the knowledge of a cumbersome teacher can be
distilled to a lightweight student through soft targets predicted
by the teacher. They point out that the soft targets which
reveal how teachers tend to generalize, regularize the student.
To sufficiently distill knowledge, FitNets [3] additionally use
intermediate features (also known as hints) of the teacher and
the following works [4]–[6] extract deeper level of information
from the intermediate layers of teachers to supervise the student
in different aspects.

However, these methods are only for reusing image classi-
fication models [35], [48]–[50]. As a more challenging CV
task, there are a variety of architectures designed for object
detection. For example, there are one-stage [43], [44] and
two-stage [42], [45] approaches; and also anchor-based [42],
[43] and anchor-free [51], [52] approaches. Initially, Chen et
al. [9] and Li et al. [10] propose distillation methods for
faster R-CNN [42]. In [53], Zhu et al. use mask guided
feature to solve foreground-background imbalance problem
when distilling a single shot detector [43]. However, Zhang
et al. [11] argue that most KD methods designed for image
classification have failed on object detection tasks because
of the imbalance between foreground and background pixels,
and lack of relation between objects. With attention-guided
and non-local distillation, their method is applied to various
object detection models, including one-stage and two-stage
architectures, and has achieved general improvement. Recently,
Dai et al. [12] utilize valuable relationship between general
instances instead of heavily relying on the ground truth for
plenty of object detection models. Their results show that slim
students can perform even better than teachers.
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Fig. 1. The overall workflow of our proposed knowledge amalgamation method for transformer-based object detectors is shown in the two-teacher case. Our
method aims to transfer knowledge from several well-trained teachers to one compact yet multi-talented student, which is explicitly capable of detecting
all the categories taught by given teachers. As shown in the figure, our method is composed of two separate components. (1) Sequence-level amalgamation
(SA): for the CNN backbone and all encoder layers, the intermediate sequence of the student is supervised by concatenated (and compressed) outputs of all
corresponding teacher sequences. (2) Task-level amalgamation (TA): the student learns heterogenous detection tasks by mimicking the soft targets predicted by
teachers. The gradient flows are shown as the dotted lines from our KA modules and the ground truth supervision.

In NLP, researchers [13]–[15] have explored methods to
distill a pre-trained transformer-based language model to a
tiny one. Particularly, TinyBERT [13] jointly uses intermediate
attention masks and hidden states to supervise the student.
They discover that the intermediate supervision somehow
initializes the student which plays an important role in training
a transformer based model.

Furthermore, researchers [18], [19], [21], [22], [54] are
starting to investigate a novel model reusing task, named knowl-
edge amalgamation. As an extension of KD, the knowledge
of more than one teacher is transferred to a compact and
multi-talented student in the KA setting. Specifically, [18],
[19], [21] focus on the situation where teachers are trained on
homogeneous tasks, e.g., multiple image classification tasks,
while [22], [54] are proposed for teachers trained on disparate
tasks like semantic segmentation and depth estimation. In
particular, to amalgamate intermediate teacher features, [19]
develops an encoder-decoder structure. Luo et al. [20] adopt
common feature learning to project features of all the teachers
and the student close to each other. These CNN-based KA
approaches share a common strategy that the student requires a
fixed-sized hint (generated mostly by projection), which suffers
from extra learning burden and loss of information. Nowadays,
most KA works are proposed in the realm of CNNs, apart
from [23] for graph neural networks.

To the best of our knowledge, none of existing KA methods
have explored a solution for reusing object detectors nor vision
transformers.

III. METHOD

The overall workflow of our proposed method is shown
in Figure 1 in the two-teacher case, in which knowledge
of well-trained teachers is transferred to the student by two
separated components: sequence-level amalgamation (SA) and
task-level amalgamation (TA). In our setting, all the teachers
and the student are transformer-based object detection models,
specifically DETR. We first briefly introduce DETR and KA,

then delineate the two parts of our proposed KA method
respectively in Section III-B and III-C.

A. Preliminaries

1) Object Detection with Transformers: DETR flattens a
two-dimensional output feature map of a CNN backbone to
the sequence with n tokens X = (x1, . . . , xn) ∈ Rn×d, where
each token xi is a d-dimensional embedding vector. Afterward,
the sequence is fed into an encoder-decoder structure, i.e., the
transformer. Finally, a task header takes the decoded sequence
to predict a set of m objects Ŷ = {ŷi}mi=1, each of which is a
binding of two terms ŷ = (b̂i, p̂i): the bounding box position
b̂i ∈ R4; and the bounding box category distribution p̂i ∈ R|C|,
where C is the set of all the categories.

The transformer of DETR is composed of only two modules:
the multi-head attention mechanism (MHA) and the multilayer
perceptron (MLP). We will briefly review these two building
blocks for the convenience of further discussion.

The MHA module can be treated as the linear projection of
concatenated outputs of several dot-product attention modules.
Equivalent to the original formula [24], we rewrite the output
of MHA in the matrix form1

MHA(Q,K, V ) =

h∑
i=1

σ

(
Ai√
dk

)
VWV O

i , (1)

where Q ∈ Rnq×dmodel , K ∈ Rn×dmodel and V ∈ Rn×dmodel are
queries, keys and values; h is the number of heads; Ai is the
attention matrix computed from Q, K and projection matrices;
WV O
i is a combination of projection matrices; dk = dmodel/h;

and σ(·) represents softmax operation applied to each row of
the input matrix. As a special case, the MHSA module has
the same inputs Q = K = V . Although the MHA module
creates information flow between different tokens, it can still
be natively extended to spliced sequences as the shape of all
projection matrices is independent of the sequence’s length,
which is vital for constructing our SA method.

1See Appendix A for detailed derivation.
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Sequence AmalgamationSequence Extension

Compression

Fig. 2. Illustration of sequence extension and sequence-level amalgamation
for the student model. We duplicate the linear projection layer (after the CNN
backbone) to generate the extended student sequences (e.g., XS = X1

s ⊕X2
2 ).

In this way, the student sequences (e.g., YS = Y 1
s ⊕ Y 2

s ) can be directly
supervised by the corresponding teacher sequences (e.g., YT = Y 1

t ⊕ Y 2
t ).

Additionally, the sequence compression module is utilized to decrease the
computation cost, as explained in Section III-B3.

The MLP layer maps a single token x ∈ Rd to y = MLP(x)
with the same dimension as x, and as a result, y is independent
of all other tokens.

2) Knowledge Amalgamation: We define knowledge amalga-
mation mathematically in the field of object detection as follows.
To begin with, let D = {Ii}Li=1 be a dataset of L images. For
image Ii, we have a set of annotations Yi = {yji }

ai
j=1, where

ai is the number of annotations for Ii. The dataset has been
annotated with |C| categories in total. Here an annotation
y = (b, c) is a binding of bounding box position b ∈ R4, and
its category c ∈ C encoded as an integer, C = {1, . . . , |C|}.

With these notations, we define a task Tt(·;Ct) as a mapping
between two image annotation sets parameterized by a partition
Ct ⊆ C. Further, the annotation set of image Ii is constructed
under the task Tt as Y ti = Tt(Yi;Ct) ⊆ Yi such that all
annotations with category c ∈ Ct are preserved and those with
c /∈ Ct are discarded. In other words, a task Tt built upon
an object detection dataset will filter all the annotations with
unwanted categories.

In our KA setting, N tasks T = {Tt(·;Ct)}Nt=1 are built
for the same detection dataset, and N teachers {Tt}Nt=1 have
been well-trained on each task accordingly. Without loss of
generality, we assume that for any two tasks Ti, Tj ∈ T , the
intersection of their partitions Ci ∩ Cj = ∅, and the student
is trained with all categories C =

⋃N
i=1 C

i.

B. Sequence-level Amalgamation

This section proposes the sequence-level amalgamation,
where the student learns amalgamated knowledge through
intermediate sequence supervision. To simplify the derivation
process, we take the case of two teachers as an example.

1) Sequence-level Amalgamation Loss: Given two teachers
T1 and T2, and with the assumption that all the sequences share
the same embedding dimension d, we can rewrite Xi

t ∈ Rn×d
fed into layer L of all the teachers in matrix form as

XT = X1
t ⊕X2

t =

[
X1
t

X2
t

]
,

where the operation ⊕ denotes the sequence concatenation.
Therefore, the output sequence can also be written as

YT = Y 1
t ⊕ Y 2

t =

[
L(X1

t ;W
1
t )

L(X2
t ;W

2
t )

]
,

where W 1
t and W 2

t are the parameters corresponding to the
teacher layer L.

However, as the student input sequence Xs ∈ Rn×d is half as
long as XT ∈ R2n×d, we duplicate the linear projection layer
(before the transformer) of the student as shown in Figure 2 so
that the input sequence to the transformer is the concatenation
of the two sequences XS = X1

s ⊕X2
s , which is as long as XT .

After that, XS is fed into the encoder of transformers. The
output YS from student layer L can be directly supervised by
YT (e.g., the Euclidean distance) without any extra projection
module (used by previous KA methods). Note that for DETR
architecture, the extension of the encoder sequence will not
influence the decoder part.

In this way, the sequence-level amalgamation loss for all
layers (the linear projection layer after the CNN backbone can
also be included) in the encoder boundary is defined as

Lseq =

ne∑
l=1

Llseq =
1

N

ne∑
l=1

‖Y lS − T lT ‖2F , (2)

where ne is the number of encoder layers; N is the number
of teachers.

In order to avoid interference within Xi
s during the forward

propagation, i.e., the computation of Y is depends on other input
sequences Xj

s (i 6= j), we use an attention mask in MHSA
layers to cut off the information flow within these sequence
parts.

Firstly, given concatenated input sequence XS , based on
Equation 1, the output sequence YS (we omitted the summation
of all the heads for convenience) from the MHSA layer is

YS = σ

([
As11 As12
As21 As22

]
/
√
dk

)[
X1
sW

V O
s

X2
sW

V O
s

]
. (3)

Here, the sub-matrices As12 and As21 (computed from both
X1
s and X2

s ) cause interference. Thus, by masking out the
off-diagonal sub-matrices in Equation 3 by −∞, the decoupled
form is eventually achieved as

YS =

[
σ(As11/

√
d)X1

sW
V O
s

σ(As22/
√
d)X2

sW
V O
s

]
. (4)

It is worth pointing out that, on the one hand, by masking
out cross attention terms, the output sequence of every encoder
layer is the concatenation of decoupled form since MLP layers
process each token independently. On the other hand, with the
help of the attention mask, the computational complexity of
the MHA layer is, therefore, decreased from O(N2) to O(N)
with respect to the number of teachers.

2) Gradient Analysis for Sequence-level Supervision: As
shown in Equation 4, we have achieved the decoupled form,
where each part of the student sequence is supervised individ-
ually by the corresponding teacher in the forward propagation.
In this section, we compare our proposed SA approach and
previous feature (or sequence) aggregation approach from the
perspective of gradients to figure out how the student parameters
are updated during the backward propagation. For the sake of
simplicity, we focus on student layer L with parameter Ws.

Here, we define the sequence aggregation (SAG) approach
(usually adopted in previous KA methods) with direct super-
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Hint

(a) Isometric down-sampling

Hint

(b) Random down-sampling

Hint

(c) Redundancy-based compression

Fig. 3. Illustration of different sequence compression methods. The student sequences are supervised by partial teacher hints, compressed based on various
sequence compression strategies, i.e., index set Pslim. However, we have kept the integrity of vision tokens (they are either preserved or discarded) to avoid
introducing noise as the SAG approach.

vision between original student sequence Ys ∈ Rn×d and
aggregated teacher sequence Ya ∈ Rn×d as

LSAG = ‖Ys − Ya‖2F , (5)

where Ya = 1
N

∑N
i=1 Y

i
tW

i
a and W i

a ∈ Rd×d is the common
space projection matrix.

By taking the derivative of the SA loss in Equation 2 with
respect to Ws, we have

∂LlSA

∂Ws
=

2

N

N∑
i=1

(Y is − Y it )
∂L(Xi;Ws)

∂Ws
, (6)

where the output teacher sequence Y it = L(Xi;W i
t ) and the

according student sequence Y is = L(Xi;Ws) depend on the
same input Xi.

Similarly, the derivative of the SAG loss in Equation 5 with
respect to Ws is

∂LlSAG

∂Ws
=

2

N

N∑
i=1

(Ys − Y itW i
a)
∂L(X;Ws)

∂Ws
. (7)

In both Equation 6 and 7, the student is guided by several
teachers simultaneously. However, since W i

a is learned from
scratch, which is different from the optimal projection matrix
W̃ i
a, it brings an error gradient

Gerr =
2

N

N∑
i=1

Y it ∆
i
a

∂L(X;Ws)

∂Ws
,

where ∆i
a = W̃ i

a − W i
a. In consequence, ∆i

a leads to the
error direction. Because of this, throughout the whole training
procedure, the SAG approach suffers from noisy gradients. In
Section IV-C3, we compare the performance of both sequence-
level amalgamation approaches, which reveals that SAG even
makes the student worse.

Above all, utilizing our proposed SA method, the inter-
mediate layers of the student are trained from compatible
supervision since each part of the student sequence is calculated
independently during the forward propagation. Furthermore,
the student learns the common knowledge without disturbance
during the backward propagation.

3) Sequence Compression: In Equation 4, we decrease the
computation cost toO(N) regarding the number of tasks, which
is linear growth. As shown in Section IV-D1, the extended
student sequence has plenty of redundant tokens. Therefore, the
computation cost can be further decreased without significant
performance degradation.

Algorithm 1 Compressing extended student sequence
Input: XT : concatenated teacher sequence; XS : extended

student sequence; N : number of teachers; n: length of
original student sequence.

Output: Pslim: set of reserved token indices with |Pslim| = n
1: Pslim ← ∅
2: for i← 1 : n do
3: tkeep ← 0; rmin ←∞
4: for t← 1 : N do
5: r ← R(xit|XT )
6: if r < rmin then
7: tkeep ← t; rmin ← r
8: end if
9: end for

10: # Keep the ith token of teacher tkeep
11: ikeep ← (tkeep − 1)n+ i
12: Pslim ← {ikeep} ∪ Pslim
13: end for

Given a sequence X = (x1, . . . , xn) and an index set
Pn = {1, . . . , n}, the compression process is to find a
permutation index set P ⊂ Pn with cardinality m < n, so that
[X]P = (xp1 , . . . , xpm) is the compressed sequence selected
by P . As Appendix B has demonstrated that transformers have
the invariance property under the permutation of input tokens,
we assume p1 < · · · < pm for convenience.

To compress such sequences, we propose some kinds
of sequence compression strategies in Figure 3. One most
straightforward strategy is using isometric down-sampling, as
shown in Figure 3a, where tokens are sampled alternately from
every teacher. However, this strategy treats all tokens equally
and fails to filter redundant ones as the sequence information
of each teacher varies for different inputs.

In order to compress the sequences according to their redun-
dancy, we first define the redundancy of tokens mathematically
and then propose a redundancy-based sequence compression
algorithm, illustrated in Figure 3c.

Definition 1 (Token redundancy). The redundancy R(xi|X)
of a token xi in the sequence X is the mean of the ith row of
the sequence similarity matrix S ∈ Rn×n, computed as

R(xi|X) =
1

n

n∑
j=1

Si,j . (8)

Here, the similarity matrix S is calculated by S = X̂X̂>,
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where X̂ is the normalized sequence X̂ = (x̂1, . . . , x̂n) and
x̂i = xi/‖xi‖2.

The redundancy-based sequence compression strategy is
shown in Algorithm 1, which generates a set of reserved token
indices Pslim. Selected by Pslim, the length of the extended
student sequence is reduced from Nn to n by removing high
redundancy tokens while keeping the integrity of objects. To be
specific, the algorithm finds a token xit within {xi1, . . . , xiN}
with minimum redundancy in turn and eventually uses these
low redundancy tokens to reconstruct an informative sequence.
As such, the extended student sequence is compressed to O(1)
with regard to the task number.

The sequence compression procedure is conducted right after
the linear projection module demonstrated in Figure 2, and
the compressed sequence is fed into the following student
transformers. Besides, the output teacher sequence Y lT from
encoder layer l is identically compressed to [T lT ]Pslim according
to Pslim to reach the same length as the student sequence Y lS .

At the training stage, we use the concatenated teacher
sequences XT to guide the compression procedure instead
of XS because the student has not converged yet. Furthermore
at the evaluating stage, the student sequence is compressed
based on XS only.

C. Task-level Amalgamation

Collaborated with SA, in this section, we introduce the task-
level amalgamation method where the student learns to detect
all sorts of objects by mimicking soft targets predicted by
several teachers.

1) Amalgamating the Predictions: Suppose that a teacher
predicts m targets Yt = {yit}mi=1, where each target yit =
(bit, p

i
t) is a binding of a bounding box bit ∈ R4 and its

probability distribution pit ∈ R|Ct|. As all the teachers are
trained on disjoint category subsets {C1, . . . , CN}, we pad
the bounding box prediction p to p̃ ∈ R|C| to amalgamate the
predicted objects compatibly. For each category c ∈

⋃N
n=1 C

n,
the corresponding component of p̃ is

p̃c =

{
pc if c ∈ Ct,
0 otherwise.

During the following discussion, we replace the padded teacher
prediction p̃ with p to shorthand the notation. With the padded
probability distribution, all the teacher predictions can be
amalgamated as Y =

⋃N
t=1 Yt compatibly.

Meanwhile, the student predicts m targets Ŷ = {ŷi}mi=1,
where each target is also a binding of b̂i and p̂i ∈ R|C|.

2) Target Set Matching: In general, the target sets predicted
by all the teachers and the student have the same cardinality, a
hyperparameter to DETR. Thus, teachers predict more targets
than students, which allows every student target ŷi to be
matched with yjt for sufficient supervision.

Let σ(·) denotes a teacher-student match function (following
the notation in [29]) that student target i is matched to teacher
target σ(i), and S is the set of all the match functions.

To find a optimal teacher-student target match σ̂ ∈ S, we
minimize the cost function

Lσ =

m∑
i

Lmatch(yσ(i),ŷi), (9)

where the pairwise matching cost Lmatch is analogous to [29]

Lmatch(yσ(i),ŷi)=α1DKL(pσ(i)‖p̂i)+α2Lbox(bσ(i),b̂i)

−α3Lconf(pσ(i)).
(10)

Here, DKL(P‖Q) is the Kullback-Leibler divergence from
distribution Q to P ; Lbox is weighted sum of `1 loss and
generalized IoU loss following [29]; Lconf(p) is the maximum
component of distribution p apart from background terms,
which makes priority for matching teacher targets with high
confidence; and finally, α1, α2 and α3 are the weighting
parameters.

3) Task-level Amalgamation Loss: After finding the optimal
matching function σ̂, all the student targets can be supervised
by the matched teacher targets. The Hungarian distillation loss,
i.e., task-level amalgamation loss, is defined as

Ltask =

n∑
i=1

Lconf(pσ̂(i))[β1DKL(pσ̂(i)‖p̂i)

+ β2Lbox(bσ̂(i), b̂i)],

(11)

where β1 and β2 are the weighting parameters. Notably, we
use the confidence Lconf(pσ̂(i)) of a teacher prediction σ̂(i) for
balancing the foreground and background loss as the pairwise
supervision weight.

In practice, due to the Hungarian algorithm has the compu-
tation complexity of O(n3), we filter out teacher targets with
low confidence to speed up the training process.

D. Final Amalgamation Loss

The final amalgamation loss is similar to most KD work
which is composed of three terms: (1) KL divergence of
teacher soft target and student prediction, (2) intermediate
level supervision, and (3) directly training loss with labeled
data. Although in image classification, the third term can be
omitted as the soft targets of teachers are strong enough to
train the student, it is crucial when training a detection model,
as shown in Section IV-C2.

In conclusion, the final amalgamation loss is the weighted
sum of SA, TA and directly training loss as

L = λseqLseq + λtaskLtask + λdLd, (12)

where λseq, λtask and λd are the weighting parameters and Ld
is directly training loss same as [29].

IV. EXPERIMENTS

A. Settings

1) Dataset: Two widely-used object detection datasets are
adopted to evaluate our proposed method as benchmarks,
including PASCAL VOC and COCO. There are 20 categories
annotated in VOC and 80 categories in COCO. Like UP-
DETR [30], we jointly use the trainval07+12 partitions (about
16.5k images) as the training dataset and the test07 partition
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TABLE I
KNOWLEDGE AMALGAMATION RESULTS ON OBJECT DETECTION DATASETS

Dataset PASCAL VOC MS COCO

Model AP AP50 AP75 #param. FLOPs AP AP50 AP75 #param. FLOPs

Teacher1 46.15 74.19 47.80 41.3M 12.7G 36.65 58.06 47.97 41.3M 89.6G
Teacher2 51.63 79.40 56.43 41.3M 12.7G 39.75 59.35 42.15 41.3M 89.6G
Ensemble 48.89 76.80 52.12 82.6M 25.4G 38.20 58.71 40.06 82.6M 179.2G

Raw 44.94 73.52 47.16 41.3M 12.7G 32.64 52.41 34.22 41.3M 89.6G
Rawext 43.49 71.96 45.17 41.8M 14.2G 32.51 51.86 33.91 41.8M 107.15G
Studentslim 49.86 (+4.92) 78.16 (+4.64) 52.17 (+5.01) 41.8M 12.8G 35.91 (+3.27) 56.30 (+3.89) 37.70 (+3.48) 41.8M 90.1G
Student 49.94 (+5.00) 78.91 (+5.39) 52.82 (+5.66) 41.8M 14.2G 37.08 (+4.44) 56.96 (+4.55) 39.02 (+4.80) 41.8M 107.15G

RawUP 51.02 79.63 53.36 41.3M 12.7G 35.56 55.56 36.90 41.3M 89.6G
StudentUP 51.64 (+0.62) 80.06 (+0.43) 54.76 (+1.40) 41.8M 14.2G 37.72 (+2.16) 58.18 (+2.62) 39.16 (+2.26) 41.8M 107.15G

TABLE II
PARTITION SCHEME OF VOC CATEGORIES

Settings Tasks Categories

Two Teachers
T1

Aeroplane Bicycle Bird Boat Bottle
Bus Car Cat Chair Cow

T1
Dining Table Dog Horse Motorbike Person
Potted Plant Sheep Sofa Train TV Monitor

Four teachers

T1 Aeroplane Bicycle Bird Boat Bottle
T2 Bus Car Cat Chair Cow
T3 Dining Table Dog Horse Motorbike Person
T4 Potted Plant Sheep Sofa Train TV Monitor

TABLE III
PARTITION SCHEME OF COCO CATEGORIES

Settings Tasks Categories2

Two Teachers

T1

1 2 3 4 5 10 11 16 17 18
19 20 27 28 31 34 35 36 37 38
44 46 47 52 53 54 55 56 62 63
64 72 73 74 78 79 80 84 85 86

T2

6 7 8 9 13 14 15 21 22 23
24 25 32 33 39 40 41 42 43 48
49 50 51 57 58 59 60 61 65 67
70 75 76 77 81 82 87 88 89 90

(about 5k images) as the validation dataset. We use the
train2017 partition (about 118k images) as the training dataset
and the val2017 partition (5k images) as the validation dataset
for the COCO dataset.

To construct heterogeneous tasks on the given datasets, we
split all the categories into non-overlapping parts of equal
size to train the teachers. Specifically, we separate the COCO
dataset with approximate super-category distribution so that the
difficulty of each task is almost equal. The detailed separation
schemes are given in Table II and III separately for VOC and
COCO datasets.

2) Implementation: In our implementation, the DETR object
detection model has the same architecture as [30]. Besides, all
the teachers are first pre-trained as [30] and then fine-tuned
to heterogeneous detection tasks. The transformer part of a

2We only list the category ids of COCO dataset. For detailed information
please visit: https://tech.amikelive.com/node-718/what-object-categories-labels-
are-in-coco-dataset/

student model is randomly initialized while the CNN backbone
(ResNet50) is pre-trained with SwAV [55].

We implement our method with PyTorch [56] and adopt
automatic mixed precision (AMP) training for acceleration and
saving memory while maintaining the model performance3.
AdamW [57] is used to optimize the student and KA modules,
with the learning rate of 10−4, weight decay of 10−4. We use
a mini-batch size of 32 on four Nvidia Quadro P6000 (24G)
GPUs for training the student.

Due to the computational constraints, the teachers and
students on VOC are trained with 200 epochs with relatively
smaller image sizes comparing with [29] (the maximum image
size in our method is 512 whereas in [29] is 1333). However, as
small images will significantly decline the performance on the
COCO dataset, we train the teachers on COCO with a maximum
image size of 1000 for 150 epochs (for about eight days),
while the students are trained with 60 epochs. Nevertheless,
experiments have shown competitive results against [30] with
the help of our KA method.

There are several hyper-parameters involved in our method,
including α1, α2 and α3 in Equation 10 for teacher-student
target match; β1 and β2 in Equation 11 for the TA loss; λseq,
λtask and λd in Equation 12 for the final KA loss. For αi and
βj , we adopt the values in UP-DETR [30]. Besides, we set
λseq = λtask = 1 and λd = 0.1.

Finally, to stabilize the training procedure when conduct-
ing the sequence-level amalgamation, all the sequences are
normalized independently for each channel (the embedding
dimension of vision tokens) by channel mean and variance in
a mini-batch.

3) Evaluation: We evaluate our method with COCO style
metrics, including AP (average precision), AP50 (default metric
for VOC) and AP75 on the validation datasets.

B. Results and Comparison

We evaluate our proposed KA method on VOC and COCO
datasets and set up the following comparison settings.
• Raw: a DETR baseline model. We train the original DETR

model from scratch only with ground truth labels.
• Rawext: a DETR baseline model with sequence extension.

Unlike the raw setting, we extend the student sequence

3The code will be available soon.
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(a) AP learning curves on VOC dataset

0 10 20 30 40 50 60
0

10

20

30

40

A
P

Epochs

 RawUP
 StudentUP
 Raw
 Rawext
 Student
 Studentslim
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(c) Ablation study on VOC dataset

Fig. 4. Average precision (COCO style) learning curves of our proposed method and baseline settings evaluated on PASCAL VOC and COCO datasets.
Specifically, on VOC, we train all models for 150 epochs with the learning rate decayed at 100 epochs with relatively smaller image size than [30]; on COCO,
we train for only 60 epochs with learning rate decayed at 50 epochs. Besides, we plot AP learning curves of ablation study on loss terms and ground truth
labels separately on VOC in (c). Here, SA denotes training with only sequence-level amalgamation term, and SAG denotes sequence aggregation method. TA
represents training only with task-level amalgamation term, and LF means training without ground truth labels.

TABLE IV
KNOWLEDGE AMALGAMATION RESULTS IN FOUR TEACHERS CASE

Dataset PASCAL VOC

Model AP AP50 AP75 #param. FLOPs

Teacher1 37.09 64.17 37.85 41.3M 12.7G
Teacher2 49.61 77.31 51.35 41.3M 12.7G
Teacher3 54.75 83.06 59.92 41.3M 12.7G
Teacher4 38.71 60.87 42.25 41.3M 12.7G
Ensemble 45.04 71.35 47.84 165.2M 50.8G

Raw 44.94 73.52 47.16 41.3M 12.7G
Studentslim 48.11 (+3.17) 76.48 (+2.96) 50.79 (+3.63) 41.8M 12.7G

according to our proposed method to control the influ-
ence of sequence extension, which slightly increases the
computational cost and the number of parameters.

• Student: our target student model. According to our
proposed KA method, we train the student with both
SA and TA supervision.

• Studentslim: our target student model with sequence com-
pression. We further utilize the sequence compression
algorithm to reduce the FLOPs to almost the same as the
raw setting.

Additionally, we also test our proposed method in the cir-
cumstance that the student has been unsupervised pre-trained
according to [30], which significantly boosts up the student
performance (denoted by UP).

The comparison results are shown in Table I, where the AP,
AP50 and AP75 are demonstrated as the model performance.
We present the number of parameters and FLOPs of each
method in addition. Among these settings, ensemble denotes
the ensemble of all the teachers, which is evaluated with all the
categories of the corresponding dataset (same as the student).
The blue number indicates the improvement of AP compared
to the raw setting.

From these results, we discover that the student significantly
outperforms the baseline setting (increases about 5 percentage
points on VOC and 4 percentage points on COCO). Particularly,

for the VOC dataset, the student is even superior to the
ensemble teacher (with 1.05 percentage points). Moreover,
the student only suffers from slight performance degradation
with the sequence compression. It is worth noting that the
computational costs brought by the sequence extension have not
contributed to the final result (decrease about 1.45 percentage
points). Consistently, our method draws the same conclusion
on COCO.

The AP learning curves of our method compared with the
baseline settings on both VOC and COCO datasets are shown
respectively in Figure 4a and 4b. As we train the student with
relatively small image size and insufficient training data (about
16.5k images), Figure 4a shows that the student converges
rapidly with our knowledge amalgamation method and finally
outperforms the baseline setting even without the time-costing
pre-training procedure. Also, initialized from unsupervised
pre-training, the student converges amazingly fast. Figure 4b
illustrates the AP learning curves on COCO, which has larger
images and sufficient data (about 118k images). Nonetheless,
the student obtains AP of 37.08, surpassing the pre-trained
baseline by 1.52 percentage points with the help of our method.

We also validate our method in the four-teacher case, shown
in Table IV. We only demonstrate the student result trained
with sequence compression. The student can still master the
heterogeneous tasks trained with our KA method (with 3.17
percentage points better than the baseline and 3.07 superior to
the ensemble teacher).

C. Ablation Study

Now, we are going deep into our proposed method to
determine the functions of loss terms and ground truth labels.
Moreover, we compare the proposed SA method with the
sequence aggregation approach widely adopted in previous KA
methods for the CNNs.

1) Ablation of Loss Terms: To figure out the contribution
of SA and TA loss terms individually, we show the ablation
results in Table V with AP performance and training time
on VOC dataset. We can observe that both SA and TA have
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Fig. 5. Detection results on randomly sampled images from the validation dataset of COCO. The first two rows are detection results of two teachers respectively
(with green, and red bounding boxes) and the final row contains the detection results of the student (with both green and red bounding boxes).

TABLE V
ABLATION STUDY OF LOSS TERMS ON PASCAL VOC

Settings Loss AP AP50 AP75 Training Time

Sequence SA 47.97 (+3.03) 76.09 50.45 34h
SAG 44.85 (-0.09) 73.73 46.91 34h

Task TA 47.69 (+2.75) 77.07 50.30 39h
TALF 46.62 (+1.68) 74.20 48.84 38h

Both SA+TA 49.94 (+5.00) 78.91 52.82 41h
SA+TALF 48.54 (+3.60) 76.36 51.92 40h

Raw - 44.94 73.52 47.16 25h

contributed to the final result. The SA term has enhanced
the student by 3.03, and the TA term has improved by 2.75
percentage points. To further dig out their mastery, we also plot
their learning curves in Figure 4c. It reveals that the SA term
helps the student learn faster at the beginning, while the TA
term gradually trains a better student. This can be explained as:
(1) the SA term supervises the student’s intermediate layers,
which is a kind of initialization of transformers as [13] reported.
Because of this, the initialized student converges faster than the
baseline, which is trained from scratch. (2) TA term directly
supervises the student with the soften label which acts like
soft-label regularization and eventually gets better performance
than the baseline setting. With the cooperation of both SA and
TA terms, the student learns heterogeneous tasks from teachers
rapidly.

2) Ablation of Ground Truth Labels: Object detection is
a relatively more challenging task than image classification,
in which most previous knowledge distillation approaches
utilize ground truth labels (designed for CNNs). In contrast,
previous KA methods for classification are mostly label-free
approaches. To further investigate whether the student can
learn the amalgamated knowledge without ground truth labels,
we report the performance and learning curves of label-free
settings in Table V and Figure 4c with notation LF (label-free).
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Fig. 6. Figure (a) illustrates the redundancy distribution of extended student
sequences over the VOC dataset. Here, we visualized the extended student
sequence output from the linear projection module. Figure (b) compares
different sequence compression methods with 50% keep rate, including the
previous sequence aggregation approach. We repeat experiments five times
and plot their performance with an error bar (the best and worst cases).

With both SA and TA supervision, the student still maintains
fairly competitive performance (suffers from only 1.40 AP
drop). Nevertheless, without SA as initialization to the student,
it learns much slower. As a result, the ground truth labels
further help train students more steadily, especially without
intermediate supervision.

3) Comparison with Sequence Aggregation: We evaluate
our proposed sequence-level amalgamation with compression
(for a fair comparison) and the SAG approach introduced in
Section III-B2. As shown in Table V, the sequence aggregation
approach suffers from significant performance degradation
(even worse than the baseline setting). Moreover, the learning
curves in Figure 4c demonstrate that, throughout the whole
training procedure, the student barely benefits from the SAG
supervision. This reflects that transformers are somehow more
sensitive to noisy supervision (introduced by the projection
weights) than CNNs, as the MHA module is good at modeling
the relationship between individual vision tokens, whereas
the convolution kernels focus on the neighbor features which
tolerant the disturbance of noises.
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TABLE VI
COMPARISON WITH CNNS

Model Backbone Epochs AP

Mask R-CNN † R101-FPN - 38.2
Grid R-CNN † R101-FPN - 41.5
Double-head R-CNN † R101-FPN - 41.9
RetinaNet † R101-FPN - 39.1
FCOS † R101-FPN - 41.5
Faster R-CNN † R50-FPN 3× 40.2
DETR † R50 150 39.7
UP-DETR † R50 150 40.5
UP-DETR † R50 300 42.8
Ours R50 60 37.7
Ours R50 150 41.8
† Results are reported in [30].

D. Vision Sequence Analysis

In this section, we dig into the vision sequence to further
analyze the redundancy of vision tokens and compare different
sequence compression strategies.

1) Redundancy Analysis: We present the redundancy distri-
bution of vision tokens in Figure 6a. The student’s extended
sequences output from linear projection models (as shown
in Figure 2) are extracted to calculate redundancy defined in
Equation 8. As we can see, over half of the vision tokens have
R > 0.5, which makes it possible to train a relatively compact
student with limited performance degradation.

2) Comparison of Different Compression Strategies: We
compare different compression strategies mentioned in Sec-
tion III-B3, such as isometric down-sampling, random down-
sampling, and redundancy-based compression in Figure 6b. We
repeat the experiments five times with 50% compression rate.
It illustrates that the redundancy-based sequence compression
method performs better than the isometric down-sampling (by
0.6 percentage points) and significantly outperforms random
down-sampling and SAG methods.

E. Comparison with Previous CNNs

We list the performance of our method and several widely
adopted CNN-based object detection methods on COCO in
Table VI. Although the student is trained for just 60 epochs, its
performance is still attractive. And trained with more epochs,
such as 150, the student achieves competitive performance.
Nevertheless, we must clarify that our goal is not to surpass
current object detection methods on each benchmark but rather
explore a knowledge amalgamation method for transferring
knowledge as much as possible from heterogeneous teachers.

F. Visualization

1) Visualization of Detection Result: We show the detection
results of our students on the COCO dataset in Figure 5. The
first and second rows demonstrate the detection result of two
teachers, and the final row shows the results of the student.
From these results, we can see that the student has the ability
to imitate heterogeneous teachers and detect objects even in
crowded spaces.

(a) (b)

(c) (d)

Fig. 7. Visualization of the intermediate sequence of teachers and the student
of input figure shown in Image 8. The first row contains the teacher sequence
X1

t and X2
t respectively in (a) and (b) and the second row contains X1

s and
X2

s in (c) and (d). We reshape an intermediate sequence to the feature map
with shape w′ × h′ × d and show each channel individually in a sub-figure
(each channel is a figure with shape 13× 10 pixels).

2) Visualization of Intermediate Sequences: We further show
the visualization results of the intermediate sequence of teachers
and the student. These sequences are reshaped to the original
feature map as the output of the CNN backbone and we plot
each channel to an individual image (as the channel number
of the feature map is 256, there are 256 grayscale images).

boat

person

Fig. 8. Selected image from VOC
dataset that contains a boat (learned
by T1) and a person (learned by
T2).

To illustrate the differences
between the two teachers, we
randomly pick images with
objects these teacher learned
separately, as shown in Fig-
ure 8. The output sequences of
the final encoder are extracted
and normalized for better vi-
sual effect. The intermediate
sequences are shown in Fig-
ure 7. The first row contains
the teacher sequence X1

t and
X2
t . Similarly, the second row

contains the student sequence X1
s and X2

s . As we can observe,
on the one hand, the teacher T1 mainly concentrates on the boat
object, and conversely, T2 pays more attention to the person.
On the other hand, without cross attention and supervised by
those teachers separately, both of the student sequences X1

s

and X2
s , learn the boat and the person object. This shows

that the student somehow manages to grasp the amalgamated
knowledge during the backward propagation.

V. CONCLUSION

In this paper, we propose to dissolve knowledge amalgama-
tion for transformer-based object detection models. Our goal
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is to train a versatile yet lightweight transformer-based student
from several well-trained teachers specialized in heterogeneous
object detection tasks. Towards this end, we propose sequence-
level amalgamation (SA) and task-level amalgamation (TA)
methods to transfer knowledge as much as possible. Particularly,
for the characteristic of the transformers, the intermediate layers
of the student can be supervised explicitly by concatenated
teacher sequences rather than redundantly aggregating them to
fixed-size ones as previous KA works for the CNNs. Extensive
experiments on PASCAL VOC and COCO datasets demonstrate
that transformer-based students excel in learning heterogeneous
object detection tasks, as they achieve performance on par with
or even superior to those of the teachers in their specializations.

APPENDIX A
DERIVATION OF MULTI-HEAD ATTENTION

In this section, we derivate the matrix form of multi-head
attention. Given queries Q, keys K, and values V , the original
one head attention mechanism [24] is

att(Q,K, V ) = σ

(
QK>√
dk

)
V .

The multi-head attention mechanism is the concatenated outputs
of all heads with linear transform

MHA(Q,K, V ) =
[
H1 · · · Hh

] W
O
1
...

WO
h

 ,

where WO
i ∈ Rdv×dmodel are output projection matrices. And

each head is

Hi = att(QWQ
i ,KW

K
i , V W

V
i )

= σ

(
QWQ

i W
K
i
>
K>√

dk

)
VWV

i .

Here, WQ
i ∈ Rdmodel×dk , WK

i ∈ Rdmodel×dk and WV
i ∈

Rdmodel×dv are projection matrices for each head.
To simplify the notations, let Ai = QWQ

i W
K
i
>
K> be

the attention matrix, and WV O
i =WV

i W
O
i be the combined

projection matrix, so the final matrix form of the MHA is

MHA(Q,K, V ) =

h∑
i=1

σ

(
Ai√
dk

)
VWV O

i .

APPENDIX B
PROOF OF TRANSFORMER PERMUTATION INVARIANCE

In this section, we prove that encoder-decoder structured
transformers have the property of permutation invariance. It
means that given an input sequence X = (x1, . . . , xn), no
matter how we permute X , the output will not change. Let P =
(p1, . . . , pn) denotes a permutation of sequence (1, . . . , n),
where 1 ≤ pi ≤ n, pi 6= pj for any i 6= j. Then, the permuted
sequence is written as XP = (xp1 , . . . , xpn). For convenience,
permutation can be written in matrix form Φ ∈ {0, 1}n×n ∈ Pn
where

Φi,j =

{
1 if pi = j,
0 otherwise,

and Pn is the set of all n-element permutation matrices. Thus,
|Pn| = n! and permuting sequence X by P will get XP =
ΦX . We introduce some important properties of permutation
matrices.

Property 1. For any permutation Φ ∈ Pn, Φ−1 = Φ>

Property 2. For softmax operation, σ(ΦX) = Φσ(X) and
σ(XΦ) = σ(X)Φ

Now, we explore some properties of the MHA and MLP
layers.

Lemma 1. For an MHA layer, input queries Q ∈ Rnq×dk ,
keys K ∈ Rn×dk , values V ∈ Rn×dv , key-value permutation
Φ ∈ Pn and query permutation ΦQ ∈ Pnq

, we have

MHA(ΦQQ,ΦK,ΦV ) = ΦQMHA(Q,K, V ).

Proof. For MHA layer, the output according to Equation 1 is

MHA(ΦQQ,ΦK,ΦV )=σ

(
ΦQQWQ

i W
K
i
>
K>Φ>√

dk

)
ΦVWV O

i .

Based on Property 1 and 2, we have

MHA(ΦQQ,ΦK,ΦV ) = ΦQσ

(
QWQ

i W
K
i
>
K>√

dk

)
VWV O

i ,

which is ΦQMHA(Q,K, V ).

Property 3. For MLP operation, MLP(ΦX) = ΦMLP(X).

Theorem 1. For a transformer encoder E, input sequence
X ∈ Rn×d and any permutation Φ ∈ Pn, E(ΦX) = ΦE(X).

Proof. The encoder E(X) can be seen as MLP ◦MHSA(X)
and along with Lemma 1 and Property 3 we have MLP ◦
MHSA(ΦX) = ΦMLP ◦MHSA(X).

Theorem 2. For a transformer decoder D, input memory
sequence M ∈ Rn×d, input target sequence T ∈ Rnt×d and
any memory permutation Φ ∈ Pn, D(ΦM,T ) = D(M,T ).

Proof. The decoder of the transformer is composed of two
MHA layers and one MLP layer. The first MHA layer according
to [24] has the form MHA(T,M,M) and consequently,
MHA(T, ΦM,ΦM) = MHA(T,M,M) which does not affect
following layers.

For the reason that the transformer is composed of stacked
identical encoder and decoder layers, we have proved that the
permutation P applied to the input sequence X will not change
the final output.

REFERENCES

[1] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol. 521,
no. 7553, pp. 436–444, 2015.

[2] G. Hinton, O. Vinyals, and J. Dean, “Distilling the knowledge in a neural
network,” arXiv preprint arXiv:1503.02531, 2015.

[3] A. Romero, N. Ballas, S. E. Kahou, A. Chassang, C. Gatta, and Y. Bengio,
“Fitnets: Hints for thin deep nets,” arXiv preprint arXiv:1412.6550, 2014.

[4] S. Zagoruyko and N. Komodakis, “Paying more attention to attention:
Improving the performance of convolutional neural networks via attention
transfer,” arXiv preprint arXiv:1612.03928, 2016.



ZHANG et al. 13

[5] Y. Tian, D. Krishnan, and P. Isola, “Contrastive representation distillation,”
arXiv preprint arXiv:1910.10699, 2019.

[6] J. Song, H. Zhang, X. Wang, M. Xue, Y. Chen, L. Sun, D. Tao,
and M. Song, “Tree-like decision distillation,” in Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2021, pp. 13 488–13 497.

[7] Y. Liu, K. Chen, C. Liu, Z. Qin, Z. Luo, and J. Wang, “Structured
knowledge distillation for semantic segmentation,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2019, pp. 2604–2613.

[8] T. He, C. Shen, Z. Tian, D. Gong, C. Sun, and Y. Yan, “Knowledge
adaptation for efficient semantic segmentation,” in Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2019, pp. 578–587.

[9] G. Chen, W. Choi, X. Yu, T. Han, and M. Chandraker, “Learning efficient
object detection models with knowledge distillation,” in Proceedings
of the 31st International Conference on Neural Information Processing
Systems, 2017, pp. 742–751.

[10] Q. Li, S. Jin, and J. Yan, “Mimicking very efficient network for object
detection,” in Proceedings of the ieee conference on computer vision
and pattern recognition, 2017, pp. 6356–6364.

[11] L. Zhang and K. Ma, “Improve object detection with feature-based
knowledge distillation: Towards accurate and efficient detectors,” in
International Conference on Learning Representations, 2020.

[12] X. Dai, Z. Jiang, Z. Wu, Y. Bao, Z. Wang, S. Liu, and E. Zhou,
“General instance distillation for object detection,” arXiv preprint
arXiv:2103.02340, 2021.

[13] X. Jiao, Y. Yin, L. Shang, X. Jiang, X. Chen, L. Li, F. Wang, and
Q. Liu, “Tinybert: Distilling bert for natural language understanding,”
arXiv preprint arXiv:1909.10351, 2019.

[14] V. Sanh, L. Debut, J. Chaumond, and T. Wolf, “Distilbert, a distilled
version of bert: smaller, faster, cheaper and lighter,” arXiv preprint
arXiv:1910.01108, 2019.

[15] S. Sun, Y. Cheng, Z. Gan, and J. Liu, “Patient knowledge distillation
for bert model compression,” arXiv preprint arXiv:1908.09355, 2019.

[16] A. A. Rusu, S. G. Colmenarejo, C. Gulcehre, G. Desjardins, J. Kirk-
patrick, R. Pascanu, V. Mnih, K. Kavukcuoglu, and R. Hadsell, “Policy
distillation,” arXiv preprint arXiv:1511.06295, 2015.

[17] A. Ashok, N. Rhinehart, F. Beainy, and K. M. Kitani, “N2n learning:
Network to network compression via policy gradient reinforcement
learning,” arXiv preprint arXiv:1709.06030, 2017.

[18] C. Shen, M. Xue, X. Wang, J. Song, L. Sun, and M. Song, “Customizing
student networks from heterogeneous teachers via adaptive knowledge
amalgamation,” in Proceedings of the IEEE/CVF International Confer-
ence on Computer Vision, 2019, pp. 3504–3513.

[19] C. Shen, X. Wang, J. Song, L. Sun, and M. Song, “Amalgamating
knowledge towards comprehensive classification,” in Proceedings of the
AAAI Conference on Artificial Intelligence, vol. 33, 2019, pp. 3068–3075.

[20] S. Luo, X. Wang, G. Fang, Y. Hu, D. Tao, and M. Song, “Knowledge
amalgamation from heterogeneous networks by common feature learning,”
arXiv preprint arXiv:1906.10546, 2019.

[21] J. Ye, X. Wang, Y. Ji, K. Ou, and M. Song, “Amalgamating filtered
knowledge: Learning task-customized student from multi-task teachers,”
arXiv preprint arXiv:1905.11569, 2019.

[22] J. Ye, Y. Ji, X. Wang, K. Ou, D. Tao, and M. Song, “Student becoming
the master: Knowledge amalgamation for joint scene parsing, depth
estimation, and more,” in Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, 2019, pp. 2829–2838.

[23] Y. Jing, Y. Yang, X. Wang, M. Song, and D. Tao, “Amalgamating
knowledge from heterogeneous graph neural networks,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2021, pp. 15 709–15 718.

[24] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez,
Ł. Kaiser, and I. Polosukhin, “Attention is all you need,” in Advances
in Neural Information Processing Systems, I. Guyon, U. V. Luxburg,
S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, Eds.,
vol. 30. Curran Associates, Inc., 2017.

[25] T. B. Brown, B. Mann, N. Ryder, M. Subbiah, J. Kaplan, P. Dhariwal,
A. Neelakantan, P. Shyam, G. Sastry, A. Askell et al., “Language models
are few-shot learners,” arXiv preprint arXiv:2005.14165, 2020.

[26] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: Pre-training
of deep bidirectional transformers for language understanding,” arXiv
preprint arXiv:1810.04805, 2018.

[27] X. Zhu, W. Su, L. Lu, B. Li, X. Wang, and J. Dai, “Deformable detr:
Deformable transformers for end-to-end object detection,” arXiv preprint
arXiv:2010.04159, 2020.

[28] A. Dosovitskiy, L. Beyer, A. Kolesnikov, D. Weissenborn, X. Zhai,
T. Unterthiner, M. Dehghani, M. Minderer, G. Heigold, S. Gelly,
J. Uszkoreit, and N. Houlsby, “An image is worth 16x16 words:
Transformers for image recognition at scale,” in International Conference
on Learning Representations, 2021.

[29] N. Carion, F. Massa, G. Synnaeve, N. Usunier, A. Kirillov, and
S. Zagoruyko, “End-to-end object detection with transformers,” in
Computer Vision – ECCV 2020. Cham: Springer International Publishing,
2020, pp. 213–229.

[30] Z. Dai, B. Cai, Y. Lin, and J. Chen, “Up-detr: Unsupervised pre-training
for object detection with transformers,” arXiv preprint arXiv:2011.09094,
2020.

[31] M. Everingham, L. Van Gool, C. K. Williams, J. Winn, and A. Zisserman,
“The pascal visual object classes (voc) challenge,” International journal
of computer vision, vol. 88, no. 2, pp. 303–338, 2010.

[32] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan,
P. Dollár, and C. L. Zitnick, “Microsoft coco: Common objects in context,”
in European conference on computer vision. Springer, 2014, pp. 740–
755.

[33] A. Radford, K. Narasimhan, T. Salimans, and I. Sutskever, “Improving
language understanding by generative pre-training,” 2018.

[34] A. Radford, J. Wu, R. Child, D. Luan, D. Amodei, and I. Sutskever,
“Language models are unsupervised multitask learners,” OpenAI blog,
vol. 1, no. 8, p. 9, 2019.

[35] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan,
V. Vanhoucke, and A. Rabinovich, “Going deeper with convolutions,”
in Proceedings of the IEEE conference on computer vision and pattern
recognition, 2015, pp. 1–9.

[36] H. Touvron, M. Cord, M. Douze, F. Massa, A. Sablayrolles, and
H. Jégou, “Training data-efficient image transformers and distillation
through attention,” arXiv preprint arXiv:2012.12877, 2020.

[37] H. Wu, B. Xiao, N. Codella, M. Liu, X. Dai, L. Yuan, and L. Zhang,
“Cvt: Introducing convolutions to vision transformers,” 2021.

[38] D. Zhou, B. Kang, X. Jin, L. Yang, X. Lian, Z. Jiang, Q. Hou, and
J. Feng, “Deepvit: Towards deeper vision transformer,” arXiv preprint
arXiv:2103.11886, 2021.

[39] L. Yuan, Y. Chen, T. Wang, W. Yu, Y. Shi, F. E. Tay, J. Feng, and
S. Yan, “Tokens-to-token vit: Training vision transformers from scratch
on imagenet,” arXiv preprint arXiv:2101.11986, 2021.

[40] R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature hierarchies
for accurate object detection and semantic segmentation,” in Proceedings
of the IEEE conference on computer vision and pattern recognition,
2014, pp. 580–587.

[41] R. Girshick, “Fast r-cnn,” in Proceedings of the IEEE international
conference on computer vision, 2015, pp. 1440–1448.

[42] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: Towards real-
time object detection with region proposal networks,” arXiv preprint
arXiv:1506.01497, 2015.

[43] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C.-Y. Fu, and A. C.
Berg, “Ssd: Single shot multibox detector,” in European conference on
computer vision. Springer, 2016, pp. 21–37.

[44] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollár, “Focal loss
for dense object detection,” in Proceedings of the IEEE international
conference on computer vision, 2017, pp. 2980–2988.

[45] Z. Cai and N. Vasconcelos, “Cascade r-cnn: Delving into high quality
object detection,” in Proceedings of the IEEE conference on computer
vision and pattern recognition, 2018, pp. 6154–6162.

[46] A. Bochkovskiy, C.-Y. Wang, and H.-Y. M. Liao, “Yolov4: Optimal speed
and accuracy of object detection,” arXiv preprint arXiv:2004.10934, 2020.

[47] R. Stewart, M. Andriluka, and A. Y. Ng, “End-to-end people detection
in crowded scenes,” in Proceedings of the IEEE conference on computer
vision and pattern recognition, 2016, pp. 2325–2333.

[48] S. Zagoruyko and N. Komodakis, “Wide residual networks,” arXiv
preprint arXiv:1605.07146, 2016.

[49] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang,
T. Weyand, M. Andreetto, and H. Adam, “Mobilenets: Efficient convolu-
tional neural networks for mobile vision applications,” arXiv preprint
arXiv:1704.04861, 2017.

[50] M. Tan and Q. Le, “Efficientnet: Rethinking model scaling for con-
volutional neural networks,” in International Conference on Machine
Learning. PMLR, 2019, pp. 6105–6114.

[51] Z. Yang, S. Liu, H. Hu, L. Wang, and S. Lin, “Reppoints: Point set
representation for object detection,” in Proceedings of the IEEE/CVF
International Conference on Computer Vision, 2019, pp. 9657–9666.

[52] Z. Tian, C. Shen, H. Chen, and T. He, “Fcos: Fully convolutional one-
stage object detection,” in Proceedings of the IEEE/CVF international
conference on computer vision, 2019, pp. 9627–9636.



14 JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, AUGUST XXXX

[53] Y. Zhu, C. Zhao, C. Han, J. Wang, and H. Lu, “Mask guided knowledge
distillation for single shot detector,” in 2019 IEEE International Confer-
ence on Multimedia and Expo (ICME). IEEE, 2019, pp. 1732–1737.

[54] W.-H. Li and H. Bilen, “Knowledge distillation for multi-task learning,”
in European Conference on Computer Vision. Springer, 2020, pp.
163–176.

[55] M. Caron, I. Misra, J. Mairal, P. Goyal, P. Bojanowski, and A. Joulin,
“Unsupervised learning of visual features by contrasting cluster assign-
ments,” arXiv preprint arXiv:2006.09882, 2020.

[56] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, G. Chanan,
T. Killeen, Z. Lin, N. Gimelshein, L. Antiga et al., “Pytorch: An
imperative style, high-performance deep learning library,” Advances
in neural information processing systems, vol. 32, pp. 8026–8037, 2019.

[57] I. Loshchilov and F. Hutter, “Decoupled weight decay regularization,”
arXiv preprint arXiv:1711.05101, 2017.

Haofei Zhang is currently pursuing the Ph.D. degree
with the College of Computer Science, Zhejiang
University. His research interests includes transfer
learning, few-shot learning, deep model reusing and
interpretable machine learning.

Feng Mao received the master’s degree from Zhe-
Jiang University in 2010. He is currently a Staff
Algorithm Engineer at Alibaba Group. His current
research interests include image and video under-
standing, few-shot learning and multimodal learning.

Mengqi Xue is currently pursuing the Ph.D. degree
with the College of Computer Science, Zhejiang
University. Her research interests include multi-
task learning, knowledge distillation, and vision
transformers.

Gongfan Fang is current pursuing the M.Sc. degree
with the College of Computer Science, Zhejiang
University. His research interests include computer
vision and model compression.

Zunlei Feng is an assistant research fellow in College
of Software Technology, Zhejiang University. He
received his Ph.D degree in Computer Science and
Technology from College of Computer Science, Zhe-
jiang University, and B. Eng. Degree from Soochow
University. His research interests mainly include
computer vision, image information processing, rep-
resentation learning, medical image analysis. He has
authored and co-authored many scientific articles at
top venues including IJCV, NeurIPS, AAAI, TVCG,
ACM TOMM, and ECCV. He has served with

international conferences including AAAI and PKDD, and international journals
including IEEE Transactions on Circuits and Systems for Video Technology,
Information Sciences, Neurocomputing, Journal of Visual Communication and
Image Representation and Neural Processing Letters.

Jie Song is an assistant research fellow in College
of Software Technology, Zhejiang University. He
received his Ph.D degree in Computer Science and
Technology from College of Computer Science,
Zhejiang University, and B. Eng. Degree from
Sichuan University. His research interests mainly
include transfer learning, few-shot learning, model
compression and interpretable machine learning.

Mingli Song received the Ph.D. degree in computer
science from Zhejiang University, China, in 2006.
He is currently a Professor with the Microsoft
Visual Perception Laboratory, Zhejiang University.
His research interests include face modeling and
facial expression analysis. He received the Microsoft
Research Fellowship in 2004.


	I Introduction
	II Related Work
	II-A Vision Transformers
	II-B Model Reusing

	III Method
	III-A Preliminaries
	III-A1 Object Detection with Transformers
	III-A2 Knowledge Amalgamation

	III-B Sequence-level Amalgamation
	III-B1 Sequence-level Amalgamation Loss
	III-B2 Gradient Analysis for Sequence-level Supervision
	III-B3 Sequence Compression

	III-C Task-level Amalgamation
	III-C1 Amalgamating the Predictions
	III-C2 Target Set Matching
	III-C3 Task-level Amalgamation Loss

	III-D Final Amalgamation Loss

	IV Experiments
	IV-A Settings
	IV-A1 Dataset
	IV-A2 Implementation
	IV-A3 Evaluation

	IV-B Results and Comparison
	IV-C Ablation Study
	IV-C1 Ablation of Loss Terms
	IV-C2 Ablation of Ground Truth Labels
	IV-C3 Comparison with Sequence Aggregation

	IV-D Vision Sequence Analysis
	IV-D1 Redundancy Analysis
	IV-D2 Comparison of Different Compression Strategies

	IV-E Comparison with Previous CNNs
	IV-F Visualization
	IV-F1 Visualization of Detection Result
	IV-F2 Visualization of Intermediate Sequences


	V Conclusion
	Appendix A: Derivation of Multi-Head Attention
	Appendix B: Proof of Transformer Permutation Invariance
	References
	Biographies
	Haofei Zhang
	Feng Mao
	Mengqi Xue
	Gongfan Fang
	Zunlei Feng
	Jie Song
	Mingli Song


