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Construction of Secure and Fast Hash Functions
Using Nonbinary Error-Correcting Codes

Lars Knudsen and Bart Prene®ember, IEEE

Abstract—This paper considers iterated hash functions. It pro- messages with identical hash values is difficult, and that it
poses new constructions of fast and secure compression functionsis hard to reconstruct the password or pass-phrase from the
with nl-bit outputs for integers n > 1 based on error-correcting  phash value. This distinguishes cryptographic hash functions

codes and secure compression functions witlrbit outputs. This f hash functi that tvoicall di lqorithmi
leads to simple and practical hash function constructions based on Tom hasn unctions that are typicaily_used in a/gorithmic

block ciphers such as Data Encryption Standard (DES), where the @pplications like sorting. This can be translated to the following
key size is slightly smaller than the block size; IDEA, where the security properties:
key size is twice the block size; Advanced Encryption Standard

(AES), with a variable key size; and to MD4-like hash functions. preimage resistancéor essentially all outputs, it is “com-
Under reasonable assumptions about the underlying compression putationally infeasible” to find any input hashing to that
function and/or block cipher, it is proved that the new hash func- output;

tions are collision resistant. More precisely, a lower bound is shown

on the number of operations to find a collision as a function of second-preimage resistandeis “computationally infea-
the strength of the underlying compression function. Moreover, sible” to find a second (distinct) input hashing to the same

some new attacks are presented that essentially match the pre-

: output as any given input;
sented lower bounds. The constructions allow for a large degree P v P

of internal parallelism. The limits of this approach are studied in collision resistanceit is “computationally infeasible” to
relation to bounds derived in coding theory. find two colliding inputs, i.e.z andz’ # z with h(z) =
Index Terms—Birthday attacks, block ciphers, hash functions, h(z’).

nonbinary codes. . . . . .
In this paper, a hash function that is preimage resistant and se-

ceond-preimage resistant is callae way a hash function that
. INTRODUCTION satisfies the three security properties is cafleltision resistant
ASH functionsmap a string of arbitrary size to a short While the first two properties seem to be very close, one can
H string of fixed length, typically = 128 or 160 bits. They Show with some simple examples that they are distinct, and that
are very popular tools for cryptographic applications such 8@ne of them is strictly stronger than the other one (see, for ex-
digital signatures, conventional message authentication, #Haple, Menezest al.[30, Ch. 9]). The second and third prop-
password and pass-phrase protection schemes. The basic iglé4,are also closely related, but collision resistance is strictly
dating back to the work by Diffie and Hellman [11], is tha$tronger than second-preimage resistance as explained later. A
in a digital signature, one signs a short “digest” or “imprinttheoretical motivation for this has been provided by Simon [50].
of the message, rather than the message itself. Similafyone-way hash function or compression function is caifecl
when one has to protect the integrity of information betwedhthe bestway known to find a preimage or a second-preimage is
mutually trusting parties, one can protect the imprint rath@brute-force search; such an attack requires on avérezie*)
than the information itself. For the protection of passworcg/aluations of the hash function. It is clear that such an attack
or pass-phrases, one stores in the computer system the infe@jt be parallelized efficiently. A collision-resistant hash func-
under the hash function rather than the value itself. tion or compression function is callédealif the best algorithm
While there are many preimages corresponding to any hdéHind a collision is a brute-force collision search; such an at-

value, for cryptographic applications one requires that findirigck requires on averag(2‘/?) evaluations of the hash func-
tion, and a small amount of additional storage (Quisquater and

Manuscript received October 1, 1998; revised April 6, 2001. This work wa[s)elescallle’ [45])' This search is based on the so-called blrthday

supported in part by the Fund for Scientific Research, Flanders (Belgium) andd@radox, as observed by YU\_/al in [52] The bas_ic ideais thatone
the Concerted Research Action (GOA) Mefisto-2000/06 of the Flemish Govergxpects to find two colliding inputs in a set of sig - 2¢/2. Ef-

ment. This work was performed in part while visiting the University of Bergeryjcient parallel implementations of collision search algorithms
Norway. The material in this paper was presented in part at Asiacrypt’9é, . . . .
Kyungju, Korea, November 4—7, 1996 and at Crypto'97, Santa Barbara, CAl® described by van Oorschot and Wiener in [51]. From their

August 17-21, 1997. work, one can conclude that for a collision-resistant hash func-
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Note The probability to find at least one collision after2¢/2  with ¢. A collision/second-preimage/preimagattack on

hash function evaluations is equal 1o— exp (—a2/2). For HasH., .) is defined as an algorithm that tries to find a colli-

« = /2 as above, the success probability is equdl+ol /e ~ sion/second-preimage/preimage. In order to define these attacks
0.63. In order to simplify the results, we will choose in the rein a formal way, one needs to formally specify a model of com-
mainder of this paper = 1, corresponding to a success probaputation, the inputs of the algorithm, the type of algorithm, the
bility of 1 — 1/y/e = 0.39. input distributions, etc. We will skip this as formal definitions
r% not essential to understand the results in this paper (see,
Srexample, [40]). Collision attacks, second-preimage attacks,
d preimage attacks can be applied to both the compression

Extensive research has been performed on the design of ha
functions that take a bit string of arbitrary length and produce a

-bit outpgt from a compression function th.at takes a bit Str'nf%nction and the hash function. For the former, the attacker
of some fixed lengtht/) and produces afbit output. A new has full control over all + !’ input bits. Lai calls this type

method is proposed for constructing hash functions that tak% attacksfree-startattacks [26], while Preneel uses the term
bit string of arbitrary length and produce an output of length ths eudeollision/preimage attack,s [39]

fuz;\na/tmultlple ofl given a compression function with abit In the remainder of this paper no distinction is made between
put. gseimage and second-preimage attacks and the term “preimage

tont? pargcula(; |ntel;Tst||r(1 g_a[ra]phcatlﬁ_n r? ftthe_ re“sulr:s is for co ttacks” is used to refer to both of them; it is always clear from
structions based on block cipners which typically have a Smgly, o iext if only one of these two is intended.

output size. More preciselyp-bit compression functions with One can relate the security of Hash) to that ofA(-, -) in

(t+ 16)?22” mpit‘;(t 2 1I)t'are. c?nstldergd using I":ftarr] Coﬁegeveral models; for collision resistance, this has been achieved
?vert_ ( )és 2 2) ;esl,Ju _lngl;\ all(s _ar;} secunﬁn- ID ?SE independently by Damgard [8] and Merkle [32]; for preimage
unctions, where: > 1. ~'SIng block CIPNers such as bata Eqqistance, Lai and Massey have derived similar results in [26].

cryption Standard (DES) [15], IDEA [26], and Advanced EnNaor and Yung did the same for a related concept, universal

cryptlon Standard (AES) [7], [.18] as the _underlylng cqmpre%—ne_way hash functions [38]; see also Bellare and Rogaway [3]
sion function, these constructions result in hash functions tq

8}1‘ rther results on this type of hash functions. For one-wa
are both faster and more secure than those known in the lite u u 'S typ uncti way

: Tables IV_IX in Section IX i ¢ 2fd collision-resistant hash functions, one needs to fixthe
ure. 1ables V=12 in Section 1A provide Some CONCTele exanyy i, hash function and append an additional block at the end

ples which allow to compare the security and efficiency of thgf the input string containing its length, known as MD-strength-

schemes.proposed in this paper.to existing schemes. ._ening (after Merkle [32] and Damgard [8]), leading to the fol-
In Section Il, general construction methods for hash functio ing result

are summarized. Section Ill presents an overview of existing
constructions for hash functions based on block ciphers andTheorem 1 [8], [32]: Let HasHIV, -) be an iterated hash
explains why these constructions are not satisfactory. In Ségnction with MD-strengthening. Then preimage and collision
tion 1V, a simple model for the new construction is proposeé@ttacks on Hadh, -) (where an attacker can chookE freely)

The new construction is described in Section V, and is furthbave roughly the same complexity as the corresponding attacks
developed in Section VI. A generic attack on all constructions i(-, -).

given in Section VIl and Section VIII provides additional detail Theorem 1 provides a lower bound on the security of

on th_e error-correcting C.Odes. used _in the constructions. S.OWESI(IV -). It indicates that a strong compression function
practical examples are given in Section IX, and the conclusmgsa sufficient but not a necessary condition for a strong hash

are presented in Section X. function. Most practical hash functions do not treat the two
inputs of the compression function in the same way; an example
Il. GENERAL CONSTRUCTIONS FORHASH FUNCTIONS is the popular MDx-family, comprising MD4 [46], MD5 [47],

Almost all cryptographic hash functions aiterated hash SHA-1 [16], SHA-2 [17], and RIPEMD-160 [14]. Moreover,
functionsbased on @ompression functioh(-, -) from two bi- collisions for the compression function of MD5 have been
nary sequences of respective lengthand ’ to a binary se- presente_d t_)y den Boer and Bosselaers [10] an_d_by Dobbertin
quence of length. The messagé/ is split into blocksM; of [13]; while it seems possible to extend the collisions of [13]

I bits, M = (My, Ms, ..., M,). If the length of M is nota O collisions for MD5 itself, this has yet not been achieved.
multiple of/, M is padded using an unambiguous padding rufdPC-2 and MDC-4 (see Section I1I-B) are examples of hash
(for example, always append &™bit followed by a number of functions that are believed to offer a reasonable security level,
“0” bits such that the length of the padded message becomd¥/ that have weak compression functions. The few hash

multiple of 7). The hash resultHasiIV, M) = H = H, is functions that are designed according to Theorem 1 include
obtained by computing iteratively ’ DES based hash functions of Merkle [32] (cf. Section IlI-D),

Snefru (another design by Merkle [33]), and the constructions
proposed in this paper.

For preimage resistance, this result has been strengthened by
Lai and Massey [26] as follows:

H, =h(H;_1, M;), 1=1,2,...,71 Q)
where Hy = IV is a specifiedinitial value. Sometimes an

output transformationg(-) is applied to H, to derive the  Theorem 2:Let HaslIV, -) be an iterated hash function
hash resultd from H.. The length in bits ofH is denoted with MD-strengthening. Then Ha&hV, -) is ideally secure

Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on March 10,2010 at 07:59:45 EST from IEEE Xplore. Restrictions apply.
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against preimage attacks if and onlyhif-, -) is ideally secure SAFER K when used for encryption. Another problem is that
against preimage attacks. differential cryptanalysis can be adopted to this setting; for DES
This theorem shows that a compression function that is (id[(te:—ls has peen explored by Rumen and Prene-el n [44]'.A second
e&r_’nent is that custom designed hash functions are likely to be

ally) resistant against preimage attacks is also a necessary CONBre efficient. Moreover, the efficiency of these constructions

tion for a hash function to be (ideally) resistant against preima%elimited by the fact that every iteration typically requires a

attacks. key change—this almost excludes block ciphers with a slow ke

For the remainder of this paper we shall assume tha‘?y g P y
o : . setup such as RC5 [48]. One should also note that the use of a
MD-strengthening is used. The main conclusion from Theg-

rems 1 and 2 is that for an iterated hash function, the only waglOCk cipher may create add|t|o_| mnl:pqrt problems , .
. . . > ’The block length of a block cipher is denoted with while
in which one knows to prove properties of the hash functloné

by starting from a strong compression function Re key Ieng?h s d_enoted witih_ For con_v_eniencg, itwill be as-
' sumed thak is an integer multiple ofn; it is possible to extend
Note It is also very natural to start from a collision-resistanthe constructions to the more general case. A block cipher de-
compression function. This can be understood as follows: if ofires, for eactk-bit key, a random permutation emn-bit strings.
assumes that one has a collision-resistant hash function, whiclihe following, E'x («) denotes the encryption of plaintext
takes inputs of arbitrary size, one can always restrict the inpuging the keyx'.
to a fixed and small size. This results in a compression function,In constructions using a block cipher it will be assumed that
which is—by assumption—collision resistant. One can then usee block cipher has no weaknesses, i.e., that in attacks on the
this compression function to define a new (but slightly slowehash functions based on the block cipher, no shortcut attacks on
hash function which is based on a collision-resistant comprehle block cipher will help an attacker.
sion function. In the remainder of this section, constructions for hash func-
tions based on block ciphers are reviewed. First, block ciphers
are considered for which the block sizeis equal to the key size
; (?ection llI-A discusses single block length hash functions
((T? = m), while Section III-B treats double block length hash
functions(4 = 2m). Next, constructions are discussed for block
ciphers for which the key length is twice the block length.
inally, the proposals of Merkle are reviewed in Section I1I-D.

The hash ratep of a hash function based on aw-bit block
cipher with atm-bit key is defined as the numberef-bit mes-
sage blocks hashed per encryption; here one encryption is ca
one “operation.” Similarly, thénash ratep of a hash function
based on &t + 1)m-bit to m-bit compression functioh(-, -)
is defined as the number af-bit message blocks hashed pe

application off; an application of. is also called one "opera- They are important because they represent the first constructions

tion.” In summary: in order to hashm-bit message blocks, ON€, ith a security proof. This paper tries to extend his approach, but
needsr/p applications of the block cipher, respectively, of the y proot. bap PP ’

. X . X with different design constraints and assumptions.
compression function. Theomplexityof an attack is the total . : .
) : ... _Note that there are alternatives that are strictly speaking not
number of operations required for an attacker to succeed Wltﬁ)] a ) . .
high probability ash funf:nons based on _block ciphers. Aiello and Venkatesan
' propose in [1] a construction to double the output of a random
function. In order for it to be usable for hashing, one needs to

IIl. HASH FUNCTIONS BASED ONBLOCK CIPHERS define the key schedule of this larger “block cipher.” The con-
Hash functions based on block ciphers have been populastfiction by Aiello, Haber, and Venkatesan [2] replaces the key
part for historical reasons, as designers tried to use the Dgghedule of DES by a function from the MDx family with the en-
[15] also for hashing. This reduces the design and evaluatigiyption; several instances are combined by choosing different
effort, and results in compact implementations, which is impotfixed) plaintexts.
tant for certain environments such as smart cards. It also allows
to transfer the trust in DES (or in any other block cipher) to 4. Single Block Length Hash Functiors< m)

hash function. This is quite important since many custom-de-For these hash functions the size of the hash result is equal to
signed hash functions have been broken. One illustration @ block size of the block cipher. All these schemes havelrate
Dobbertin’s attacks [12], [13], [53] on MD4 [46] and MD5 [47]. The first secure construction for such a hash function was the

One can expect that a similar argument will apply to AES [185cheme by Matyas, Meyer, and Oseas [29]
however, further research on the use of AES in hash function

constructions would be advisable. H,=Epy, (M) & M,

However, this approach has some complications. The use of
a block cipher in this application requiredferent properties This scheme has been included in the 1994 edition of ISO/IEC
from the block cipher. Indeed, it might be that the block ciphe$td.10118-2 [20], with an additional mapping from the cipher-
has certain properties that do not affect its security level for etext space to the key space (as DES+has 64 andk = 56). Its
cryption, but create serious problems in hashing modes and viteal is known as the Davies—Meyer scheme after its inventors
versa. Examples are the (semi-)weak keys of DES [9], [36] and
the quasi-weak keys and weak hash keys identified by Knudsen F(M;, Hi_l)déin =FEn (Hi1)®H;_;. (2)
[21]. Also, in [23] it was shown that collisions for hash func-
tions based on SAFER K [28] can be found faster than by usiAg this function will be used repeatedly in this paper, a short
the birthday attack, but this does not seem to pose a threantdation, f, for it has been introduced.

Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on March 10,2010 at 07:59:45 EST from IEEE Xplore. Restrictions apply.
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A classification of all “simple” single block length hash func- TABLE |
tions has been presented by Premeal.in [42] The main con- SECURITY LEVEL FORMDC-2 AND MDC-4 BASED ON A BLoCK CIPHER
L f - Y . WITH BLOCK AND KEY LENGTH EQUAL TO m BITS
clusion is that 12 secure variants exist, which are obtained by an st Function Tash
affine transformation of variables applied to the Matyas, Meyer, :

. - . collision preimage
and Oseas scheme and to this variant proposed independently by — 5o
Preneel and Miyaguclat al. [35] MDG-2 2 27
MDC-4 2m 27m/4

compression function A

Hi = EHi,l(Mi) S¥ Mz S Hi—l-

collision | preimage
2
The advantage of using the compression funcfias that it is ﬁgg'i 22;// . 232;:1/2
defined for block ciphers with different block and key sizes. It -

is conjectured that for the functiof (and for the 11 variants)
no shortcut attacks exist [42], which is rephrased as follows. has peen included in the 1994 edition of ISO/IEC Std.10118-2

Assumption 1:Let Ex(-) be anm-bit block cipher with a [20]; it can be described as follows:

tm-bit key K for an integer > 1. Then finding collisions fo
reoitkey ge¥ 2 g d T} = f(u(HL,), Mi) = LT} || RT}

requires abou/2 encryptions (of am:-bit block), and finding @

a preimage forf requires abou2™ encryptions. T? = f(v(H2)), M;) = LT? || RT?
Note that there is only some empirical evidence for the secu- H! = LT} || RT?

rity of f: after 10—15 years, no one has been able to find a better ‘ ‘ ‘

attack. For the remainder of this paper, this assumption is made H} = LT} || RT}.

if a block cipher is used as the underlying compression function. ) )

Since most present-day block ciphers have a block lengthfdére. / denotes the Davies-Meyer hash function (cf. Sec-
m = 64 bits, collisions can be found in on?? operations. tion [1I-A), and « andwv are mappings from the (_:|phertext space
The AES [18] has only a block size of 128 bits. Therefore, hadf the key space such thatz) # v(y). The variablesi; and
functions with a larger hash result are needed. Note that Rijnd&&i are initialized with the valuegV’* and V2, respectively,
(the algorithm selected for AES) has also an instance with?gd the hash result is equal to the concatenatio/pfand

block length of 256 bits. HZ. The best known preimage and collision attacks on MDC-2
require 2°™/2 and 2™ operations, respectively (Lai, [26]).
B. Double Block Length Hash Functions+ 2m) However, it is easy to see that the compression function of

- _ MDC-2 is rather weak: preimage and collision attacks on the
The goal ofdouble block lengthash functions is to achieve acompression function require at m@st and2™/2 operations
higher security level against collision attacks. Ideally, a collisiogyne fixesis; and variesH: L and/orH? ). A collision attack

§—

attack on such a hash function should reqRifeoperations, and on MDC-2 based on DESn = 64, k = 56) requires at most
a (second-)preimage atta2k™ operations. An important class25+ encryptions ¢ andv drop the parity bits in every byte and

of proposals of rate is of the following form: fix the second and third key bits fii and10, respectively).
One iteration of MDC-4 [4] is defined as a concatenation of
H} =E . (B!) & CH two MDC-2 steps, where the plaintexts in the second step are
k equaltoH? ; andH} ,.Therate of MDC-4is equal to/4. The
H} =E,(B}) @& C} best known preimage and collision attacks on MDC-4 require

27m/4 and2™ operations, respectively. This shows that MDC-4
whereA}, B}, andC} are binary linear combinations &f! ;, is probably more secure than MDC-2 against preimage attacks.
H? |, M}, andM? and whered?, BZ, andC? are binary linear However, a collision for the compression function of MDC-2
combinations ofH} |, H? ;, M}, M?, andH}. The hash re- with a specified value foH} , andH? ; also yields a collision
sult is equal to the concatenation Bt and H2. Several hash for the compression function of MDC-4. Moreover, the authors
functions in this class have been published as individual preave demonstrated in [25] that collisions can be found for the
posals between 1989 and 1993. First, it was shown by elatil  compression function of MDC-4 witB®™/+ encryptions and
that the security level of theompression functioaf these hash the storage o£3™/* m-bit quantities.
functions is at most that of a single block length hash function The security level of the hash functions MDC-2 and MDC-4
[19]. Next, Knudseret al. showed that for all hash functions in(with fixed IV’s) and of their compression functions is listed
this class, a preimage attack requires at @&stperations, and in Table |. These attacks are described in [25] and [26]. Note
a collision attack requires at moat™/* operations (for most that the compression function is not very strong and that the
schemes this can be reducedtty?) [22)]. protection of the hash function against collision attacks is not

Several schemes of rate less thdrave been proposed. Fromvery high if DES is used.

the few that have survived, the most important ones are MDC-2Preneeékt al.describe in [41] a class of constructions that ex-
and MDC-4 with hash raté/2 and1/4, respectively [4]; they tend MDC-2 ton parallel iterations, but that keep the key fixed.
are also known as the Meyer—Schilling hash functions after t@®mpression is achieved by chopping some bits of the output.
authors of the first paper describing these schemes [34]. MDQr2between the iterations bits are permuted between the different
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blocks. This approach results in a tradeoff between performanoepreclude attacks based on weak keys (resulting in a lower

and security, and requires an internal memory that is larger thepeed).

suggested by the security level. These two properties are sharetihe faster versions are more complex and use six invocations

with the schemes proposed in this paper. However, as the carhthe block cipher in two layers. The analysis becomes more

pression function is not collision resistant, it seems very hard¢omplex as well. Merkle shows that for the fastest scheme (with

prove anything about the security of these hash functions. rate0.276 for DES;0.265 if weak keys are taken into account),
finding collisions requires 2-> operations. This lower bound

C. Block Ciphers Witk > 2m has been improved in [39] to2

Merkle observed in [31] thatif the key length of a block cipher This approach performs a remarkable improvement over pre-
is larger than the block length, it can be used as the compress{éHS Proposals, but has the following disadvantages.
function of a single block length hash function by justfixingthe . The security level seems to be limited®={* ™} which

plaintext, and considering the mapping from key to ciphertext s not sufficient if DES is used, and only marginally suffi-

cient for a 128-bit block cipher.
Hi=FEy,_, | m(C)

» The block sizes for the data input are not convenient, i.e.,

with C as a constant. not a multiple of 32 or 64 bits.

In [26], Lai and Massey propose two constructions for hash
functions based on their block cipher IDEA (with = 64 and
k = 128): Abreast-DM and Tandem-DM have hash rate and
a claimed security level against preimage and collision attacks
equal to22™, respectively2™ operations. IV. MODEL FOR THENEW CONSTRUCTION

Note that both MD4 [46] and MD5 [47] can be viewed as
a Davies—Meyer construction with an underlyingbit block
cipher with a4m-bit “key.” Indeed, the compression function
has a feedforward from the “plaintext” (the chaining variabl
H,_,) toward the “ciphertext{H;). For MD4 and MD5, the
size of the message block in bits= £ = 512, and the size of
the chaining variable and the hash resultare!’ = m = 128.
From this perspective, both constructions have 4atéowever,
Dobbertin’s attacks [12], [53], [13] on MD4 and MD5 show thaf
the compression functions are not collision resistant. His att

[12], [53] on "extended MD4" [46], which has a compression econd of sizem bits, and that produces an-bit output.

function consisting of two parallel and dependent runs of MD&, The most straightforward approach is to consideyarallel

igggﬁi}%ﬂg is not obvious to increase the security of the?uenctions and construct a compression functigrof ratep =

r/n as follows:

» The invocation of the block cipher is in part serial, which is
a disadvantage for high-speed hardware implementations.

This paper provides new constructions that extend ideal
compression functions of: bits to hash functions for which
finding a collision requires strictly more thali* operations,
&nd that allow for parallel processing of the individual com-
pression function calls. It has already been argued in Section Il
that one should try to design a collision-resistant compression
function. This seems the only approach possible if one wants
0 prove something about the security of the hash function. In
q(e following, leth(-, -) denote the underlying compression
nction that takes two inputs, the first of size bits, the

D. Schemes by Merkle H = h(XE, Y & 2
Merkle proposed a new class of hash functions based on

block ciphers with a collision-resistant compression function

[32]. The reason why these schemes are treated separately is H'=hX"'Y"®Z]

that, unlike the other proposals in Section IlI-B, they have a o . _ ) ) _
security proof, based on the assumption that the Davies—MeydiereX;, Y;’, andZz; are derived from binary linear combina-

single block length hash functions is secure. tions of H;_|, andMi”, 1 <j <mn,andl < j < r. Note
The simplest scheme (with rate'18.3 for DES) can be de- that these functions can be evaluated in parallel, as none of the
scribed as follows: inputs depends on the outputs of the other functions.
Schemes of this form with = 1 and»n = 2 have been pro-
H; = posed in the literature, see, e.g., Knudsel. [22]. As illus-

chopg [f(OHHil—lv Hi2—1H Mi) Hf(lHHil—lv HZ?_IH Mz)] . trated by the attacks in [22], it is strongly suggested that it is
hard to invert individual parts of the compression function: par-

HereH,_; is a string consisting of 112 bits, the leftmost 55 bittial inversions may be extended by a meet-in-the-middle attack
of which are denotedf! ;, and the remaining 57 are denotedo an inversion of the compression function. Sorting out this sit-
H? |; M; consists of seven bits only. The function chajsops uation forn = 2 has taken quite some cryptanalytic effort, and
ther rightmost bits of its argument. an elapsed time of about seven years. While it is possible to write

This hash function is similar to MDC-2, but has a collisiomown some schemes far= 3 or n = 4 for which it is not im-
resistant compression function at the cost of alow speed; Merkiediately clear (at least to the authors) how to break them, this
shows that if DES has no weaknesses, finding a collision fapproach seems to be destined to fail. Moreover, it is not clear
this compression function requires at lea$t @perations. Note how one would be able to prove anything about the security of
that if DES is being used, additional measures have to be talerch a scheme. This leads us to specify the requirement that each
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individual function is an ideal compression function by itself. In Notes

order to avoid trivial attacks, which consist of making the inputs 1) Forn = 5, one has five Chaining variables and one mes-
of the different functions equaflog, »| input bits are fixed to sage variable. This offers sufficient degrees of freedom
different values. This generalizes the approach of MDC-2 and  to fix three chaining variables. However, there are then
the schemes by Merkle. This is reflected in notation by giving no degrees of freedom left to find a collision for the re-
the individual functions different subscripts. maining two chaining variables; therefore, the approaches
for n < 4 above will not work in this case. This does not
imply that there exists a construction with= 5 which
offers a security level- 2™ operations.

Definition 1 (Multiple Construction):Let i(-, -) be an ideal
collision-resistant compression function that takes two inputs,
the first of tm bits and the second of size bits, and produces
anm-bit output. The compression function of a multiple con- 2) Proposition 1 assumes implicitly that at least one com-
struction with ratep = r/n has the following form: plete message block is processed in every iteration. This
condition could be relaxed, resulting in schemes with
n < 5.

H} = hi (X}, Y1

3) It might be that the linear mappings are defined in such

H=h, (X7, Y™ a way that one needs fewer tham variables to fixw
chains. In that case, larger valuesofvould be required.
wherehy, ..., h, are different instantiations df (cf. supra) However, it will be assumed in the following that the ma-
X7 andY; are derived from linear combinations &’_,, and trix of the linear mapping has full rank.

I 1<j< << o .
M, 1<jsmandl<j <o Proposition 1 can be generalized to the cazel.

Note that MDC-2 (without the swapping of the right halves) Proposition 2: Let H be a multiple construction with> 1

g?ln ie;fsﬁr;?gdlai S;Ighfasr?(rj];Ti F;/)g '\iDj?/[jgjO\tN;vér (see D_efinition 1) for which ﬁnding coIIisio_ns r_equir@?._ﬁm/2
asZ expla?ned ezarlier, MIZDC-Z doe; not t;ave a strong Comprgg_eratlons. Then has to satisfy the following inequality:
sion function. One could easily generalize MDC-2 to the case 2tn — 2r
with n = 3 or n = 4. This does not increase the strength of [ 2t+1 w 8
the compression function, but again it is not obvious how to ex- ) . .
tend attacks on the compression function to attacks on the hash Proof: One can fix th_e !nputs ta chains out of th.el.' and
function. perf_orm a prute-fqrce collision se_arch on the remaining o

The main design goal is to find linear mappings that reSLﬁP‘.a'nS' This requwegsm/? operations, withs = n — a. AS. .
in a compression function for which finding a collisions and ointed out earlier, one alsp heeds to make sure that sufficient
preimage requires at lea@t' operations, and preferably everf egrees of freedom are available for the brute-force attacks. The

more. Under this constraint, one can prove the following restft?! _number of va_rlables Is equalo h and fixing one chain
for t = 1; it provides a lower bound om, the number of parallel requires that one imposes- 1 constraints on the variables (re-
chains member that the matrix of the linear matrix has full rank). On

the other hand, a brute-force collision attackror- a chains

Proposition 1: Let # be a multiple construction with= 1 requires(n — a)/2 “free” variables. This implies that the attack
(see Definition 1). For < 2 finding collisions requires: 2™/2 s feasible ifa satisfies the following condition:
operations, and fds < n < 4 finding collisions requires< 2™
operations. n+r—(F+1Da>

Proof: The casen = 1 is trivial. If n = 2, there are

two chaining variablesf!_, and H2 , and at least one mes-This can be solved foz as
sage variablel/! (note that the rate is strictly positive). One . n+2r
can choose these variables in such a way that one of the out- asa = {2t n 1J :
puts, sayH}, is constant, by imposing two linear constraints

T

on these variables. One can then use the remaining degree$/tt €ffort for the brute-force attack is minimizedsifs maxi-
freedom to perform @™/ brute-force collision attack of/2. Mized. The resulting value ofis equal to

n—a

2

If n = 3, one has three chaining variablég ,, H? ;, and . % — U
H? | and at least one message variabl¢. One can choose S=EN—a = |5
t—1 . ; 2t —|— 1
these variables in such a way that one of the outputs F5ay _ -
is constant. One can then use the remaining degrees of freed@ich proves the proposition. U

to perform &2™ brute-force collision attack oA ? andH?. For

n = 4, one has four chaining variablés’ ,, H? |, H? |, and
H} | and at least one message variabl¢. Once can choose
these variables in such a way that two of the outputs,Bay
andH?, are constant; this requires that one imposes four linear
constraints. The remaining degree of freedom can then be use®) Fors > 2 (as in Proposition 1), one needs fo& 2 that

to perform a2™ brute-force collision attack o} andH;*. [ n > 4andfort > 3,n > 3.

Notes

1) Proposition 2 only provides lawer bound on the value
of n, as it considers a very simple attack. A more sophis-
ticated attack will be presented in Section VII.
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3) For a fixed value of, the security levek grows at most neously forhy, hs, ... h,. Let N be the number of active sub-
linearly with n, while the ratep decreases witlh/n. If »  functions and lefV — v, be the maximum number of thé sub-
andr are increased, with =~ tn — ¢, for a constant, the functions that can be attacked independently. Tae the min-
security level (for this attack) remains constant, and thmum value of all suchs;’s. Then it is assumed that obtaining
rate p approaches. this collision must have required at le@st*/? encryptions.

" . In an attempt to find collisions for a multiple scheme it will
Propositions 1 and 2 show that for a secure multiple has . ) : :
. . ) : . _~always be possible to fix the input blocks to some subfunctions
function with¢ = 1 at least five parallel chains are required

while ¢ = 2 requires at least four parallel chains. Designi and thereby fix the outputs. Léf denote the number of active

n ) X . .
such a scheme by trial and error seems to be very hard. T%ubfuncnons. Assumption 2 states that, if a maximumVef v

provides additional motivation to search for a more structurey ﬁ_heseN functions can be attacked independently, then there

: : . éxists no better attack than a brute-force attack on the remaining
approach. Such an approach is developed in the next section. )
v subfunctions.
Note that in the overall complexity of the collision attack the
complexity of the attack on th& — » functions is not consid-
This section proposes a class of hash functions following tkeed, which makes the assumption strong and plausible. For ex-
model of Definition 1 fort = 1: the compression function ample, consider the compression function of MDCA2,< 2.
consists ofn parallel instances of an ideal compression fungks mentioned earlier, it is possible to find collisions for the com-
tion h: {0, 1}™ x {0, 1} — {0, 1}". The goal is to find pression function by fixing the inputs to one of the two sub-
n linear combinations of the + » variablesH} , ..., H* ;, functions and do a brute-force attack on the other, that is, with
M}, ..., M7 insuch away thatfinding a collision for the com-N = 1. In this casey = 0, sinceN — v = 1. This implies,
pression function requires more thaft operations. Proposi- from Assumption 2, that collisions for the compression func-
tion 1 implies that» > 5; later conditions will be derived for tion of MDC-2 must have required at least one operation while
r, as well as for the rate/n of the hash function. The simplethe best known attack requiré&/? operations.
construction is developed for compression functions with two
inputs, each of bit lengtin. As an examplesn = 64 if DES g The New Construction
is used as the underlying block cipher in a Davies—Meyer con-
struction. The following theorem shows how to construct strong hash
In order to prove the security of the construction, two assumfynctions based on ideah-bit compression functions using
tions are required which are presented in the next subsectiofionbinary linear error correcting codes.

Theorem 3: If there exists arfn, k, d] code over GE2?) of
lengthn, dimensionk, and minimum distanceé, with 2%k > n,

The first assumption is clear and obvious from the previodisr m > log, n, then there exists a parallel hash function based
discussion: it is assumed that the underlyinghit compression on an ideal compression functign {0, 1}™ x {0, 1} —
function is ideally secure. {0, 1}™, for which finding a collision for the compression func-

Before the second assumption can be stated, some #oh requires at leas2(¢~1)/2 gperations provided that As-
ditional definitions are required. Consider a collision (ogumption 2 holds. The hash function has an internal memory
second-preimage) attack where the two sets of inputs are  of » - m bits, and a rate = % - 1.

Proof: The compression function consists sofdifferent
functionsh; with 1 < i < n, see Definition 1. The input to

V. SIMPLE CONSTRUCTIONWITH QUATERNARY LINEAR CODES

A. Security Assumptions

1 n 1 T
H |, ... H', M}! ... M

and the compression function consists 2% m-bit blocks: then
H: ... HY M ... M variablesH} , throughH}* , (the output of the: functions of

the previous iteration) and themessage block8/} through

respectively. Define thactiveinputs as the set of pairs M, with » = 2k —n > 0. In the following, every indi-

vidual bit of thesen-bit blocks is treated in the same way. The
bits of two consecutive input blocks are concatenated yielding
k elements of GF22). These elements are encoded using the
[n, k, d] code, resulting im elements of GF2?). Each of these
elements represents the 2-bitinputs to one ofithenctions. As
an example, if the compression function is built from a block ci-
pher, one bit represents the plaintext block input and the other bit
represents the key input to the block cipher. The individual input
bits are obtained by representing the elements ofZ3Fas a
vector space over G2). This construction guarantees that the
conditions for Assumption 2 are satisfied for the value d—1.
ke{l,...,j—1,j+1,...s} To see this, first note that since the dimension of the codg is
one can rearrange the subfunctions such that theifsabfunc-
Assumption 2:Assume that a collision for the compressionions can be attackeddependentlylt is claimed that in an at-
function of a multiple scheme has been found, that is, simult@ck at least! — 1 of the lastn — %k subfunctions are active. To

(H_,, H') and (Mf,, M7
for which H/_| # H'J_, andM} , # M’} |.

A subfunctionh,;(X;, Y;) is calledactive (with respect to
(w.r.t.) the collision or the second-preimage attack), if eitier
and/orY; is computed from active inputs.

A set of subfunctiong;, (X;,, Yi,), ..., h:,(X;,, Y;,) can
be attackeéhdependentlyifforall j € {1, ..., s}itholdsthat:
for all values of the input blocks affectind;,, Y;,) to h;; the
argumentg X, , Y;, ) to h,, are fixed for

iy Lig
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see this, assume that in a collision att&ék< k of the firstk here0 = [00], 1 = [01], & = [10], andf = [11]. The order of
subfunctions are active and that odly < d—1 ofthe lasta—%  the chaining variables is given by the following vector:
subfunctions are active. It is then possible to find two inputs to L ) 5 . S L

the compression function, that differ in the inputs to only one Vi=I[H;_, H 4, H |, H,, H |, M;].

of the firstk subfunctions (by fixing the inputs to sonte — 1 Now G is transformed into & x 10 generator matrixG’ over

subfunctions) and at mogt of the lastn — k& subfunctions. But . : . .
this is a contradiction since it follows from the minimum dis:GF(2)’ by replacing each element byz.a 2 matrix. This matrix

tance of the code that the inputs to at ledstubfunctions in IS th? r.“atT'X of the linear transformation corresponding to the
multiplication by that element. Hence,

total are different. O
Note 0— |:0 0:|7 1— |:1 0:|
Section V-C provides two examples of such constructions to- 0 0 0 1
gether with an interpretation of the proof of security. 11 0 1
Apart from the simple security proof and the relatively high - [1 0} ’ B [1 J

rates, the schemes have the advantage that tpeerations can ] .
be carried out in parallel. The disadvantages of the schemes B corresponding generator matéix is then equal to

the increased amount of internal memory and the cost of the im- T 0000 0 10 1 0

plementation of the linear code (mainly, SOmeLUSIVE-ORS).

Note that the time for a block cipher encryption corresponds 0100000101

typically to a few hundre@XxCLUSIVE-ORS. o 0 01 0001011 y
Theorem 3 reduces the question of the ex_lstence qf efficient “"loo0o 1000110 (4)

hash functions based on a small compression function to the

existence of certain quaternary error-correcting codes. The main 0000101001

conditions on the code are that the minimum distance should 10 0000 1 0 1 1 1]

be as large as possible (at ledstand also that the dimension

k should be as large as possible (and at leg&t + 1). The N.OW one computes the prgduizt -+ @', resulting in a vector
Singleton bound states that< n — d + 1. Define thedeficit with 10 components. The first two components correspond to

dof i ) . he key and the plaintext input to the first compression function
6=n—k —d+ 1. Foran maximum-distance separable (MDS 1. Components three and four correspond to the two inputs of

?oltje’(s = 0. The rate of the hash function can then rewritten 48, socond function,, and so on. This results in the following
ollows: compression functiofi:

H; =hy (Hj , H} )
Hig—lv H;L—l)

; - d+6—1
p= = U Py H? =hs (
H? =hg (H? |, M)
H

n n n

For a quaternary codg; = 4), 6 = 0 only for the[5, 3, 3] i

Hamming code (cf. Section VIII) resulting in a scheme with

ratel/5. However, there exist codes which are close to MDS,

namely, withd = 1: for 7 < n < 16 there exist codes with ~ H? =hs (H;_, ® H? | & H} | & M},

d = 3,and for9 < n < 16 there exist codes witll = 4. 9 3 5 1

Larger values of, are not of practical interest. = 1, the rate H, ®H_, @ H_, & M])

p=1—6/nford =3 andl —8/nford = 4. This means herep,, ..., h; are different instances of the underlying com-

that even for moderate valuesnafrates can be achieved that argyression functiorh.

much higher than existing schemes, and this for a higher security jnder Assumption 2 and according to Theorem 3, a colli-

level. The existence of such codes is revisited in Section VIliqn of 7 requires at leas?”™ operations. Consider Assump-

In what follows, a complete scheme is described starting frofgn 2 and three different cases. First, assume a collision has

the[5, 3, 3] code, and some details are provided for[thes, 3]  peen found where the inputs differ only it_,. Then clearly

code. the active subfunctions ave, hs, andh;, moreover,N = 3
andv = 2. Second, assume a collision has been found where

C. Two Examples Using the (Shortened) Hamming Codes the inputs differ only inH} ; andH3? ;. Then clearly the active

subfunctions aré.;, hs, hy, andh;, moreover,N = 4 and a

maximum of two subfunctions, e.d¢.; andh., can be attacked

independently of each other yielding= 2. Third, assume a

collision has been found where the inputs differ in bafh |

and H? |, thatis, H* | # H';_, andH? | # H’} |, but

4 —h, (HS_;L GH) , ®H) ,H | &H & Mil)

T

The following 3 x 5 matrix is a generator matrix for the
[5, 3, 3] Hamming code over GR2?)

1 0 01 1
where the attacker’s strategy was to choose the values such that
G=101 01 « (3) Hl, = H? andH’_, = H'>_,. Then the active subfunc-
001123 tions are agairhy, ho, hy, andh;, and N = 4. Note that the
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outputs ofh, are fixed and the subfunctiorls andhi, cannot The extended schemes are proposed in Section VI-A, the
be attacked independently under this attacker’s strategy; hawtput transformation is discussed in Section VI-B, and the
ever, it is easily checked that> 2, since again a maximum of improved security against attacks on the whole hash function
two subfunctions can be attacked independently, B,@andh,. in Section VI-C.

There are generic attacks on the constructions which will
be presented in Section VII. The collision attack applied to
the above example requires abdut 227/3 operations (a A- The Improved Construction

second-preimage attack requifies2*™/3 operations). Finally, . . . )
the number of output blocks of the compression function is The first improvement consists of dividing the-bit words

larger than the security level suggests. To avoid this, it tato smaller blocks and to use codes over larger fields. As an

recommended to use an output transformation which hashes&#8mPle, consider a block cipher with-bit blocks andm-bit

five blocks to three blocks. Such constructions are discussedfYS for evenn. In Theorem 3, codes over GE?) are used,
Section VI-B. where the two bits of the codewords represent to the plaintext

inputs, respectively, the key inputs to the block ciphers. An al-
ming code, which is obtained by shortening th, 18, 3] ternative method is to divide aik-bit blocks into blocks ofr. /2
Hamming code (cf. Section VIII). The resulting hash functioRitS @nd use codes overQSIﬂ)..The advantage of this approach,
has ratel/4, and form = k = 64, Theorem 3 shows that which will be illustrated later in more detail, is that better codes
finding a collision requires at leasf2encryptions. It is thus €XiSts over Gg) if ¢ becomes larger. For example, in a code

2y wi _ i o —
comparable to the best scheme by Merkle (cf. Section I1I-D§Ver GF(2°) with lengthn = 9 and dimensiort = 6, the
but that scheme does not allow for a parallel evaluation. THINIMUM distance is at most €4g.mn the shortened Hamming
generator matrix of thés, 5, 3] Hamming code over GE2?) code[9, 6, 3], while over GK2”) there exists 49, 6, 4] code

has the following form: (cf. Section VIII). . .
The second improvement consists of extending the scheme

to compression functions where the input size is any integer

A second example is based on [@n 5, 3] shortened Ham-

10000011 multiple of the block length. In the block cipher case, the
0100010 « Davies—Meyer scheme can still be used, but more than one
0010010 p (5) m-bit block enters the key input. This leads to the following
0001010 1 theorem.

000O0T1T110 Theorem 4:Let b be a divisor ofm, i.e.,.m = b-m,, for

some positive integer,,. If there exists arin, %, d] code over

It is now straightforward to derivé’ and the hash function in GF(2"“*%)) of lengthn, dimensionk, and minimum distance
a similar way as for the previous example. d, with (¢ + 1)k > n, andm > log, n, then there exists a
parallel hash function based on an ideal compression function
h: {0, 1} x {0, 1} — {0, 1}™, for which finding a col-
lision for the compression function requires at lez{§t 1)™/2
operations provided that Assumption 2 holds. The hash function

This section discusses several ways to improve the scherhas an internal memory of m bits, has aratg = (¢t+ 1)% -1,
of Theorem 3. and works onm;-bit blocks.

 Afirst observation is that the security level of the schem(?a Proof: The compression function consists efdifferent

(for a given rate) can be improved by working with data nctionsh; with 1 < ¢ < n, see Def|n|t|9n 1.The |npl.1t to the
blocks smaller tham bits. This gives the designer addj--omPression function consists @f+ 1)k m-bit blocks: then

tional degrees of freedom. It will be explained how the variablesH_, throughH, (the output of the: functions of

S . . . = 1 '
constructions can be derived from codes over @Fwith t%e previous iteration) and message blockaf;’ throughA4y',
q 2 4.

with » = (¢ + 1)k — n > 0. All m-bit blocks are split into sub-

blocks ofm, bits. In the following, every individual bit of these

+ Secondly, the construction can be generalized to compres;-bit blocks is treated in the same way. The bits@f+ 1)
sion functions for which the input length is a positiveconsecutive input blocks are concatenated yieldirdements
integer multiple of the output length (when using bloclf GF(2°(*+1)), These elements are encoded usingihé, d]
ciphers, this generalization covers cases where the kayde, resulting im elements of GF2*(*+1)), Each of these ele-
length is an integer multiple of the block length). ments represents thé& -+ 1)-bit inputs to one of the functions,

* An output transformation is added to reduce the size of trtﬁrég ;’frteg'tzﬁgrtrhe:zgzg;g .trr]'e f&;ﬁ%ﬁzqmﬂq dthael _rnem?ltr)\_ﬁ:[r;g
output in accordance with the security level, and to avoid btai pd b 0! p# | eV ;gﬁllg)u !

potential problems with near-collisions. are obtained by representmg the e e”TemS of )asa

vector space over GR2). This construction guarantees that the

 Improved strength against attacks on the hash function caonditions for Assumption 2 are satisfied for the value d—1.
be obtained by a linear transformation of the input varit follows from the minimum distance of the code that at least
ables to the compression function. The security with refsubfunctions are active in a collision. The conclusion follows

spect to attacks on the compression is unchanged. exactly as in the proof of Theorem 3. O

VI. IMPROVED CONSTRUCTIONSUSING NONBINARY
LINEAR CODES
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As an example, a hash function based on a compressismo proof in the general case, where the attacker is allowed to
function with a2m-bit input and anmn-bit output (or ann-bit  control all inputs to the compression function.
block cipher with ann-bit key) can be constructed by using the In constructions using a block cipher the first problem can
code|[8, 6, 3] over GF(2*), which is obtained by shorteningbe solved as follows. One encrypts theoutput blocks of the
the Hamming codg17, 15, 3]. The hash function has ratecompression function using the block cipher with a fixed, ran-
1/2 and an internal memory df - m bits, and is thus twice domly chosen key, such that all output blocks of the encryption
as fast as the example using the cd8le5, 3] mentioned in depend on all input blocks in a complicated way. One could use,
Section V-C. Withm = 64, this construction operates onfor example, thall-or-nothingtransform introduced by Rivest
32-bit words. One can extend this approach to construct hd4B]. Note that a simple CBC encryption would not be sufficient.
functions with codes over GR3), i.e., operating on 16-bit Subsequently, the blocks concatenated with theencrypted
words, for example, by shortening tf257, 255, 3] Hamming blocks are hashed as above. The second problem can be over-
code. However, it will be shown in Section VIII that this doegsome by the following proposal which can be used instead of
not offer any improvement, unlessis chosen larger thah7. or in conjunction with the above first approach. First, one con-
This is interesting from a theoretical point of view but less istructs from then-bit block cipher a large, strong block cipher

practice as the internal memory increases. with block lengthr -m bits. This block cipher can be slow, since
it is applied only once. Subsequently, #€n,,,;, ) blocks from
B. Output Transformation the compression function are input to a Davies—Meyer construc-

The constructions presented in Section VI-A have the f
lowing problems.

and part of the hash function description). Under Assumption 1
this is a secure hash function. The output can be truncated to any
1) Since every output bit does not depend on all input bitsblocks, wheres > d — 1.

of the compression function, it is relatively easy to find

many inputs for which several output blocks of the conc. Real-Life Attacks

pression function are equal (such inputs are called
collisions”).

0Eion where the block cipher key is randomly chosen and fixed

“NeaArNn an attack on a compression function the attacker has full
control over all inputs. In an attack on an iterated hash func-

2) The number of output blocks is typically much larger thation induced by the compression function an attacker is more
the security level suggests. As an example, a constructi@stricted. He still has full control over the message variables
using the codgs, 3, 3] has hash results 6fn bits, but the MF, but the variablegf!_, are themselves outputs of the com-

security level for collision attacks is “only2™, whereas Pression function in the previous step or are the fixed initial
for an ideal construction it would b5, values in the casé = 1. As an example, consider the com-

o ) pression function described in the previous section using the
The solution is to apply an output transformation to the outpu(gg)de[57 3, 3]. An attacker can fix the variable§?__, for j =

of the compression function. This transformation can be sloyy, 5, and compute the hash values for2 values ofM]
.., 5, i

since it has to be gpplled only once. Therefore, there are maéVthe birthday paradox, with a high probability he would get
pos_3|ble construchon;. a collision in four of the five subfunctions. Such problems can
First an approach is presented that does not affect the prgi-overcome by applying an affine transformation of the input
able security of the compression functions. Denote with.,  yariables such that the inputs to all five subfunctions depend on
the smallest possible value offor a given value ofd, such e message variables. Note that for any affine transformation of
that Theorem 4 holds. Hfuwin < 7, compress the blocks  ihe input variables Theorem 3 would still hold. In the example,

t0 nwin blocks using the new construction withyin parallel  gne can use the following input vector of the chaining variables:
blocks (this hash function will have a lower rate than the orig-
inal one). This approach partly solves both problems. However,— (g1 ¢ Al H? | @ M}, H? | & M,
if a further reduction to less than,,;, blocks is required, other ’ L s L
a h Hi @ M;, H |, M;].
pproaches are necessary.
The first problem can be overcome taking the following AR urthermore, in constructions using a block cipher it is possible

proach. Use the compression function itself as the output tra?g-r . : : .
. . estrict the message variable to as few key inputs as possible
formation, but with the message blocks equal to the vaHigs 9 y Inp P

2 ™ This has the i tant advant that d 0 avoid a situation when the attacker can control the keys of the
i ! 'l'f" " ) h|s tai € |r:1por atn dalvandaget a ”9“"" I'nderlying block cipher. The motivation for this is that block
lonafiunction has to beé implemented. In order to use.af- ciphers are typically designed to resist attacks where an oppo-

pu:S’ at I_(ejasfnf/r? | aot|d|t_|o_na| |_trehrat|onsl;a\re rfequwed. Th'g d doe ent controls the plaintext or the ciphertext, but where the key
not provide sufficient mixing. The number of recommended gk, "o iormly at random.

ditional iterations is at leagt. /] +1, and preferablg- [n/r]+
1. Although this approach solves the first of kind of problems, it
does not solve the second. If one truncates the output of the last
round of the compression function the proof of security fails. This section presents a generic attack on the hash functions
However, it can be argued that since a real-life attacker hasdeveloped in this paper. The attack makes useaudficollisions
control over the blocks which are hashed in the output transfé-multicollision for # and an element € Rangéh) is a set
mation the security is not threatened. But it is stressed, that thefevaluesS (with |S| > 2), such thatvs € S, h(s) = u.

VIl. A GENERIC ATTACK
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The following lemma is used in the attack (see, for examplsubfunctions. Then with high probability a match for:afunc-
Motwani and Raghavan [37, p. 45]). tions will exist. Note thatn — k) ' +m = nm/k. One problem
is whether the entropy of the input to an individual subfunc-
tion is sufficiently large to generate that many multicollisions.
One subfunction hag**+1)™ inputs, hence it is required that
n/k < (¢t + 1). However, this is always true since it is also re-
An interesting observation is that in this case, the urn with tiggired that(¢ + 1)k > » in the constructions. O
most balls has about the same number of balls as the expect

number of balls in any urn (so the variance of the distribution {ﬁat of the second part J is larger thanl + 2/n + O(1/n?)

very small). L 5 o
If there are fewer balls, the distribution is less uniform, but thaenOI smaller tham 1 2./” +O(1/n%). This is the case for
ost values of practical interest, e.g.> 5, d > 3, and¢ not

following bound can be proved (see [37, Theorem 3.1, p. 45] bo large, say< n — 3

Lemma 1: Whenm balls are thrown inta urns, withm =
nlog n, with probabilityl — O(1) every urn contain®(logn)
balls.

elgiote One can show that the effort of the first part dominates
Lemma 2:When n balls are thrown inton urns, with

probability at leastl — 1/n no urn contains more than
[(elnn)/Inlnn] balls.

The following proposition contains the generic attack for col-
lisions.

Proposition 4: Consider a multiple hash function con-

__ 964 H ili i
i e oy et ere il b 1T o 1 G a1 i
' GF (2°¢+D), where(t + 1)k > n (cf. Theorem 4). Then

smaller than in Lemma 1, only multicollisions for small values . / : .
collisions for the compression function &f can be found in

of |S| are expected to occur.

_ Clearly, the qom_plexity for findin_g a muIticoIIis_ion fo_r a par- om(n—k)/2 .. JREETIE

ticular valuew is higher than for finding a multicollision for max y

one in many values. Although it seems that a multicollision of . _

log, n elements for some element can be found using less tH#erations. kTher attack requires the storage of about

nlog, n evaluations, Lemmas 1 and 2 show that the requiréti+ 1)k2" /(%) m-bit values. _

number of evaluations is not much less thdng, n. Moreover, Proof: This attack is similar to the preimage attack of

an attacker has no control over the target valuend will need PropOSItlon 3. In the first part, one generates a set of multicolli-

to storen counters. Withn 1Og2 n evaluations one can expectSionS for each of the firgt subfunctions. That iS, one generates

n—k m . . ..

many multicollisions ofog, » elements. In this case it suffices2 = * ¥ values of one subfunction, hence a multicollision

to keep counters for a few values. will exist where|S| > 27z *. Repeating this for each of
First, a preimage attack is considered. We conjecture that the first% functions would yieldt such sets, which combined

lower bound for a preimage attackd&—2™, but it is an open would give2"z"

z ™ texts all hitting the same output value for the
problem whether our proof techniques can be extended to obtist &£ subfunctions. In the second part, a collision will be found

this bound. for the remaining subfunctions also with a high probability.
Note that
Proposition 3: Consider a multiple hash function con-
struction H (cf. Definition 1), using an[n, k, d] code over n—Fkm (n+ k)m
GF(2!(t+1)), where(t + 1)k > n (cf. Theorem 4). Then a 5 L TTE T

preimage of the compression function &f can be found in

aboutmax(2m(»—*)  k.2nm/k) gperations. The attack requiresAgain, one can show that the entropy of the inputs to individual

the storage of about + 1)k2(=*)™/* m-hit values. subfunctions is sufficiently large: one subfunction B&g )™
Proof: First note that it is possible to find an affine transinputs, hence it is required thé{%“ < (t +1). However, this

formation of the inputs to the compression functions, such thatalways true since it is also required tffat- 1)k > » in the

k subfunctions can be attacked independently. Rearrange toastructions. O

_subfu_nc_nons such that these‘u_ncnons come first. The attack Note One can show that the effort of the first part dominates
is split into two parts. In the first part, one generates a set t(ﬁf

H 2
multicollisions for each of thé first subfunctions. Then, in at of the second partifis larger tharl +3/(4n) + O(1/n°)

T 5 -
the second part, thegesets of multicollisions are combinedanOI smaller tham — 2 .3/(4”) +O(1/n%). This 'f the case
. . : ff()r most values of practical interest, e.g., wherr 5, d > 4,
in all possible ways in order to perform a brute-force attac

- . .~ and¢ not too large, sayx n — 2.
on the remaining: — & subfunctions. The second part requires
about2(®~*™ messages, all of which should hash to the sameConsider a multiple hash constructions based omak, d
value in the firstt functions. With high probability there will code and amn-bit compression function. It follows from Sec-
be a match for alh functions. In the first part, by generatingtion V-B that the fastest schemes are for MDS codes. With
2(r=k)F+m yalues of one subfunction, a multicollision on an — k& = d — 1, Propositions 3 and 4 state that the generic at-
specific value in the range of a subfunction can be expecteatks are close to the lower bounds of security in Theorems 3
where|S| > 2(»®¥ Repeating this for each of the first and 4. Fom — k = d — 1 andd = 3, the attacks requirg®™,
functions would yieldt such sets, which combined would giverespectivelyf - 2(»+*)m™/(2k) gperations which at least for large

2(n=k)m inputs all hitting the same output value for the fitst values ofr andk is close to the lower bounds of Theorem 4. For
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n—k = d—1andd = 4, the attacks requirg®™, respectively, parity matrix. A code can correct a single error if the syndrome
23m/2 gperations which match the lower bounds of Theorem 4f all individual errors is different, and different from The

Brudevoll has shown thatif — & > d— 1, for some construc- syndrome of a single error is a nonzero multiple of a column of
tions there exist attacks (based on multicollisions) with cond{* and thus of a row ofd. Therefore, it is sufficient that all
plexities lower than the ones of Propositions 3 and 4 [6]. In thesaws of H are nonzero and are not a multiple of each other. As
cases, it is advantageous to generate multicollisiong:fog  the parity matrixd hasn rows withn — &k components, a code
k subfunctions, then combine these to perform a brute-forcan only correct a single error if there are at leasbnzero rows
attack on thed — 1 remaining active subfunctions. In thesehat satisfy the conditions, or
cases, preimages and collisions can be found for the compres- q

> n.

(d—1
g—1 -

sion function inmax(2™(¢=1 &/ . 2 k'm*m), respectively,

m(d—1)/2 11 o(d—1)m/2k'+m H . i X i
max(2 K2 ) operations. Examples of  is a4y to see that equality can only be achieveckihdk are
such constructions together with other constructions where stated in the proposition (note that n — k). If the code
best (known) attacks are those of Propositions 3 and 4 are giYgehortened, that is, andk are reduced by one, the inequality
in[6]. In any case, note that the complexities will never be IOW%II still be satisfied 0

than the bounds of Theorems 3 and 4.

n—k_l

It follows immediately that the value dfis equal tos — 2.
VIIl. ERRORCORRECTIONCODES For small values of, one obtains the following results:
g = 4:1f s = 2, one obtains thé5, 3, 3] code of Sec-
tion V-C. This is an MDS code, of = 0. Fors = 3,
one finds &21, 18, 3] code that can be shortened to the
[8, 5, 3] code of Section V-C. Note that for this code, and
for its shortened versions, one has- 1.

The constructions of Sections V and VI rely on the existence
of nonbinary linear error-correcting codes of lengthdimen-
sionk, and minimum distancé. The conditions on the code are
the following.

» The minimum distancé should be sufficiently large, as
the security level of the hash function is equatté1)/2
for collisions.

q = 8: s = 2 yields the[9, 7, 3] Hamming code, which is
MDS. The case = 3 results in thg73, 70, 3] Hamming
code.

» The dimensiork should be large as well; from the Sin- _ . . . .
gleton bound it follows that < n — d 4+ 1. The con- g = 16: s = 2yields the[17, 15, 3] Hamming code, which

struction requires that > n/(t 4+ 1), where the original is MDS.

compression function takes an input of size- 1)m bits  Proposition 6: There exist parallel hash functions based
and outputsn bits. Recall that theleficit 6 is defined as on an ideal compression functign {0, 1} x {0, 1}”" —

n—k—d+1. The rate of the hash function can then writterjo, 1}™, with rates close ta for which finding a collision

as follows: takes at leas?™, respectively, at leag™/2 operations.
)= C+Dk _, (E+D+6-1) Proof: From Theorem 4itfollows that such hash functions
n n ' exist if there exist Hamming codes widtsufficiently small. For

This shows that i becomes large, the rate of these haghamming codes

function approaches It is shown later that for codes with

a fixed value off andg, § grows slowly withn. Moreover, 6 = |log, (n)] —1

the best codes for this construction are MDS codes, i.e. .
. . ' “and thus the rate is equal to

codes withé = 0. However, the existence of nontrivial

MDS codes (i.e., MDS codes with# 1, 2, n) for large )= t+Dk 1—te (t+1)(log,(n)] + 1).
values ofn andk < ¢ — 1 is an open problem. n n
This implies that ifn becomes large, the rate approaches

First, the easy case af = 3 is addressed. This forms a

. . . quickly. O
starting point to discuss larger valuesdf

To illustrate this result: using thé7, 15, 3] Hamming code

A. The Casel = 3 with ¢ = 1, the rate becomes
These codes are the well-known Hamming codes, with pa- _, (412 13 0.76
rameters given by the following proposition (see, for example, p= 17 17 T
MacWilliams and Sloane [27, pp. 179-180]). In constructions using a block cipher, this has the following
Proposition 5: Let ¢ be a prime power. The (perfect) Ham_lmpllcatlons.
ming codes over GF;) have the following parameters: Corollary 1: Provided that Assumption 2 holds, there exist
¢ —1 parallel hash functions based on anbit block cipher with
n= -1 k=n—-sd=3]|. a tm-bit key with rates close te for which finding a colli-
sion takes at least™ operations, respectively, at least”/2

They can be shortened up to dimension .
) ; - . gperations.
Proof: Hamming codes are single-error-correcting codes;
or d = 3. The syndrome of an-dimensional vector over At the cost of a larger internal memory, using DES one
GF(q) is equal toC - H*, where H! is the transpose of the can obtain hash functions of rate and using IDEA one can
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TABLE I
MINIMUM DISTANCE d FOR THEBEST CODESKNOWN OVER GF(2?) WITH LENGTH 72 AND DIMENSION k. THE LINES SEPARATE THEAREASWITH k > n/2 AND
k> n/3. MDS CODESARE INDICATED WITH A BOLD NUMBER. THE SYMBOL “~" M EANS THAT A CODE WITH d > 3 WOULD VIOLATE THE SINGLETON BOUND

dimension k&
length 3 4 5 6 7 8 9 10 11 12 13 14
n
5 3 -
6 4 -
7 4 3 -
8 5 4 3 -
9 6 5 4 3 -
10 6 6 5 4 3 -
11 7 6 6 5 4 3 -
12 8 7 6 6 4 4 3 -
13 9 8 7 6 5 4 4 3 -
14 10 9 8 7 6 5 4 4 3 -
15 11 10 8 8 7 6 5 4 4 3 -
16 12 11 9 8 8 7 6 5 4 4 3
TABLE 1lI

MINIMUM DISTANCE d FOR THEBEST CODESKNOWN OVER GF(2*) WITH LENGTH 7 AND DIMENSION k. THE LINES SEPARATE THEAREASWITH &k > n/2 AND
k > n/3. MDS CODESARE INDICATED WITH A BOLD NUMBER. THE SYMBOL “~" M EANS THAT A CODEWITH d > 3 WOULD VIOLATE THE SINGLETON BOUND.
A x SYMBOL MEANS THAT A CODE WITH MINIMUM DISTANCE d + 1 MIGHT EXIST

dimension &
length n 3 4 5 6 7 8 9 10 11 12 13 14
5 3 -
6 4 3 -
7 5 4 3 -
8 6 5 4 3 -
9 7 6 5 4 3 -
10 8 6 5 4 4 -
11 8 7 6 5 4 3 -
12 9 8 7 6 5 4 3 -
13 10 9 8 7 6 5 4 3 -
14 11 10 9 8 7 6 5 4 3 -
15 12 10* 9* 8* 8 7 6 5 4 3 -
16 12*  11r  10* 9* 8* 8 6* 6 5 4 3

obtain hash functions of rat2 For comparison MDC-2 and The fact that some of these codes are cyclic can be used to
MDC-4 have ratesl/2, respectively,1/4, and Abreast-DM develop a compact description (cf. Section IX). koe 4, no

and Tandem-DM developed for IDEA [26] have ratg® (cf. codes ofd > 4 are obtained using this construction. For larger
Section IlI). values ofg, one obtains the following results.

g = 8:the preceding theorem results in the following codes
B. The Casel > 4 with d > 4: [9, 6, 4], [9, 5, 5], [9, 4, 6], and[10, 7, 4].
From the previous section one can conclude that MDS codes Here the first three codes are cyclic.
only exist for values of. below a certain threshold; the value of .
this threshold increases with It is also known that nontrivial g = 16: there exist MDS codes for all valuesotip to17,
MDS codes over GFg) exist only wherk < ¢ — 1 andd < ¢. 1 < k < n. In addition, there exist afi8, 3, 16] and an
Once one has an MDS code, shortening it will result in another  [18: 15, 4] code. The{17, 14, 4] and[17, 13, 5] codes are
MDS code with the same minimum distance. This follows from  cyclic.
the fact that a necessary and sufficient condition for an M
code is that every square submatrix of sige{n, n — k} of
the matrixA, defined byG = [Iixx|Arx (n—1)], iS NONsingular
[27, p. 321]. 16. L .
! . . Tables Il and Il indicate the values af and % for which a
For the parameters which are of interest to the new COﬂStI’l.[lC-

tion, the following theorem presents doubly and triply extended code exist with minimum distande> 3 for g = 4 ands,

respectively. These tables have been obtained from [5)y For
Reed-Solomon codes that are MDS [27, pp. 323-326]. 4, there is only one MDS code with> 3, namely, the5, 3, 3]

Theorem 5:For any k, 1 < k < ¢+ 1, there exists a Hamming code. Fog = &, there exist MDS codes satisfying
[¢+1, k, ¢—k+2] cyclic MDS code over GFy), and there exist the conditions fob < » < 9; one also has thg0, 7, 4] code
[2°+2, 3, 2°] and[2°+2, 2° — 1, 4] MDS codes over GF2*). of Theorem 5. Fon > 16 andd < 6, one can always find a

DES values of: larger than this are not of importance for practical
constructions, there is no reason to use valueglafger than
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code withé = 1. This illustrates that not much can be gained TABLE IV

from takingg = 16. Forq = 16, MDS codes exist fon < 17 RATES AND COMPLEXITIES OF PREVIOUS PROPOSALS FOR
; ’ = . m)-B C

1 < k < n,andfor[18, 3, 16] and[18, 15, 4]. This is certainly (m, m)-BLOCK ClpHERS

sufficient for the hash functions considered in this paper. Scheme R’:te COll;flon C?;g:;on Reference
MDC-2 | 1/2 | 2m/2 2m [4]
IX. SOME PRACTICAL EXAMPLES MDC-4 | 1/4 | 23m/4 gm (4]
This section contains some examples of new constructions for Merkle | 0.27 2 2 [32]
several parameters of the underlying compression function. The
examples in the first two subsections are especially suited for TABLE V

constructions where the compression function is obtained from cowmparISON OF CONSTRUCTIONSBASED ON CODES OVER GF(22)

a block cipher. In the following;m, &) denotes amr-bit block AND OVER GF(2*) FOR (m, m)-BLOCK CIPHERS

cipher with ak-bit key. The complexities of the attacks on the GF(2?) GF(29) Collision

examples are against the compression function. Attacks against Code |[Rate| Code [ Rate

the hash function can be higher according to Sections VI-B and p o

VI-C. However, it is recommended when designing a hash func- (5,3,3] 1/5 | [6,4,3] /3 | z2m

tion to choose a construction with a large security against attacks 8,5,3] | 1/4 | [8,6,3] | 1/2 | =2™

on the compression functions. (12,9,3] | 1/2 | [12,10,3] | 2/3 | =27
[9,5,4] 1/9 | [9,6,4] 1/3 | > 23m/2

A. Using an(m, m)-Block Cipher [16,12,4] | 1/2 | [16,13,4] | 5/8 | > 2°™/*

Tables IV and V list the rates and the best known attacks for
the existing constructions and the constructions proposed in thisxg gn output transformation one can first hash the nine

paper respectively. . . _ blocks to seven blocks via the compression function using the
In what follows, an implementation of the construction USiNgodel[7, 4, 4] (nmin = 7 for d = 4) and then hash the seven

the codd9, 6, 4]is shown. Define GF2*) as the extension field pocks to three blocks using one of the approaches described
GF(2)[z]/(z* 4z +1). There are many generator matrices fof, section VI-B.

a[9, 6, 4] linear code over GK2*). A generator matrix was

chosen which leads to a simple and efficient compression fu@_- Using an(

tion, as explained later. The generator matrix has the following )
form: The only known hash functions based on(an 2m)-block

cipher with a2m-bit hash result are the Abreast-DM and the
Tandem-DM from [26] (cf. Section IlI-C). Table VII lists the
rates and complexities of the best known attacks on the two
constructions.

(6) However, as already indicated, there exist more efficient con-
structions with a higher security level. Table VI lists the rates
and complexities of such constructions. As before, it is possible
divide them-bit blocks into smaller subblocks. For example,

B . the blocks can be divided into halves and expanded with a code

6 4
Here0 and1 are the additive and multiplicative neutral element2V€" GH2”), such ag65, 63, 3].

in GF(2*) anda = x, andB = x>+ 2% + 1. The motivation for ) )
the choice of the generator matrix is as follows. In an implemefr: Using the MDx Family
tation of the compression function the elements of(&H are Dobbertin’s attack on the extended MD4 [12], [53] shows that
represented as elements of a vector space ovée{GElearly, for MD4 even two dependent runs of the compression function
multiplications with0 and1 are the easiest to implement. Aare not collision resistant. However, it seems unlikely that his at-
closer analysis shows that multiplication withand 2 in the tacks extend to compression functions consisting of two or more
above example can be implemented with one, respectively, timstantiations of MD5. The methods developed in this paper
EXCLUSIVE-ORS. An exhaustive search for the matrix with thecan be used to construct parallel MD5 hash functions based on
easiest implementation was not feasible (w.r.t. our computitigear codes over GE?). In Table IX possible constructions
resources), but by restricting a search to using the elenfentsare listed.
1, &, andf a solution close to the optimal one was obtained.  Since the assumption for these constructions, that is, that the
Let f;(X, Y) be different instants of the functiafix (Y) @ basic components are secure, does not hold for MD4 and MDS5,
Y, let X, and X g denote the leftmost, respectively, rightmosexplicit bounds for the complexities of collision attacks on the
m/2 bits of X, and let| denote concatenationof/2 bit blocks. compression functions have not been specified. However, it is
Furthermore, leG*, ..., G° be the nine input blocks coming conjectured that for the constructions using MD5 and codes of
from the compression function in the previous iteration and latinimum distance, a collision attack is infeasible. The attack
MY, M?, M3 be the three message block inputs. This resultsquires a simultaneous collision for at least three different in-
in the compression function depicted in Table VI. stances with dependent inputs.

m, 2m)-Block Cipher

S O O =B O
©C O = O O

1
1
1
o
«

o 0O = O o ©
o - o o o o
- O 0 O © ©
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COMPRESSIONFUNCTION USING THE CODE [9, 6, 4] IN GF(24)

Hl - fl(Gl,G2)

H2 — fQ(GB,G4)

H* = f3(G%, G%

H' = f(G7,G?)

H5 — f5(G9,M1)

H® = fo(M?*, M?)

H = fH(G'eGa6°s (
G’eGleGte(G]

H® = f(G'eG"'aM*e (
GCoeoMae(Ghe

H® = f(G'eG°®(GiRlGE

HG )& (GRIIML) @ (M} pllM}),
GRIGL)@(GLeME|GY) e (MF | M@ M} )

”G )& (G rlIGR) & (M} gl| M),
GiIG}) @G (G IIGRo M| R))

)®(GRIG3) ®(GLRIGR)© (ME|M}),

G*oM'aG*a (GG |G} a6 & (M eM3|M?E)),

where Gt =

(GLIGL G @ GYY) and X = X1 ® Xk

TABLE VII
RATES AND COMPLEXITIES OF PREVIOUS PROPOSALS FOR
(m, 2m)-BLock CIPHERS[26]

Scheme Rate | Collision | Collision
P h Hash
Abreast-DM | 1/2 am 2m
Tandem-DM | 1/2 m "
TABLE VIiI

RATES AND COMPLEXITIES OF THEPROPOSALS FOR(m, 2m)-BLOCK
CIPHERSUSING CODESOVER GF(2%)

Code Rate p Collision
[4,2,3] 1/2 >om
6,4, 3] 1 >om
9,7,3] 4/3 > om
(5,2,4] 1/5 > 2%m/2
[7,4,4] 5/7 > 93m/2
(10,7, 4] 11/10 > 28m/2

TABLE IX

RATES AND COMPLEXITIES OF THEPROPOSALS FOR THEMDX FAMILY

UsING CODES OVER GF(27)
Scheme Rate | Scheme Rate | Scheme Rate
p P P
MD4 4 [5,3,3] 2 [5,2,4] 1
MD5 4 | [10,8,3] 3 | [10,7,4] 25
[20,18,3] 3.5 |[20,17,4] 3.25

D. Remarks on Implementations
The description of the hash functions used in the previo

sections can be made more compact by considering a cyclic

representation of the used codes. As an example, consider
proposal based on the cyc[®, 6, 4] Reed—Solomon code over
GF(2%); a cyclic representation can be used with

g@) =+ B+ 1D2*+(B+ 1z +1

whereﬁ4 = B+ 1. The cyclic representation leads to a compact
and simple description, which is easier to implement and test.

The representation given in the previous section, however, has
a smaller overhead in terms of the numbeERELUSIVE-ORS.

X. CONCLUSION

This paper has presented a new method for constructing hash
functions based on a small compression function. Using block
ciphers such as DES this yields hash functions which are faster
and more secure than existing proposals. The method extends to
block ciphers such as IDEA and AES where the block size and
key size are different. For large values of internal memory, con-
structions using IDEA exist with rates close to two, which is a
factor of four faster than existing proposals. Finally, the applica-
tion of the method to the MDx family has been discussed. Two
schemes derived from the constructions proposed in this paper
have been included in the revised edition (2000) of ISO/IEC
Std.10118-2 [20].
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