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Abstract—We present telescoping recursive representations for
both continuous and discrete indexed noncausal Gauss-Markov
random fields. Our recursions start at the boundary (a hyper-
surface in R

d, d ≥ 1) and telescope inwards. For example, for
images, the telescoping representation reduce recursionsfrom
d = 2 to d = 1, i.e., to recursions on a single dimension. Under
appropriate conditions, the recursions for the random field are
linear stochastic differential/difference equations driven by white
noise, for which we derive recursive estimation algorithms, that
extend standard algorithms, like the Kalman-Bucy filter and
the Rauch-Tung-Striebel smoother, to noncausal Markov random
fields.

Index Terms—Random Fields, Gauss-Markov Random Fields,
Gauss-Markov Random Processes, Kalman Filter, Rauch-Tung-
Striebel Smoother, Recursive Estimation, Telescoping Represen-
tation

I. I NTRODUCTION

We consider the problem of deriving recursive represen-
tations for spatially distributed signals, such as temperature
in materials, concentration of components in process control,
intensity of images, density of a gas in a room, stress level of
different locations in a structure, or pollutant concentration in
a lake [1]–[3]. These signals are often modeled usingrandom
fields, which are random signals indexed overR

d or Zd, for
d ≥ 2. For randomprocesses, which are indexed overR,
recursive algorithms are recovered by assuming causality.In
particular, for Markov random processes, the future statesde-
pend only on the present state given both the past and present
states. When modeling spatial distributions by random fields,
it is more appropriate to assume noncausality as opposed
to causality. This leads to noncausal1 Markov random fields
(MRFs): the field inside a domain is independent of the field
outside the domain given the field on (or near) the domain
boundary. The need for recursive algorithms for noncausal
MRFs arises to reduce the increased computational complexity
due to the noncausality and the multidimensionality of the
index set. The assumption of noncausality presents problems
in developing recursive algorithms such as the Kalman-Bucy
filter for noncausal MRFs.

Instead, to derive recursive algorithms, many authors make
causal approximations to random fields overR

2 or Z
2, see

[4]–[11]. An example of a random field with causal structure
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1When referring to causal or noncausal Markov random fields orprocesses,
we really mean they admit recursive or nonrecursive representations.
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Fig. 1. Causal and Noncausal models for random fields

is shown in Fig. 1(a). It is assumed that the site indicated
by ‘o’ depends on the neighbors indicated by ‘x’. Such fields
do not capture fully the spatial dependence, as for example,
when the field at a spatial location depends on its neighbors.
More appropriate representations are noncausal models, an
example of which is the nearest neighbor model shown in
Fig. 1(b). In [12], the authors derive recursive estimation
equations fornearest neighbor modelsover Z2 by stacking
two rows (or columns) at a time of the lattice into one vector
and thus converting the two-dimensional (2-D) estimation
problem into a one-dimensional (1-D) estimation problem with
state of dimension2n, for an n × n lattice. However, the
algorithm in [12] is restricted to nearest neighbor models
with boundary conditions being local, i.e., they involve only
neighboring points along the boundary. In [13], the authors
derive a recursive representation for general noncausal Gauss-
Markov random fields (GMRFs) overZ2 by stacking the field
in each row (or column) and factoring the field covariance to
get 1-D state-space models. However, the models in [13] are
only valid when the boundary conditions are assumed to be
zero. Further, since we can not stack columns or rows over a
continuous index space, it is not clear how the methods of [12]
and [13] can be extended to derive recursive representations
for noncausal GMRFs overRd for d ≥ 2.

For noncausalisotropicGMRFs overR2, the authors in [14]
derived recursive representations, and subsequently recursive
estimators, by transforming the 2-D problem into a countably
infinite number of 1-D problems. This transformation was
possible because of the isotropy assumption since isotropic
fields overR2, when expanded in a Fourier series in terms of
the polar coordinate angle, the Fourier coefficient processes of
different orders are uncorrelated [14]. In this way, the authors
derived recursive representations for the Fourier coefficient
process. The recursions in [14] are with respect to the radius
when the field is represented in polar coordinate form. The
algorithm is an approximate recursive estimation algorithm
since it requires solving a set of countablyinfinite number of
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1-D estimation problems [14]. For random fields with discrete
indices,nonrecursiveapproximate estimation algorithms can
be found in the literature on estimation of graphical models,
e.g., [15].

In this paper, we present a telescoping recursive repre-
sentation for general noncausal Gauss-Markov random fields
defined on a closed continuous index set inR

d, d ≥ 2, or
on a closed discrete index set inZd, d ≥ 2. The telescoping
recursions initiate at the boundary of the field and recurse
inwards. For example, in Fig. 2(a), for a GMRF defined on
a unit disc, we derive telescoping representations that recurse
radially inwards to the center of the field. For the same field,
we derive an equivalent representation where the telescoping
surfaces are not necessarily symmetric about the center of
the disc, see Fig. 2(b). Further, the telescoping surfaces,
under appropriate conditions, can be arbitrary as shown in
Fig. 2(c). In general, for a field indexed inRd, d ≥ 2, the
corresponding telescoping surfaces will be hypersurfacesin
R

d. We parametrize the field using two parameters:λ ∈ [0, 1]
and θ ∈ Θ ⊂ R

d−1. The parameterλ indicates the position
of the telescoping surface and the setΘ parameterizes the
boundary of the index set. For example, for the unit disc
with recursions as in Fig. 2(a), the telescoping surfaces are
circles, and we can use polar coordinates to parameterize the
field: radiusλ and angleθ ∈ Θ = [−π, π]. The telescoping
surfaces are represented using ahomotopyfrom the boundary
of the field to a point within the index set (which is not on the
boundary). The net effort ford = 2 is to represent the field by
a recursion inλ, i.e., a single parameter (or dimension) rather
than multiple dimensions.

The key idea in deriving the telescoping representation is
to establish a notion of “time” for Markov random fields. We
show that the parameterλ, which corresponds to the telescop-
ing surface, acts as time. In our telescoping representation,
we define the state to be the field values at the telescoping
surfaces. The telescoping recursive representation we derive
is a linear stochastic differential equation in the parameter
λ and is driven by Brownian motion. For a certain class
of homogeneous isotropicGMRFs overR2, for which the
covariance is a function of the Euclidean distance between
points, we show that the driving noise is 2-D white Gaussian
noise. For the Whittle field [16] defined over a unit disc, we
show that the driving noise is zero and the field is uniquely
determined using the boundary conditions.

Using the telescoping recursive representation, we promptly
recover recursive algorithms, such as the Kalman-Bucy filter
[17] and the Rauch-Tung-Striebel (RTS) smoother [18]. For
the Kalman-Bucy filter, we sweep the observations over the
telescoping surfaces starting at the boundary and recursing
inwards. For the smoother, we sweep the observations starting
from the inside and recursing outwards. Although, we use
the RTS smoother in this paper, other known smoothing
algorithms can be used as well, see [19]–[21].

We derive the telescoping representation in an abstract
setting over index sets inRd, d ≥ 2. We can easily specialize
this to index sets overZd, d ≥ 2. We show an example of
this for GMRFs defined over a lattice. We see that, unlike the
continuous index case that admits many equivalent telescoping

(c)(b)(a)

Fig. 2. Different kinds of telescoping recursions for a GMRFdefined on a
disc.

recursions, the telescoping recursion for discrete index GMRFs
is unique.

The organization of the paper is as follows. Section II
reviews the theory of GMRFs. Section III introduces the
telescoping representation for GMRFs indexed on a unit
disc. Section IV generalizes the telescoping representations
to arbitrary domains. Section V derives recursive estimation
algorithms using the telescoping representation. SectionVI de-
rives telescoping recursions for GMRFs with discrete indices.
Section VII summarizes the paper.

II. GAUSS-MARKOV RANDOM FIELDS

A. Continuous Indices

For a random processx(t), t ∈ R, the notion of Markovian-
ity corresponds to the assumption that the past{x(s) : s < t},
and the future{x(s) : s > t} are conditionally independent
given the presentx(s). Higher order Markov processes can be
considered when the past is independent of the future given the
present and information near the present. The extension of this
definition to random fields,i.e., a random process indexed over
R

d for d ≥ 2, was introduced in [22]. Specifically, a random
field x(t), t ∈ T ⊂ R

d, is Markov if for any smooth surface
∂G separatingT into complementary domains, the field inside
is independent of the field outside conditioned on the field on
(and near)∂G. To capture this definition in a mathematically
precise way, we use the notation introduced in [23]. On the
probability space(Ω,F ,P), let2 x(t) ∈ R be a zero mean
random field fort ∈ T ⊂ R

d, whered ≥ 2 and let∂T ⊂ T
be the smooth boundary ofT . For any setA ⊂ T , denote
x(A) as

x(A) = {x(t) : t ∈ A} . (1)

Let G− ⊂ T be an open set with smooth boundary∂G and
let G+ be the complement ofG− ∪ ∂G in T . Together,G−

and G+ are calledcomplementary sets. Fig. 3(a) shows an
example of the setsG−, G+, and∂G on a domainT ⊂ R

2.
For ǫ > 0, define the set of points from the boundary∂G at
a distance less thanǫ

∂Gǫ = {t ∈ T : d(t, ∂G) < ǫ} , (2)

whered(t, ∂G) is the distance of a pointt ∈ T to the set of
points∂G. On G± and∂G, define the sets

Σx(G±) = σ(x(G±)) (3)

Σx(∂G) =
⋂

ǫ>0

σ(x(∂Gǫ)) , (4)

2For ease in notation, we assumex(t) ∈ R, however our results remain
valid for x(t) ∈ R

n, whenn ≥ 2.
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Fig. 3. (a) An example of complementary sets on a random field defined on
T with boundary∂T . (b) Corresponding notion of complementary sets for a
random process.

whereσ(A) stands for theσ-algebra generated by the setA.
If x(t) is a Markov random field, the conditional expectation
of x(s), s /∈ G−, givenΣx(G−) is the conditional expectation
of x(s) givenΣx(∂G), i.e., [23], [24]

E[x(s)|Σx(G−)] = E[x(s)|Σx(∂G)] , s /∈ G− . (5)

Equation (5) also holds for Markov random processes for
complementary sets defined as in Fig. 3(b). In the context of
Markov processes, the setG− in Fig. 3(b) is called the “past”,
G+ is called the “future”, and∂G is called the “present”. The
equivalent notions of past, present, and future for random fields
is clear from the definition ofG−, G+, and∂G in Fig. 3(a).

In this paper, we assumex(t) is zero mean Gaussian, giving
us a Gauss-Markov random field (GMRF), so the conditional
expectation in (5) becomes a linear projection. Following [24],
the key assumptions we make throughout the paper are as
follows.

A1. We assume the index setT ⊂ R
d is a connected3 open

set with smooth boundary∂T .
A2. The zero mean GMRFx(t) ∈ L2(Ω,F ,P), which means

thatx(t) has finite energy.
A3. The covariance ofx(t) is R(t, s), wheret, s ∈ T ⊂ R

d.
The function space ofR(t, s) is associated with the
uniformly strongly elliptic inner product

< u, v > =
〈
Dαu, aα,βD

βv
〉
T

(6)

=
∑

|α|≤m,|β|≤m

∫

T

Dαu(s)aα,β(s)D
βv(s)ds ,

(7)

whereaα,β are bounded, continuous, and infinitely dif-
ferentiable,α = [α1, · · · , αd] is a multi-index of order
|α| = α1 + · · · + αd and the operatorDα is the partial
derivative operator

Dα = Dα1

1 · · ·Dαd

d , (8)

whereDαi

i = ∂αi/∂tαi

i for t = [t1, . . . , td].
A4. Since the inner product in (7) is uniformly strongly

elliptic, it follows as a consequence of A3 thatR(t, s)
is jointly continuous, and thusx(t) can be modified
to have continuous sample paths. We assume that this
modification is done, so the GMRFx(t) has continuous
sample paths.

3A set is connected if it can not be divided into disjoint nonempty closed
set.

Under Assumptions A1-A4, we now review results on GMRFs
we use in the paper.
Weak normal derivatives: Let ∂G be a boundary separating
complementary setsG− andG+. Whenever we refer to normal
derivatives, they are to be interpreted in the following weak
sense: For every smoothf(t),

y(s) =
∂

∂n
x(s)

⇒
∫

∂G

f(s)y(s)dl = lim
h→0

∂

∂h

∫

∂G

f(s)x(s + hṡ)dl , (9)

wheredl is the surface measure on∂G andṡ is the unit vector
normal to∂G at the points.
GMRFs with order m: Throughout the paper, unless men-
tioned otherwise, we assume that the GMRF has orderm,
which can have multiple different equivalent interpretation: (i)
the GMRFx(t) hasm− 1 normal derivatives, defined in the
weak sense, for each pointt ∈ ∂G for all possible surfaces∂G,
(ii) the σ-algebraΣx(∂G) in (4), called the germσ-algebra,
contains information aboutm − 1 normal derivatives of the
field on the boundary∂G [24], or (iii) there exists a symmetric
and positive strongly elliptic differential operatorLt with order
2m such that [25]

LtR(t, s) = δ(t− s) , (10)

where the differential operator has the form,

Ltu(t) =
∑

|α|,|β|≤m

(−1)|α|Dα[aα,β(t)D
β(u(t))] . (11)

Prediction: The following theorem, proved in [24], gives us a
closed form expression for the conditional expectation in (5).

Theorem 1 ([24]): Let x(t), t ∈ T ⊂ R
d, be a zero

mean GMRF of orderm and covarianceR(t, s). Consider
complementary setsG− and G+ with common boundary
∂G. For s /∈ G−, the conditional expectation ofx(s) given
Σx(G−) is

E[x(s)|Σx(G−)] =

m−1∑

j=0

∫

∂G

bj(s, r)
∂j

∂nj
x(r)dl , (12)

where∂j/∂nj is the normal derivative, defined in (9),dl is
a surface measure on the boundary∂G, and the functions
bj(s, r), s /∈ G− andr ∈ ∂G, are smooth.

Proof: A detailed proof of Theorem 1 can be found in
[24], where the result is proved for the case whens ∈ G+. To
include the case whens ∈ ∂G, we use the fact thatR(t, s)
is jointly continuous (consequence of A3) and the uniform
integrability of the Gaussian measure (see [26]).

Theorem 1 says that for each point outsideG−, the condi-
tional expectation given all the points inG− depends only the
field defined on or near the boundary. This is not surprising
since, as stated before,E[x(s)|Σx(G−)] = E[x(s)|Σx(∂G)],
and we mentioned before thatΣx(∂G) has information about
the m − 1 normal derivatives ofx(t) on the surface∂G.
Appendix A shows how the smooth functionsbj(s, r) can be
computed and outlines an example of the computations in the
context of a Gauss-Markov process. In general, Theorem 1
extends the notion of a Gauss-Markovprocessof orderm (or
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an autoregressive process of orderm) to random fields.
A simple consequence of Theorem 1 is that we get the

following characterization for the covariance of a GMRF of
orderm.

Theorem 2:If t ∈ G− ands /∈ G−, the covarianceR(t, s)
can be written as,

R(s, t) =

m−1∑

j=0

∫

∂G

bj(s, r)
∂j

∂nj
R(r, t)dl , (13)

where the normal derivative in (13) is with respect to the
variabler.

Proof: Sincex(s)−E[x(s)|Σx(G−)] ⊥ x(t) for t ∈ G−,
using (12), we can easily establish (13).
Theorem 2 says that the covarianceR(s, t) of a GMRF can
be written in terms of the covariance of the field defined on
a boundary dividings and t. Both Theorems 1 and 2 will be
used in deriving the telescoping recursive representation.

B. Discrete Indices

Discrete index Markov random fields, also known as undi-
rected graphical models, are characterized by interactions of an
index point with its neighbors. In this paper, we only consider
GMRFs defined on a latticeT0 = [0, N + 1] × [0,M + 1].
An index (i, j) ∈ T0 will be called a node. If two nodes
are neighbors of each other, we represent this relationshipby
connecting them with an edge. Apath is the set of distinct
nodes visited when hopping from node(i1, j1) to a node
(i2, j2) where the hops are only along edges. A subset of sites
C separates two sites(i1, j1) /∈ C and (i2, j2) /∈ C if every
path from(i1, j1) to (i2, j2) contains at least one node in C.
Two disjoint setsA,B ⊂ T \C are separated byC if every
pair of sites, one inA and the other inB, are separated byC.

We denote the discrete index random field byx(i, j) ∈ R.
Let N denote the neighborhood structure for the random
field, then x(i, j) is a GMRF if x(i, j) is independent of
x (T0\{N ∪ (i, j)}) given x(N ) for (i, j) ∈ T0\∂T0, where
∂T0 denotes the boundary nodes ofT0. An equivalent way to
define GMRFs is using the global Markov property:

Theorem 3 (Global Markov property [27]):For a GMRF
x(i, j) for (i, j) ∈ T0 = [0, N+1]× [0,M+1], for all disjoint
setsA, B, andC in T0, whereA andB are non-empty andC
separatesA andB, x(A) is independent ofx(B) givenx(C).

For ease in notation and simplicity, we only consider second
order neighborhoods denoted by the setN2 such that for node
(0, 0):

N2 = {(−1, 0), (1, 0), (0,−1), (0, 1),

(1,±1), (±1, 1), (1, 1), (−1,−1)} . (14)

Examples of higher order neighborhood structures are shown
in Fig. 4. A nonrecursive representation, derived in [28], for
x(i, j) is given as follows:

αi,jx(i, j) =
∑

(k,l)∈N2

βk,l
ij x(i − k, j − l) (15)

+ v(i, j) , (i, j) ∈ T0\∂T0 ,

b b b b b b b

b b

b b

b b

b b

b b

b b b b b b b
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Fig. 4. Neighborhood structure from order 1 to 5.

b

b

x(∂T )

x(∂T λ2)

x(∂T λ1)

xλ1
(θ)

Fig. 5. A random field defined on a unit disc. The boundary of thefield,
i.e., the field values defined on the circle with radius1 is denoted byx(∂T ).
The field values at a distance of1− λ from the center of the field are given
by x(∂Tλ). Each point is characterized in polar coordinates asxλ(θ), where
1− λ is the distance to the center andθ denotes the angle.

wherevi,j is locally correlated noise such that

E[v(i, j)x(k, l)] = δ(i − k)δ(j − l)

E[v(i, j)v(i, j)] =





0 (k − i, l− j) /∈ N2

αi,j k = i, j = l

−βk−i,l−j
ij (k − i, l− j) ∈ N2

.

SinceE[v(i, j)v(k, l)] = E[v(k, l)v(i, j)], we have

βk−i,l−j
ij = βi−k,k−l

kl . (16)

The boundary conditions in (15) are assumed to be Dirichlet
such thatx(∂T0) is Gaussian with zero mean and known
covariance.

III. T ELESCOPINGREPRESENTATION: GMRFS ON A UNIT

DISC

In this Section, we present the telescoping recursive rep-
resentation for GMRFs indexed over a domainT ⊂ R

2,
which is assumed to be a unit disc centered at the origin. The
generalization to arbitrary domains is presented in Section IV.
To parametrize the GMRF, sayx(t) for t ∈ T , we use polar
coordinates such thatxλ(θ) is defined to be the point

xλ(θ) = x((1 − λ) cos θ, (1− λ) sin θ) , (17)

where(λ, θ) ∈ [0, 1] × [−π, π]. Thus,{x0(θ) : θ ∈ [−π, π]}
corresponds to the field defined on the boundary of the unit
disc, denoted as∂T . Let ∂T λ denote the set of points inT
at a distance1− λ from the center of the field. We call∂T λ

a telescoping surfacesince the telescoping representations we
derive recurse these surfaces. The notations introduced sofar
are shown in Fig. 5.
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A. Main Theorem

Before deriving our main theorem regarding the telescoping
representation, we first define some notation. Letx(t) ∈ R be a
zero mean GMRF defined on a unit discT ⊂ R

2 parametrized
as xλ(θ), defined in (17). LetΘ = [−π, π] and denote the
covariance betweenxλ1

(θ1) and xλ2
(θ2) by Rλ1,λ2

(θ1, θ2)
such that

Rλ1,λ2
(θ1, θ2) = E[xλ1

(θ1)xλ2
(θ2)] . (18)

DefineCλ(θ1, θ2) andBλ(θ) as

Cλ(θ1, θ2) = lim
µ→λ−

∂

∂µ
Rµ,λ(θ1, θ2)− lim

µ→λ+

∂

∂µ
Rµ,λ(θ1, θ2)

(19)

Bλ(θ) =

{ √
Cλ(θ, θ) Cλ(θ, θ) 6= 0
K Cλ(θ, θ) = 0

, (20)

whereK is any non-zero constant. We will see in (118) that
Cλ(θ, θ) is the variance of a random variable and hence it is
non-negative. DefineFθ as the integral transform

Fθ[xλ(θ)] =

m−1∑

j=0

∫

Θ

lim
µ→λ+

∂

∂µ
bj((µ, θ), (λ, α))

∂j

∂nj
xλ(α)dα ,

(21)
where bj((µ, θ), (λ, α)) is defined in (12) and the index
(µ, θ) in polar coordinates corresponds to the point((1 −
µ) cos θ, (1 − µ) sin θ) in Cartesian coordinates. We see that
Fθ[xλ(θ)] operates on the surface∂T λ such that it is a linear
combination of all normal derivatives ofxλ(θ) up to order
m − 1. The normal derivative in (21) is interpreted in the
weak sense as defined in (9). We now state the main theorem
of the paper.

Theorem 4 (Telescoping Recursive Representation): For
the GMRF parametrized asxλ(θ), defined in (17), we have
the following stochastic differential equation

Telescoping Representation:

dxλ(θ) = Fθ[xλ(θ)]dλ +Bλ(θ)dwλ(θ) , (22)

wheredxλ(θ) = xλ+dλ(θ)−xλ(θ) for dλ small,Fθ is defined
in (21),Bλ(θ) is defined in (20), andwλ(θ) has the following
properties:

i) The driving noisewλ(θ) is zero mean Gaussian, almost
surely continuous inλ, and independent ofx(∂T ) (the
field on the boundary).

ii) For all θ ∈ Θ, w0(θ) = 0.
iii) For 0 ≤ λ1 ≤ λ′

1 ≤ λ2 ≤ λ′
2 andθ1, θ2 ∈ Θ, wλ′

1
(θ1) −

wλ1
(θ1) andwλ′

2
(θ2)−wλ2

(θ2) are independent random
variables.

iv) For θ ∈ Θ, we have

E[wλ(θ1)wλ(θ2)] =

∫ λ

0

Cu(θ1, θ2)

Bu(θ1)Bu(θ2)
du . (23)

v) Assuming the set{u ∈ [0, 1] : Cu(θ, θ) = 0} has measure
zero for eachθ ∈ Θ, for λ1 > λ2 and θ1, θ2 ∈ Θ, the
random variablewλ1

(θ)−wλ2
(θ) is Gaussian with mean

zero and covariance

E
[
(wλ1

(θ1)− wλ2
(θ2))

2
]

= λ1 + λ2 − 2

∫ λ2

0

Cu(θ1, θ2)

Bu(θ1)Bu(θ2)
du . (24)

Proof: See Appendix A.
Theorem 4 says thatxλ+dλ(θ), wheredλ is small, can be

computed using the random field defined on the telescoping
surface∂T λ and some random noise. The dependence on
the telescoping surface follows from Theorem 1. The main
contribution in Theorem 4 is to explicitly compute properties
of the driving noisewλ(θ). We now discuss the telescoping
representation and highlight its various properties.

1) Driving noise wλ(θ): The properties of the driving noise
wλ(θ) in (22) lead to the following theorem.

Theorem 5 (Driving noisewλ(θ)): For the collection of
random variables

{wλ(θ) : (λ, θ) ∈ [0, 1]×Θ}
defined in (22), for each fixedθ ∈ Θ, wλ(θ) is a standard
Brownian motion when the set{u ∈ [0, 1] : Cu(θ, θ) = 0}
has measure zero for eachθ ∈ Θ.

Proof: For fixed θ ∈ Θ, to showwλ(θ) is Brownian
motion, we need to establish the following: (i)wλ(θ) is
continuous inλ, (ii) w0(θ) = 0 for all θ ∈ Θ, (iii) wλ(θ)
has independent increments,i.e., for 0 ≤ λ1 ≤ λ′

1 ≤ λ2 ≤ λ′
2,

wλ′

1
(θ)−wλ1

(θ) andwλ′

2
(θ)−wλ2

(θ) are independent random
variables, and (iv) forλ1 > λ2, wλ1

(θ)−wλ2
(θ) ∼ N (0, λ1−

λ2). The first three points follow from Theorem 4. To show
the last point, letθ1 = θ2 in (24) and use the computations
done in (126)-(129).
Theorem 5 says that for each fixedθ, wλ(θ) in (22) is
Brownian motion. This is extremely useful since we can use
standard Ito calculus to interpret (22).

2) White noise: A useful interpretation ofwλ(θ) is in terms
of white noise. Define a random fieldvλ(θ) such that

wλ(θ) =

∫ λ

0

vγ(θ)dγ . (25)

Using Theorem 4, we can easily establish thatvλ(θ) is a
generalized process such that for an appropriate functionΨ(·),
∫ 1

0

Ψ(γ)E[vγ(θ1)vλ(θ2)]dγ = Ψ(λ)
Cλ(θ1, θ2)

Bλ(θ1)Bλ(θ2)
, (26)

which is equivalent to the expression

E[vλ1
(θ1)vλ2

(θ2)] = δ(λ1 − λ2)
Cλ1

(θ1, θ2)

Bλ1
(θ1)Bλ2

(θ2)
. (27)

Using the white noise representation, an alternative form of
the telescoping representation is given by

dxλ(θ)

dλ
= Fθ[xλ(θ)] +Bλ(θ)vλ(θ) . (28)

3) Boundary Conditions: From the form of the integral
transformFθ in (21), it is clear that boundary conditions for
the telescoping representation will be given in terms of the
field defined at the boundary and its normal derivatives. A
general form for the boundary conditions can be given as

m−1∑

j=0

∫

Θ

ck,j(θ, α)
∂j

∂nj
x0(α)dα = βk(θ) ,
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θ ∈ Θ , k = 1, . . . ,m , (29)

where for eachk, βk(θ) is a Gaussian process inθ with mean
zero and known covariance.

4) Integral Form: The representation in (22) is a symbolic
representation for the equation

xλ1
(θ) = xλ2

(θ) +

∫ λ1

λ2

Fθ[xµ(θ)]dµ

+

∫ λ1

λ2

Bµ(θ)dwµ(θ) , λ1 > λ2 . (30)

Since from Theorem 5,wλ(θ) is Brownian motion for fixedθ,
the last integral in (30) is an Ito integral. Thus, to recursively
synthesize the field, we start with boundary values, given
by (29), and generate the field values recursively on the
telescoping surfaces∂T λ for λ ∈ (0, 1].

5) Comparison to [14]: The telescoping recursive repre-
sentation differs significantly from the recursive representation
derived in [14]. Firstly, the representation in [14] is only
valid for isotropic GMRFs and does not hold for nonisotropic
GMRFs. The telescoping representation we derive holds for
arbitrary GMRFs. Secondly, the recursive representation in
[14] was derived on the Fourier series coefficients, whereas
we derive a representation directly on the field values.

B. Homogeneous and Isotropic GMRFs

In this Section, we study homogeneous isotropic random
fields overR2 whose covariance only depends on the Eu-
clidean distance between two points. In general, suppose
Rµ,λ(θ1, θ2) is the covariance of a homogeneous isotropic
random field over a unit disc such that the point(µ, θ1) in
polar coordinates corresponds to the point((1−µ) cos θ, (1−
µ) sin θ) in Cartesian coordinates. The Euclidean distance
between two points(µ, θ1) and (λ, θ2) is given by

Dµ,λ(θ1, θ2) =
[
(1− µ)2 + (1− λ)2

−2(1− µ)(1− λ) cos(θ1 − θ2)]
1/2

. (31)

If Rµ,λ(θ1, θ2) is the covariance of a homogeneous and
isotropic GMRF, we have

Rµ,λ(θ1, θ2) = Υ (Dµ,λ(θ1, θ2)) , (32)

where Υ(·) : R → R is assumed to be differentiable at
all points in R. The next Lemma computesCλ(θ1, θ2) for
isotropic and homogeneous GMRFs.

Lemma 1:For an isotropic and homogeneous GMRF with
covariance given by (32),Cλ(θ1, θ2), defined in (19), is given
by

Cλ(θ1, θ2) =

{
0 θ1 6= θ2

−2Υ′(0) θ1 = θ2
. (33)

Proof: For θ1 6= θ2, we have

∂

∂u
Rµ,λ(θ1, θ2)

= −Υ′ (Dµ,λ(θ1, θ2))
(1− µ)− (1− λ) cos(θ1 − θ2)

Dµ,λ(θ1, θ2)
, (34)

whereΥ′(·) is the derivative of the functionΥ(·). Using (19),
Cλ(θ1, θ2) = 0 whenθ1 6= θ2.

For θ1 = θ2, Dµ,λ(θ1, θ2) = |µ− λ|, so we have

∂

∂u
Rµ,λ(θ1, θ2) = −Υ′(|λ− µ|) λ− µ

|λ − µ| , (35)

Using (19),Cλ(θ1, θ2) = −2Υ′(0) whenθ1 = θ2.

Using Lemma 1, we have the following theorem regarding
the driving noisewλ(θ) of the telescoping representation of
an isotropic and homogeneous GMRF.

Theorem 6 (Homogeneous isotropic GMRFs):For homo-
geneous isotropic GMRFs, with covariance given by (32), such
that Υ(·) is differentiable at all points inR andΥ′(0) < 0,
the telescoping representation is

dwλ(θ) = Fθxλ(θ) +
√
−Υ′(0)dwλ(θ) . (36)

For each fixedθ, wλ(θ) is Brownian motion inλ and

E[wλ1
(θ1)wλ2

(θ2)] = 0 , λ1 6= λ2, θ1 6= θ2 (37)

E[wλ(θ1)wλ(θ2)] = 0 , θ1 6= θ2 . (38)

Proof: Since we assumeΥ′(0) < 0, thus Bλ(θ) =
Cλ(θ, θ) =

√
−Υ′(0), which gives us (36). To show (37)

and (38), we simply substitute the value ofCλ(θ1, θ2), given
by (33), in (23) and use the independent increments property
of wλ(θ) given in Theorem 4.

Example: We now consider an example of a homogeneous
and isotropic GMRF whereΥ′(0) = 0 and thus the field is
uniquely determined by the boundary conditions. LetΥ(t),
t ∈ [0,∞), be such that

Υ(t) =

∫ ∞

0

b

(1 + b2)2
J0(bt)db , (39)

whereJn(·) is the Bessel function of the first kind of ordern
[29]. The derivative ofΥ(t) is given by

Υ′(t) = −
∫ ∞

0

b2

(1 + b2)2
J1(bt)db , (40)

where we use the fact thatJ ′
0(·) = −J1(·) [29]. Since

J1(0) = 0, Υ′(0) = 0 and thusBλ(θ) = 0 in the telescoping
representation. This means there is no driving noise in the
telescoping representation. The rest of the parameters of the
telescoping representation can be computed using the fact [30]

(∆− 1)2R(t, s) = δ(t− s) , (41)

whereR(t, s) corresponds to the covariance associated with
Υ(·) written in Cartesian coordinates and∆ is the Laplacian
operator. Since the operator associated withR(t, s) in (41) has
order four, it is clear that the GMRF has order two. The field
with covariance satisfying (41) is also commonly referred to as
the Whittle field [16]. The telescoping recursive representation
will be of the form

dxλ(θ) =

∫ π

−π

lim
µ→λ+

[
∂

∂u
b0((µ, θ), (λ, α))xλ(α) (42)

+
∂

∂u
b1((µ, θ), (λ, α))

∂

∂n
xλ(α)

]
dα dλ , 0 ≤ λ ≤ 1 ,

with appropriate boundary conditions defined on the unit
circle.
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IV. T ELESCOPINGREPRESENTATION: GMRFS ON

ARBITRARY DOMAINS

In the last Section, we presented telescoping recursive
representations for random fields defined on a unit disc. In
this Section, we generalize the telescoping representations
to arbitrary domains. Section IV-A shows how to define
telescoping surfaces using the concept of homotopy. Section
IV-B shows how to parametrize arbitrary domains using the
homotopy. Section IV-C presents the telescoping representa-
tion for GMRFs defined on arbitrary domains.

A. Telescoping Surfaces Using Homotopy

Informally, a homotopy is defined as a continuous deforma-
tion from one space to another. Formally, given two continuous
functionsf and g such thatf, g : X → Y, a homotopy is a
continuous functionh : X × [0, 1] → Y such that ifx ∈ X ,
h(x, 0) = f(x) andh(x, 1) = g(x) [31]. An example of the
use of homotopy in neural networks is shown in [32].

In deriving our telescoping representation for GMRFs on
a unit disc in Section III, we saw that the recursions started
at the boundary, which was the unit circle, and telescoped
inwards on concentric circles and ultimately converged to the
center of the unit disc. To parametrize these recursions, we
can define a homotopy from the unit circle to the center of
the unit disc. In general, for a domainT ⊂ R

d with smooth
boundary∂T , the telescoping surfaces can be defined using a
homotopy,h : ∂T × [0, 1] → c, from the boundary∂T to a
point c ∈ T such that

P1. {h(t, 0) : t ∈ ∂T } = ∂T and{h(t, 1) : t ∈ ∂T } = c.
P2. For0 < λ ≤ 1, {h(t, λ) : t ∈ ∂T } ⊂ T is the boundary

of the region{h(t, µ) : (t, µ) ∈ ∂T × (λ, 1)}.
P3. Forλ1 < λ2, {h(t, λ1), t ∈ ∂T } ⊂ {h(t, µ), t ∈ ∂T, 0 ≤

µ ≤ λ2}.
P4.

⋃
λ{h(t, λ), t ∈ ∂T } = T .

Property 1 says that, forλ = 0, we get the boundary∂T and
for λ = 1, we get the pointc ∈ T , which we choose arbitrarily.
Property 2 says that for eachλ, we want the telescoping
surfaces to be inT and it should be a boundary of another
region. Property 3 restricts the surfaces to be contained within
each other, and Property 4 says that the homotopy must sweep
the whole index setT .

Using the homotopy, for eachλ, we can define a telescoping
surface∂T λ such that

∂T λ = {h(θ, λ) : θ ∈ ∂T } , (43)

where∂T is the boundary of the field. As an example, we
consider defining different telescoping surfaces for the field
defined on a unit disc. The boundary of the unit disc can be
parametrized by the set of points

∂T = {(cos θ, sin θ), θ ∈ [−π, π]} . (44)

We consider four different kinds of telescoping surfaces:

a) The telescoping surfaces in Fig 6(a) are generated using
the homotopy

h((cos θ, sin θ), λ) = ((1 − λ) cos θ, (1 − λ) sin θ) . (45)

(a) (b)

(c) (d)

Fig. 6. Telescoping Surfaces defined using different homotopies.

b) The telescoping surfaces in Fig 6(b) can be generated by
the homotopy
h((cos θ, sin θ), λ)

= ((1− λ)(cos θ − c1) + c1, (1− λ)(sin θ − c2) + c2) ,
(46)

= ((1− λ) cos θ + c1 − (1 − λ)c1, (47)

(1− λ) cos θ + c2 − (1− λ)c2) ,

where(c1, c2) is inside the unit disc,i.e., c21 + c22 < 1. For
the homotopy in (45), each telescoping surface is centered
about the origin, whereas the telescoping surfaces in (47)
are centered about the point(c1−(1−λ)c1, c2−(1−λ)c2).

c) In Fig 6(a)-(b), the telescoping surfaces are circles, how-
ever, we can also have other shapes for the telescoping sur-
face. Fig 6(c) shows an example in which the telescoping
surface is an ellipse, which we generate using the homotopy

h((cos θ, sin θ), λ) = (aλ cos θ, bλ sin θ) (48)

whereaλ andbλ are continuous functions chosen in such a
way that P1-P4 are satisfied forh. In Fig 6(c), we choose
aλ = λ andbλ = λ2.

d) Another example of a set of telescoping surfaces is shown
in Fig 6(d). From here, we notice that two telescoping
surfaces may have common points.

Apart from the telescoping surfaces for a unit disc shown in
Fig 6(a)-(d), we can define many more telescoping surfaces.
The basic idea in obtaining these surfaces, which is compactly
captured by defining a homotopy, is to continuously deform the
boundary of the index set until we converge to a point within
the index set. In the next Section, we provide a characterization
of continuous index sets inRd for which we can easily find
telescoping surfaces by simply scaling and translating the
points on the boundary.
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(a) (b)

(c) (d)

Fig. 7. Telescoping Surfaces defined using different homotopies.

B. Generating Similar Telescoping Surfaces

From Section IV-A, it is clear that, for a given domain, many
different telescoping surfaces can be obtained by defining
different homotopies. In this Section, we identify domainson
which we can easily generate a set of telescoping surfaces,
which we callsimilar telescoping surfaces.

Definition 1 (Similar Telescoping Surfaces):Two telescop-
ing surfaces aresimilar if there exists an affine map between
them,i.e., we can map one to another by scaling and translat-
ing of the coordinates. A set of telescoping surfaces are similar
if each pair of telescoping surfaces in the set are similar.

As an example, the set of telescoping surfaces in Fig 6(a)-
(b) are similar since all the telescoping surfaces are circles. On
the other hand, the telescoping surfaces in Fig 6(c)-(d) arenot
similar since each telescoping surfaces has a different shape.
The following theorem shows that, for certain index sets, we
can always find a set of similar telescoping surfaces.

Theorem 7:For a domainT ∈ R
d with boundary∂T if

there exists a pointc ∈ T such that, for allt ∈ T ∪ ∂T
and λ ∈ [0, 1], (1 − λ)t + λc ∈ T , we can generate similar
telescoping surfaces using the homotopy

h(θ, λ) = (1 − λ)θ + λc , θ ∈ ∂T . (49)

Proof: Given the homotopy in (49), the telescoping sur-
faces are given by∂T λ = {h(θ, λ) : θ ∈ ∂T }. Using (49), it
is clear that∂T 0 = ∂T and∂T 1 = c. Given the assumption,
we have that∂T λ ⊂ T for 0 < λ ≤ 1. Since the distance of
each point on∂T λ to the pointc is (1−λ)||θ− c||, it is clear
that, forλ1 < λ2, ∂T λ1 ⊂ {∂T µ : 0 ≤ µ ≤ λ2}. This shows
that the homotopy in (49) defines a valid telescoping surface.
The set of telescoping surfaces is similar since we are only
scaling and translating the boundary∂T .

Examples of similar telescoping surfaces generated using
the homotopy in (49) are shown in Fig 7(a) and Fig 7(c).
Choosing an appropriatec is important to generate similar
telescoping surfaces. For example, Fig 7(b) shows an example

where telescoping surfaces are generated using (49). It is clear
that these surfaces do not satisfy the desired properties of
telescoping surfaces. Fig 7(d) shows an example of an index
set for which similar telescoping surfaces do not exist since
there exists no pointc for which (1 − λ)t + λc ∈ T for all
λ ∈ [0, 1] and t ∈ T ∪ ∂T .

C. Telescoping Representations

We now generalize the telescoping representation to GMRFs
defined on arbitrary domains. Letx(t) be a zero mean GMRF,
where t ∈ T ⊂ R

d such that the smooth boundary ofT is
∂T . Define a set of telescoping surfaces∂T λ constructed by
defining a homotopyh(θ, λ), whereθ ∈ ∂T and λ ∈ [0, 1].
We parametrize the GMRFx(t) asxλ(θ) such that

xλ(θ) = x(h(θ, λ)) . (50)

DenoteΘ = ∂T and defineCλ(θ1, θ2), Bλ(θ), andFθ by (19),
(20), and (21), respectively. Although the initial definition for
these values was forΘ = [−π, π] and xλ(θ) parametrized
in polar coordinates, assume the definitions in (19), (20), and
(21) are in terms of the parameters defined in this Section. The
normal derivatives in the definition ofFθ for a pointxλ(θ) will
be computed in the direction normal to the telescoping surface
∂T λ at the pointh(θ, λ). The telescoping representation is
given by

dxλ(θ) = Fθ[xλ(θ)]dλ +Bλ(θ)dwλ(θ) (51)

where thewλ(θ) = w(h(θ, λ)) is the driving noise with the
same properties as outlined in Theorem 4. It is clear from (51),
that the recursions for the GMRF initiate at the boundary and
recurse inwards along the telescoping surfaces defined using
the homotopyh(θ, λ). Thus, the recursions are effectively
captured by the parameterλ.

V. RECURSIVE ESTIMATION OF GMRFS

Using the telescoping representation, we now derive re-
cursive equations for estimating GMRFs. Letx(t) be the
zero mean GMRF defined on an index setT ⊂ R

d with
smooth boundary∂T . Assume the parametrizationxλ(θ) =
x(h(θ, λ)), where h(θ, λ) is an appropriate homotopy and
θ ∈ Θ = ∂T . The corresponding telescoping representation
is given in (51).

Consider the observations, written in parametric form, as

dyλ(θ) = Gλ(θ)xλ(θ)dλ+Dλ(θ)dnλ(θ) , 0 ≤ λ ≤ 1 , (52)

whereGλ(θ) andDλ(θ) are known functions withDλ(θ) 6= 0,
y0(θ) = 0 for all θ ∈ Θ, nλ(θ) is standard Brownian motion
for each fixedθ such that

E[nλ1
(θ1)nλ2

(θ2)] = 0 , λ1 6= λ2, θ1 6= θ2 , (53)

andnλ(θ) is independent GMRFxλ(θ).
We consider the filtering and smoothing problem for GM-

RFs. For random fields, because of the multidimensional index
set, it is not clear how to define the filtered estimate. For
Markov processes, the filtered estimate sweeps the data in
a causal manner, because the process itself admits a causal
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representation. To define the filtered estimate for GMRFs, we
sweep the observations over the telescoping surfaces defined
in the telescoping recursive representation in (51). Definethe
filtered estimatêxλ|λ(θ), error x̃λ|λ(θ), and error covariance
Sλ(α, β) such that

x̂λ|λ(θ) , E [xλ(θ)|σ{yµ(θ) , 0 ≤ µ ≤ λ, θ ∈ Θ}] (54)

x̃λ|λ(θ) , xλ|λ(θ) − x̂λ|λ(θ) (55)

Sλ(α, β) , E[x̃λ|λ(α)x̃λ|λ(β)] . (56)

The set{yµ(θ) , 0 ≤ µ ≤ λ, θ ∈ Θ} consists of the region
between the boundary of the field,∂T , and the surface∂T λ. A
stochastic differential equation for the filtered estimatex̂λ|λ(θ)
is given in the following theorem.

Theorem 8 (Recursive Filtering of GMRFs): For the
GMRFxλ(θ) with observationsyλ(θ), a stochastic differential
equation for the filtered estimatêxλ|λ(θ), defined in (54), is
given as follows:

dx̂λ|λ(θ) = Fθ[x̂λ|λ(θ)]dλ +Kθ[deλ(θ)] , (57)

whereeλ(θ) is the innovation field such that

Dλ(θ)deλ(θ) = dyλ(θ)−Gλ(θ)x̂λ|λ(θ)dλ , (58)

Fθ is the integral transform defined in (21) andKθ is an
integral transform such that

Kθ[deλ(θ)] =

∫

Θ

Gλ(α)

Dλ(α)
Sλ(α, θ)deλ(α)dα , (59)

whereSλ(α, θ) satisfies the equation

∂

∂λ
Sλ(α, θ) = Fα[Sλ(α, θ)] + Fθ[Sλ(α, θ)] + Cλ(θ, α)

−
∫

Θ

G2
λ(β)

D2
λ(β)

Sλ(α, β)Sλ(θ, β)dβ . (60)

Proof: See Appendix C.
We show in Lemma 2 (Appendix B) thateλ(θ) is Brownian
motion. Thus, (57) can be interpreted using Ito calculus. Since
we do not observe the field on the boundary, we assume that
the boundary conditions in (57) are zero such that:

∂j

∂nj
x̂λ|λ(θ) = 0 , j = 1 . . . ,m− 1 , θ ∈ Θ . (61)

The boundary equations for the partial differential equation
associated with the filtered error covariance is computed using
the covariance of the field at the boundary such that

∂j

∂nj
S0(α, θ) =

∂j

∂nj
R0,0(α, θ) , α, θ ∈ Θ . (62)

The filtering equation in (57) is similar to the Kalman-Bucy
filtering equations derived for Gauss-Markov processes. The
differences arise because of the telescoping surfaces. Using
(57), letΘ be a single point instead of[−π, π]. In this case,
the integrals in (21) and (59) disappear and we easily recover
the Kalman-Bucy filter for Gauss-Markov processes.

Using the filtered estimates, we now derive equations for
smoothing GMRFs. Define the smoothed estimatex̂λ|T (θ),
error x̃λ|T (θ), and error covarianceSλ|T (α, β) as follows:

x̂λ|T (θ) , E[xλ|T |σ{y(T )}] (63)

x̃λ|T (θ) , xλ(θ)− x̂λ|T (θ) (64)

Sλ|T (α, β) = E[x̃λ|T (α)x̃λ|T (β)] . (65)

A recursive smoother for GMRFs, similar to the Rauch-Tung-
Striebel (RTS) smoother, is given as follows.

Theorem 9 (Recursive Smoothing for GMRFs): For the
GMRF xλ(θ), assumingSλ(θ, θ) > 0, the smoothed estimate
is the solution to the following stochastic differential equation:

dx̂λ|T (θ) = Fθ[x̂λ|T (θ)]dλ +
Cλ(θ, θ)

Sλ(θ, θ)
[x̂λ|T (θ) − x̂λ|λ(θ)] ,

1 ≥ λ ≥ 0 , (66)

wherex̂λ|λ(θ) is calculated using Theorem 8 and the smoother
error covariance is a solution to the partial differential equa-
tion,

∂Sλ|T (α, θ)

∂λ
= F̃θSλ|T (α, θ) + F̃αSλ|T (α, θ) + Cλ(α, θ)

− Cλ(α, α)Sλ(α, θ)

Sλ(α, α)
− Cλ(θ, θ)Sλ(α, θ)

Sλ(θ, θ)
, (67)

where
F̃β = Fβ + Cλ(β, β)/Sλ(β, β) . (68)

Proof: See Appendix D
The equations in Theorem 9 are similar to the Rauch-Tung-

Striebel smoothing equations for Gauss-Markov processes
[18]. Other smoothing equations for Gauss-Markov processes
can be extended to apply to GMRFs.

VI. T ELESCOPINGREPRESENTATIONS OFGMRFS:
DISCRETE INDICES

We now describe the telescoping representation for GMRFs
when the index set is discrete. For simplicity, we restrict the
presentation to GMRFs with order two. Let{x(i, j) ∈ R :
(i, j) ∈ T1 = [1, N ]× [1,M ]} be the GMRF. Stack each row
of the field and form anNM×1 vectorx. In the representation
(15), stack the noise fieldv(i, j) row wise into anNM × 1
vector v. The boundary values are indexed in a clockwise
manner starting at the upper leftmost node into a2(N +1)+
2(M+1)×1 vectorxb

4. A matrix equivalent of (15) is given
as

Ax = Abxb + v , (69)

whereA is anNM×NM block tridiagonal matrix with block
sizeN × N , Ab is anNM × 2(N + 1) + 2(M + 1) sparse
matrix corresponding to the interaction of the nodes inx with
the boundary nodes. The matricesA andAb can be evaluated
from the nonrecursive equation given in (15). Further, we have
the following relationships,

E[xvT ] = I andE[vvT ] = A . (70)

Equation (69) is an extension of the matrix representation
given in [13] for the case whenxb = 0, i.e., boundary
conditions are zero. For more properties about the structure
of the matrixA, we refer to [13].

Let Tk = [k,N + 1 − k] × [k,M + 1 − k] and let∂Tk be
the boundary nodes of the index setTk ordered in a clockwise

4The ordering does not matter as long as the ordering is known.
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b b b b b

b b b b b
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z0

z1

z2

Fig. 8. Telescoping recursions

direction. For example,x(∂T0) = xb. Definezk such that

zk , x(∂Tk) = x(Tk\Tk+1) , (71)

wherek = 0, 1, . . . , ⌈min(M,N)/2⌉. Defineτ such that

τ = ⌈min(M,N)/2⌉ . (72)

Eachzk will be of variable size, and letMz
k be the size of

zk, i.e., zk is a vector of dimensionMz
k × 1.

As an example, consider the random vectors defined on the
5 × 5 lattice in Fig. 8. The random vectorz0 consists of the
boundary points of the original5×5 lattice,z1 is the boundary
points left after removingz0, and z2 is the boundary point
left after removing bothz0 andz1. The telescoping nature of
z0, z1, and z2 is clear since we start by definingz0 on the
boundary and telescope inwards to define subsequent random
vectors. The clockwise ordering ofzk is shown by the arrows
in Fig. 8. The telescoping recursive representation forx is
given in the following theorem.

Theorem 10 (Telescoping Representation for GMRFs):
For a GMRF x(i, j), the processzk defined in (71) is
a Gauss-Markov process and thus admits a recursive
representation

zk = Fkzk−1 + wk , k = 1, 2, . . . , τ , z0 = xb (73)

whereFk is anMz
k ×Mz

k−1 matrix andwk is white Gaussian
noise independent ofzk−1 such that

Fk = E[zkz
T
k−1]

(
E
[
zk−1z

T
k−1

])−1
(74)

Qk = E[wkw
T
k ] = E[zkz

T
k ]− FkE[zk−1z

T
k ] . (75)

Proof: The fact thatzk is a Markov process follows
from the global Markov property outlined in Theorem 3. The
recursive representation follows from standard theory of state-
space models [19].

Both (73) and the continuous index telescoping representa-
tion are similar since the recursion initiates at the boundary and
telescopes inwards. For the continuous indices, the recursions
were not unique, whereas for the discrete index case, the re-
cursions are unique. We outline a fast algorithm for computing
Fk andQk that does not require knowledge of the covariance
of x, just knowledge of the matricesA andAb in (69).

Define theNM×1 vectorz such that (in Matlabc© notation)

z = [z1; z2; . . . ; zτ ] . (76)

The random vectorz is a permutation of the elements inx

such that
z = Px , (77)

where P is a permutation matrix, which we know is or-
thogonal. We can now write (69) in terms ofz by writing
x = PTPx = PT

z:

APT
z = Abz0 + v . (78)

Multiplying both sides of (78) byP , we have

PAPT
z = PAbz0 + Pv . (79)

Since E[vvT ] = A, we haveE
[
(Pv)(Pv)T

]
= PAPT .

This suggests that (79) is a matrix based representation for
the Gauss-Markov processzk. Further, because of the formA
andAb, PAPT andPAb will have the form:

PAPT

=















M0
1 −M

+
1 0 0 0 · · · 0

−M
−

2 M0
2 M

+
2 0 · · · 0

...
...

...
...

...
...

0 · · · 0 −M
−

K−1
M0

K−1 −M
+

K−1

0 · · · · · · 0 −M−

K
M0

K .















(80)

PAb = [M−

1 ; 0; · · · ; 0] , (81)

whereM−
k is anMz

k ×Mz
k−1 matrix, M0

k is anMz
k ×Mz

k

matrix, andM+
k is anMz

k ×Mz
k+1 matrix. From (70),PAPT

is positive and symmetric, and thusM+
k =

(
M−

k+1

)T
. To find

the telescoping representation using (79), we find the Cholesky
factors forPAPT such that

PAPT = LTL (82)

L =




L1 0 0 · · 0
−P2 L2 0 0 · 0
· · · · · ·
· · · · · ·
0 · 0 −Pτ−1 Lτ−1 0
0 · · 0 −Pτ Lτ



, (83)

where the blocksLk areMz
k ×Mz

k lower triangular matrices,
and the blocksPk areMz

k ×Mz
k−1 matrices. Substituting (82)

in (79) and invertingLT , we have

Lz = L−TPAbz0 + L−TP~v . (84)

Notice that the noise is now white Gaussian since

E
[
L−TPvv

TPTL−1
]
= L−TPAPTL−1 = I .

If we let P1 = M−
1 , we can rewrite (84) in recursive manner

as
zk = L−1

k Pkzk−1 + wk , k = 1, 2, . . . , τ , (85)

where Fk = L−1
k Pk and Qk = L−1

k L−T
k . A recursive

algorithm for calculatingFk andQk, which follows from the
calculation of the Cholesky factors, is given as follows [13]:

Initialization: Qτ = (M0
τ )

−1, Fτ = QτM−
τ

For k = τ − 1, τ − 2, . . . , 1
Q−1

k = M0
k −M+

k Fk+1

Fk = QkM−
k

end
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Remark:The telescoping representations we derived shows
the causal structure of Gauss-Markov random fields indexed
over both continuous and discrete domains. Our main result
shows the existence of a recursive representation for GMRFs
on telescoping surfaces that initiate at the boundary of the
field and recurse inwards towards the center of the field. Just
like we derived estimation equations for GMRFs with con-
tinuous indices, we can use the telescoping representationto
derive recursive estimation equations for GMRFs with discrete
indices. The numerical complexity of estimation will depend
on the size of the state with maximum size, which for the
GMRF is the perimeter of the field captured in the statez0. For
example, the telescoping representation of a GMRF defined
on a

√
N ×

√
N lattice with non-zero boundary conditions

will have a state of maximum size of orderO(
√
N). Notice

that for both continuous and discrete indexed GMRFs, the
telescoping representation is not local,i.e., each point in the
GMRF does not depend on its neighborhood, but depends on
the field values defined on a neighboring telescoping surface
(or Fk is not necessarily sparse). Direct or straightforward
implementation of the Kalman filter requiresO((

√
N)3/2) due

to a matrix inversion step. However, using fast algorithms and
appropriate approximations, fast implementation of Kalman
filters, see [33] for an example, can lead toO((

√
N)2), i.e.,

O(N).
Now suppose the observations of the GMRF are given by

y = Hx + v , wherex ∈ R
n is the GMRF,H is a diagonal

matrix, andv is white Gaussian noise vector such thatv ∼
N (0, R), whereR is a diagonal matrix. The mmsêx is a
solution to the linear system,

[Σ−1 +H−1R−1H ]x̂ = HTR−1
y . (86)

Sincex is a GMRF, it follows from [27] thatΣ−1 is sparse,
where the non-zero entries inΣ−1 correspond to the edges in
the graph5 associated withx. In [35], we use the telescoping
representation to derive an iterative algorithms for solving (86)
using the telescoping representation6. Experimental results in
[35] suggest that the numerical complexity of the iterative
algorithm isO(N), although the exact complexity may vary
depending on the graphical model. The use of the telescoping
representation in deriving the iterative algorithm in [35], is
to identify computationally tractable local structures using the
non-local telescoping representation.

VII. SUMMARY

We derived a recursive representation for noncausal Gauss-
Markov random fields (GMRFs) indexed over regions inR

d or
Z
d, d ≥ 2. We called the recursive representationtelescoping

since it initiated at the boundary of the field and telescoped
inwards. Although the equations for the continuous index case

5We note that the graphical models considered in this paper are a mixture of
undirected and directed graphs, where the boundary values connect to nodes
in a directed manner. These graphs are examples of chain graphs, see [34], and
the underlying undirected graph can be recovered by moralizing this graph,
i.e., converting directed edges into undirected edges and connecting edges
between all boundary nodes.

6The work in [35] applies to arbitrary graphical models and the telescoping
representations are referred to as block-tree graphs.

were derived assumingx(t) is scalar, we can easily generalize
the results forx(t) ∈ R

n, n ≥ 1. Our recursions are on hyper-
surfaces inRd, which we call telescoping surfaces. For fields
indexed overRd, we saw that the set of telescoping surfaces
is not unique and can be represented using a homotopy from
the boundary of the field to a point within the field (not on
the boundary). Using the telescoping representations, we were
able to recover recursive algorithms for recursive filtering and
smoothing. An extension of these results to random fields with
two boundaries is derived in [36]. Besides the RTS smoother
that we derived, other recursive smoothers can be derived
using the results in [19]–[21]. We presented results for deriving
recursive representations for GMRFs on lattices. An example
of applying this to image enhancement of noisy images is
shown in [37]. Extensions of the telescoping representation
to arbitrary graphical models are presented in [35]. Using
the results in [35], we can derive computationally tractable
estimation algorithms.

We note although the results derived in this paper assumed
Gaussianity, recursive representations on telescoping surfaces
can be derived for general non-Gaussian Markov random
fields. In this case, the representation will no longer be
given by linear stochastic differential equation, but instead be
transition probabilities.

APPENDIX A
COMPUTING bj(s, r) IN THEOREM 1

We show how the coefficientsbj(s, r) are computed for a
GMRF x(t), t ∈ T ⊂ R

d. Let G− andG+ be complementary
sets inT ⊂ R

d as shown in Fig. 3. Following [24], define a
functionhs(t) such that

hs(t) =





R(s, t) t ∈ G− ∪ ∂G
hs(t) : Lths(t) = 0 ,
hs(∂G) = R(s, ∂G) t ∈ G+

hs(t) ∈ Hm
0 (T )

, (87)

whereLr is defined in (11) andHm
0 (T ) is the completion

of C∞
0 (T ), the set of infinitely differentiable function with

compact support inT , under the norm Sobolov norm orderm.
From (10), it is clear thaths(r) 6= R(s, r) whenr ∈ G+. Let
u(r) ∈ C∞

0 (T ) and consider the following steps for computing
bj(s, r):

∑

|α|,|β|≤m

∫

T

Dαu(t)aαβ(t)D
βhs(t)dt

=
∑

|α|,|β|≤m

∫

G−

Dαu(t)aα,β(t)D
βR(s, t)dr

+
∑

|α|,|β|≤m

∫

G+

Dαu(t)aα,β(t)D
βhs(t)dr (88)

=

m−1∑

j=0

∫

∂G

bj(s, r)
∂j

∂nj
u(r)dl +

∫

G−

u(r)LtR(s, t)dt

+

∫

G+

u(t)Lths(t)dt (89)
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=
m−1∑

j=0

∫

∂G

bj(s, r)
∂j

∂nj
u(r)dl . (90)

To get (88), we split the integral integral on the left hand
side overG− and G+. In going from (88) to (89), we use
integration by parts and the fact thatu(r) ∈ C∞

0 (T ). We
get (90) using (10) and (87). Thus, to computebj(s, r), we
first need to findhs(r) using (87) and then use the steps in
(88)−(90). We now present an example where we compute
bj(s, r) for a Gauss-Markov process.

Example: Let x(t) ∈ R be the Brownian bridge onT =
[0, 1] such that

x(t) = w(t) − tw(1) , (91)

wherew(t) is a standard Brownian motion. Since covariance
of w(t) is min(t, s), the covariance ofx(t) is given by

R(t, s) =

{
s(1− t) t > s
t(1− s) t < s

. (92)

Using the theory of reciprocal processes, see [38], [39], itcan
be shown that the operatorLt is

LtR(t, s) = −∂2R(t, s)

∂t2
= δ(t− s) . (93)

Thus, the inner product associated withR(t, s) is given by

< u, v >= 〈Du,Dv〉T =

∫ 1

0

∂

∂s
u(s)

∂

∂s
v(s)ds . (94)

Following (87), forr < 1 and s ∈ [r, 1], hs(t) = R(s, t) for
t ∈ [0, r] and

− ∂2

∂t2
hs(t) = 0 , t > r (95)

hs(r) = r(1 − s) , hs(1) = 0 . (96)

We can trivially show thaths(t) is given by

hs(t) =
r(1 − s)

1− r
(1− t) , t ≥ r . (97)

We now follow the steps in (88)-(90):
∫ 1

0

∂

∂t
u(t)

∂

∂t
hs(t)dt =

∫ r

0

∂

∂t
u(t)

∂

∂t
R(s, t)dt

+

∫ 1

r

∂

∂t
u(t)

∂

∂t
hs(t)dt

= u(t)
∂

∂t
R(s, t)

∣∣∣∣
r

0

+ u(t)
∂

∂t
hs(t)

∣∣∣∣
1

r

=

(
∂

∂t
R(s, r)− ∂

∂r
hs(r)

)
u(r) .

=
1− s

1− r
u(r) .

Using Theorem 1, we can computeE[x(s)|σ{x(t) : 0 ≤ t ≤
r}] as

E[x(s)|σ{x(t) : 0 ≤ t ≤ r}] = E[x(s)|x(r)] =
(
1− s

1− r

)
x(r) .

(98)
We note that sincex(t) is a Gauss-Markov process, it is known

that, [40],

E[x(s)|x(r)] = R(s, r)R−1(r, r)x(r) . (99)

Using the expression forR(s, r), we can easily verify that
(98) and (99) are equivalent.

APPENDIX B
PROOF OFTHEOREM 4: TELESCOPINGREPRESENTATION

Let x̂λ+dλ|λ(θ) denote the conditional expectation of
xλ+dλ(θ) given theσ-algebra generated by the field{xµ(α) :
(µ, α) ∈ [0, λ]×Θ}. From Theorem 1, we have

x̂λ+dλ|λ(θ) =

m−1∑

j=0

∫

Θ

bj((λ+ dλ, θ), (λ, α))
dj

dnj
xλ(α)dα .

(100)
It is clear thatxλ(θ) = x̂λ|λ(θ). Taking the limit in (100) as
dλ → 0, we have

xλ(θ) =

m−1∑

j=0

∫

Θ

bj((λ, θ), (λ, α))
dj

dnj
xλ(α)dα . (101)

Define the error asξλ+dλ(θ) such that

ξλ+dλ(θ) = xλ+dλ(θ) − x̂λ+dλ(θ) . (102)

Adding and subtractingxλ(θ) in (102) and using (101), we
have

xλ+dλ(θ) − xλ(θ) =

m−1∑

j=0

∫

Θ

[bj((λ+ dλ, θ), (λ, α))

− bj((λ, θ), (λ, α))]
dj

dnj
xλ(α)dα + ξλ+dλ(θ) . (103)

Assumingdλ is small, we can writebj((λ+ dλ, θ), (λ, α))−
bj((λ, θ), (λ, α)) as

bj((λ + dλ, θ), (λ, α)) − bj((λ, θ), (λ, α))

=
bj((λ + dλ, θ), (λ, α)) − bj((λ, θ), (λ, α))

dλ
dλ (104)

=

(
lim

µ→λ+

∂

∂µ
bj((µ, θ), (λ, α))

)
dλ , (105)

where in going from (104) to (105), we use the assumption
that dλ is close to zero. Writingdxλ(θ) = xλ+dλ(θ)− xλ(θ)
and substituting (105) in (103), we get

dxλ(θ) = Fθ[xλ(θ)]dλ + ξλ+dλ(θ) , (106)

where Fθ is given in (21). To get the final form of the
telescoping representation, we need to characterizeξλ+dλ(θ).
To do this, we writeξλ+dλ(θ) as

ξλ+dλ(θ) = Bλ(θ)dwλ(θ) = Bλ(θ)[wλ+dλ(θ)− wλ(θ)] .
(107)

We now prove the properties ofwλ(θ):

i) Since ξλ(θ) = xλ(θ) − x̂λ|λ(θ) and x̂λ|λ(θ) = xλ(θ) by
definition, we have

lim
dλ→0

ξλ+dλ(θ) = ξλ(θ) = 0 , a.s. .
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Thus, using (107), sinceBλ(θ) 6= 0, we have

lim
dλ→0

wλ+dλ(θ) − wλ(θ) = 0, a.s. (108)

lim
dλ→0

wλ+dλ(θ) = wλ(θ), a.s. (109)

Equation (109) shows thatwλ(θ) is almost surely contin-
uous inλ.

ii) Since the driving noise at the boundary of the field can
be captured in the boundary conditions, without loss in
generality, we can assume thatw0(θ) = 0 for all θ ∈ Θ.

iii) For 0 ≤ λ1 ≤ λ′
1 ≤ λ2 ≤ λ′

2 and θ1, θ2 ∈ Θ, let dλ1 =
λ′
1 − λ1 anddλ2 = λ′

2 − λ2. Consider the covariance

E[ξλ1+dλ1
(θ1)ξλ2+dλ2

(θ2]

= E [(xλ1+dλ1
(θ1)− x̂λ1+dλ1

(θ1)) ξλ2+dλ2
(θ2)] (110)

= E[xλ1+dλ1
(θ1)ξλ2+dλ2

(θ2)] (111)

− E[x̂λ1+dλ1
(θ1)ξλ2+dλ2

(θ2)]

= 0 , (112)

where to go from (110) to (111), we use the orthogonality
of the error. Using the definition ofξλ+dλ(θ) in (107), we
have thatwλ′

1
(θ1)−wλ1

(θ1) andwλ′

2
(θ2)−wλ2

(θ2) are
independent random variables.

iv) We now computeE[ξλ+dλ(θ1)ξλ+dλ(θ2)]:
E[ξλ+dλ(θ1)ξλ+dλ(θ2)]

= E[ξλ+dλ(θ1)(xλ+dλ(θ2)− x̂λ+dλ|λ(θ2))]

= E[(xλ+dλ(θ1)− x̂λ+dλ|λ(θ1))xλ+dλ(θ2)]

= Rλ+dλ,λ+dλ(θ1, θ2)

−
m−1∑

j=0

∫

Θ

bj((λ+ dλ, θ1), (λ, α))
∂j

∂nj
Rλ,λ+dλ(α, θ2)dα

= Rλ+dλ,λ+dλ(θ1, θ2)−Rλ,λ+dλ(θ1, θ2)

+Rλ,λ+dλ(θ1, θ2) (113)

−
m−1∑

j=0

∫

Θ

bj((λ+ dλ, θ1), (λ, α))
∂j

∂nj
Rλ,λ+dλ(α, θ2)dα .

Using (101), we have
Rλ,λ+dλ(θ1, θ2)

= E[xλ(θ1)xλ+dλ(θ2)] (114)

=

m−1∑

j=0

∫

Θ

bj((λ, θ1), (λ, α))
∂j

∂nj
Rλ,λ+dλ(α, θ2)dα .

(115)

Substituting (115) in (113), we have

E[ξλ+dλ(θ1)ξλ+dλ(θ2)]

= Rλ+dλ,λ+dλ(θ1, θ2)−Rλ,λ+dλ(θ1, θ2) (116)

−

m−1
∑

j=0

∫

Θ

[bj((λ+ dλ, θ1), (λ, α)) (117)

− bj((λ, θ1), (λ, α))]
∂j

∂nj
Rλ,λ+dλ(α, θ2)dα

=

[

Rλ+dλ,λ+dλ(θ1, θ2)−Rλ,λ+dλ(θ1, θ2)

dλ

]

dλ

−

[

m
∑

j=0

∫

Θ

(

bj((λ+ dλ, θ1), (λ, α))− bj((λ, θ1), (λ, α))

dλ

)

∂j

∂nj
Rλ,λ+dλ(α, θ2)dα

]

dλ

=

(

lim
µ→λ−

∂

∂µ
Rµ,λ(θ1, θ2)

− lim
µ→λ+

∂

∂µ

m−1
∑

j=0

∫

Θ

b
j

µ,λ(θ1, α)
∂j

∂nj
Rλ,λ(α, θ2)dα

)

dλ

=

(

lim
µ→λ−

∂

∂µ
Rµ,λ(θ1, θ2)− lim

µ→λ+

∂

∂µ
Rµ,λ(θ1, θ2)

)

dλ

= Cλ(θ1, θ2)dλ . (118)

Thus, fordλ small, we have

E [(wλ+dλ(θ1)− wλ(θ1))(wλ+dλ(θ2)− wλ(θ2))]

=
Cλ(θ1, θ2)

Bλ(θ1)Bλ(θ2)
dλ . (119)

Since w0(θ) = 0, we can use (119) to compute
E[wλ(θ1)wλ(θ2)] as follows:

E[(wλ(θ1)− w0(θ1))(wλ(θ2)− w0(θ2))]

= lim
N→∞

E

[
N+1∑

k=0

(wγk
(θ1)− wγk−1

(θ2))

N+1∑

k=0

(wγk
(θ2)− wγk−1

(θ2))

]
, γ0 = λ, γN+1 = 0 (120)

= lim
N→∞

E

[
N+1∑

k=0

(wγk
(θ1)− wγk−1

(θ1))

(wγk
(θ2)− wγk−1

(θ2))

]
(121)

= lim
N→∞

N+1∑

k=0

Cγk−1
(θ1, θ2)

Bγk−1(θ1)Bγk−1
(θ2)

(γk − γk−1) (122)

=

∫ λ

0

Cu(θ1, θ2)

Bu(θ1)Bu(θ2)
du . (123)

We get (121) using the orthogonal increments property in
(iii). We use (119) to get (122). We use the definition of
the Riemann integrals to go from (122) to (123).

v) For λ1 > λ2, the covariance ofwλ1
(θ) − wλ2

(θ) is
computed as follows:

E[(wλ1
(θ) − wλ2

(θ))2]

= E[w2
λ1
(θ)] + E[w2

λ2
(θ)]− 2E[wλ1

(θ)wλ2
(θ)] (124)

= λ1 + λ2 − 2

∫ λ2

0

Cu(θ1, θ2)

Bu(θ1)Bu(θ2)
du , (125)

where

E[w2
λ(θ)] =

∫ λ

0

Cu(θ, θ)

B2
u(θ)

du (126)

=

∫

{u∈[0,λ]:Cu(θ,θ)=0}

Cu(θ, θ)

B2
u(θ)

du

+

∫

{u∈[0,λ]:Cu(θ,θ) 6=0}

Cu(θ, θ)

B2
u(θ)

du (127)
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=

∫

{u∈[0,λ]:Cu(θ,θ) 6=0}

du (128)

= λ . (129)

To go from (127) to (128), we use (20) sinceCu(θ, θ) 6=
0. To go from (128) to (129), we use the given assumption
that the set{u ∈ [0, 1] : Cu(θ, θ) = 0} has measure zero.

APPENDIX C
PROOF OFTHEOREM 8: RECURSIVE FILTER

The steps involved in deriving the recursive filter are the
same as deriving the Kalman-Bucy filtering equations, see
[41]. The only difference is that we need to take into account
the dependence of each point in the random field on its
neighboring telescoping surface (which is captured in the
integral transformFθ), instead of a neighboring point as we
do for Gauss-Markov processes. The steps in deriving the
recursive filter are summarized as follows. In Step 1, we define
the innovation process and show that it is Brownian motion
and equivalent to the observation space. Using this, we find a
relationship between the filtered estimate and the innovation,
see Lemma 2. In Step 2, we find a representation for the field
xλ(θ), see Lemma 5. Using Lemma 2 and Lemma 5, we find a
closed form expression for̂xλ|λ(θ) in Step 3. We differentiate
this to derive the equation for the filtered estimate in Step 4.
Finally, Step 5 computes the equation for the error covariance.

Step 1. [Innovations] Defineqλ(θ) such that

qλ(θ) = yλ(θ)−
∫ λ

0

Gµ(θ)x̂µ|µ(θ)dµ .

Define the innovation fieldeλ(θ) such that

deλ(θ) =
1

Dλ(θ)
dvλ(θ) (130)

=
Gλ(θ)

Dλ(θ)
x̃λ|λ(θ)dλ + dnλ(θ) , (131)

where we have used (52) to get the final expression in (131)
and assume thatDλ(θ) 6= 0.

Lemma 2:The field eλ(θ) is Brownian motion for each
fixed θ andE[eλ1

(θ1)eλ2
(θ2)] = 0 whenλ1 6= λ2, θ1 6= θ2.

Proof: Note thatE[x̃λ|λ(θ)|σ{eµ(θ) : 0 ≤ µ ≤ λ}] = 0
since x̃λ|λ(θ) ⊥ yµ(α) for α ∈ Θ, 0 ≤ µ ≤ λ. Thus, using
Corollary 8.4.5 in [41], we establish thateλ(θ) is Brownian
motion for each fixedθ. Assumeλ1 > λ2 and considerγ <
λ2. Then, using the orthogonality of error,̃xµ(θ1) ⊥ yγ(α)
for γ < µ, and the fact thatnλ(θ) ⊥ eγ(α) for γ < λ, we
have

E[(eλ1
(θ1)− eλ2

(θ2))eγ(α)]

=

∫ λ1

λ2

(
Gµ(θ)

Dµ(θ)

)
E[x̃µ|µ(θ1)eγ(α)]dµ

+ E[(nλ1
(θ1)− nλ2

(θ1))eγ(α)] (132)

= 0 . (133)

Now we computeE[deλ1
(θ1)deλ2

(θ2)] for λ1 > λ2:

E[deλ1
(α1)deλ2

(θ2)]

= E

[(
Gλ1

(α1)

Dλ1
(θ1)

x̃λ1|λ1
(θ1)dλ1 + dnλ1

(θ1)

)
deλ2

(θ2)

]

(134)

= E[dnλ1
(θ1)deλ2

(θ2)] (135)

=
1

Dλ2
(θ2)

E [dnλ1
(θ1) (dyλ2

(θ2)

−Gλ2
(θ2)x̂λ2|λ2

(θ2)dλ2

)]
(136)

=
1

Dλ2
(θ2)

E[dnλ1
(θ1)dyλ2

(θ2)] (137)

=
1

Dλ2
(θ2)

E[dnλ1
(θ1) (Gλ2

(θ2)xλ2
(θ2)dθ2

+Dλ2
(θ2)dnλ2

(θ2))] (138)

= E[dnλ1
(θ1)dnλ2

(θ2)] = 0 . (139)

To go from (134) to (135), we use thatx̃λ1|λ1
(θ1) is indepen-

dent of deλ2
(θ2), sincedeλ2

(θ2) is a linear combination on
the observations{y(∂T s), s ∈ [0, λ2]}. We get (136) using the
definition ofdeλ2

(θ2) in (131). To go from (136) to (137), we
use thatdnµ1

(θ1) is independent of̂xλ2|λ2
(θ2) for λ1 > λ2.

We get (138) using the equation for the observations in (52).
To go from (138) to (139), we use the assumption thatnλ1

(θ1)
is independent of the GMRFxλ(θ). In a similar manner, we
can get the result forλ1 < λ2.

For λ1 6= λ2 and θ1 6= θ2, E[eλ1
(θ1)eλ2

(θ2)] = 0 follows
from similar computations as done in (120)−(123).

Lemma 2 says that the innovation has the properties as the
noise observationnλ(θ). We now use the innovation to find a
closed form expression for the filtered estimatex̂λ|λ(θ).

Lemma 3:The filtered estimatêxλ|λ(θ) can be written in
terms of the innovation as

x̂λ|λ(θ) =

∫ λ

0

∫

Θ

gλ,µ(θ, α)deµ(α)dα (140)

gλ,µ(θ, α) =
∂

∂µ
E[xλ(θ)eµ(α)] . (141)

Proof: Using the methods in [41] or [19], we can establish
the equivalence between the innovations and the observations.
Because of this equivalence, we can write the filtered estimate
as in (140). We now computegλ,µ(θ, α). We know that

(
xλ(θ)− x̂λ|λ(θ)

)
⊥ eµ(α) , µ ≤ λ, α ∈ Θ .

Thus, we have

E[xλ(θ)eµ(α)]

= E[x̂λ|λ(θ)eµ(α)] (142)

=

∫ λ

0

∫

Θ

gλ,s(θ, β)E[des(β)eµ(α)]dβ (143)

=

∫ λ

0

∫

Θ

∫ µ

0

gλ,s(θ, β)E[des(β)der(α)]dβ (144)

=

∫ λ

0

∫ µ

0

∫

Θ

gλ,s(θ, β)δ(s − r)δ(β − α)dsdrdβ (145)

=

∫ µ

0

gλ,r(θ, α)dr . (146)

To go from (144) to (145), we use Lemma 2. Differentiating
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(146) with respect toµ, we get the expression forgλ,µ(θ, α)
in (141).
Step 2. [Formula for xλ(θ)] Before deriving a closed form
expression forxλ(θ), we first need the following Lemma.

Lemma 4:For any functionΨλ,γ(θ1, θ2) with m−1 normal
derivatives, we have

∫ λ

0

Fθ1 [Ψλ,γ(θ1, θ2)]dγ = Fθ1

[∫ λ

0

Ψλ,γ(θ1, θ2)dγ

]
.

(147)
Proof: Using the definition ofFθ1 , we have∫ λ

0 Fθ1 [Ψλ,γ(θ1, θ2)]dγ

=

∫ λ

0

m−1∑

j=0

∫

Θ

lim
µ→λ+

∂

∂µ
bj((µ, θ), (λ, α))

lim
h→0

∂j

∂hj
Ψλ+hλ̇,γ(α+ hα̇, θ2)dαdγ (148)

=

m−1∑

j=0

∫

Θ

lim
µ→λ+

∂

∂µ
bj((µ, θ), (λ, α))

lim
h→0

∂j

∂hj

[∫ λ

0

Ψλ+hλ̇,γ(α+ hα̇, θ2)dγ

]
dα (149)

= Fθ1

[∫ λ

0

Ψλ,γ(θ1, θ2)dγ

]
. (150)

Lemma 5:Using the telescoping representation forxλ(θ),
a solution forxλ(θ) is given as follows:

xλ(θ) =

∫

Θ

Φλ,µ(θ, α)xµ(α)dα

+

∫

Θ

∫ λ

µ

Φλ,γ(θ, α)dwγ(α)dα , (151)

∂

∂λ
Φλ,µ(θ, α) = Fθ [Φλ,µ(θ, α)] ,Φλ,λ = δ(θ − α) .

Proof: We show that (151) satisfies the differential equa-
tion in (51). Taking derivative of (151) with respect toλ, we
have

dxλ(θ)

=

∫

Θ

∂

dλ
Φλ,µ(θ, α)xµ(α)dαdλ +

∫

Θ

Φλ,λ(θ, α)dwλ(α)

+

∫

Θ

∫ λ

µ

∂

dλ
Φλ,γ(θ, α)dwγ (α)dα (152)

=

∫

Θ

Fθ [Φλ,µ(θ, α)] xµ(α)dαdλ + dwλ(θ)

+

∫

Θ

∫ λ

µ

Fθ [Φλ,γ(θ, α)] dwγ(α)dα (153)

= Fθ

[∫

Θ

Φλ,µ(θ, α)xµ(α)dα+

∫

Θ

∫ λ

µ

Φλ,γ(θ, α)dbγ(α)dα

]

+ dwλ(θ) (154)

= Fθ[xλ(θ)] + dwλ(θ) . (155)

To get (154), we use Theorem 4 to take the integral transform
Fθ outside the integral. Since thexλ(θ) in (151) satisfies (51),

it must be a solution.
Step 3. [Equation for x̂λ|λ(θ)] Using (131) and (151), we
can writegλ,µ(θ, α) in (141) as
gλ,µ(θ, α)

=
∂

∂µ
E

{
xλ(θ)

[∫ µ

0

Gγ(α)

Dγ(α)
x̃γ|γ(α)dγ + nµ(α)

]}
(156)

=
∂

∂µ

[∫ u

0

Gγ(α)

Dγ(α)
E[xλ(θ)x̃γ|γ(α)]dγ

]
(157)

=
∂

∂µ

{∫ u

0

Gγ(α)

Dγ(α)

∫

Θ

Φλ,γ(θ, β)E[xγ(β)x̃γ|γ(α)]dβdγ

}

(158)

=
Gµ(α)

Dµ(α)

∫

Θ

Φλ,µ(θ, β)E[xµ(β)x̃µ|µ(α)]dβ (159)

=
Gµ(α)

Dµ(α)

∫

Θ

Φλ,µ(θ, β)Sµ(β, α)dβ . (160)

To get (160), we use the fact thatx̂µ|µ(α) ⊥ x̃µ|µ(β), so that

E[xµ(β)x̃µ|µ(α)] = E[x̃µ|µ(β)x̃µ|µ(α)] = Sµ(β, α) .

Substituting (160) in the expression for̂xλ|λ(θ) in (141)
(Step 2), we get
x̂λ|λ(θ)

=

∫ λ

0

∫

Θ

Gµ(α)

Dµ(α)

[∫

Θ

Φλ,µ(θ, β)Sµ(β, α)dβ

]
deµ(α)dα .

(161)
Step 4. [Differential Equation for x̂λ|λ(θ)] Differentiating
(161) with respect toλ, we get
dx̂λ|λ(θ)

=

∫

Θ

Gλ(α)

Dλ(α)
Sµ(θ, α)deλ(α)dα (162)

+

∫ λ

0

∫

Θ

Gµ(α)

Dµ(α)

[∫

Θ

Fθ[Φλ,µ(θ, β)]Sµ(β, α)dβ

]
deµ(α)dα

=

∫

Θ

Gλ(α)

Dλ(α)
Sλ(α, θ)deλ(α)dα + Fθ[x̂λ|λ(θ)]dλ (163)

= Fθ[x̂λ|λ(θ)]dλ +Kθ[deλ(θ)] , (164)

whereKθ is the integral transform defined as in (59).
Step 5. [Differential Equation for Sλ(α, θ)] The error
covarianceSλ(α, θ) can be written as

Sλ(α, θ) = E[x̃λ|λ(α)x̃λ|λ(θ)] (165)

= E[xλ(α)xλ(θ)] − E[x̂λ|λ(α)x̂λ|λ(θ)] . (166)

Using expressions forxλ(α) in (151), we can show that for
Pλ(α, β) = E[xλ(α)xλ(θ)],

∂Pλ(α, θ)

dλ
= Fα[Pλ(α, θ)] + FθPλ(α, θ) +Cλ(α, θ) . (167)

Using the expression for̂xλ|λ(α) in (140), it can be shown
that

∂E[x̂λ|λ(α)x̂λ|λ(θ)]

dλ
= Fα[E[x̂λ|λ(α)x̂λ|λ(θ)]]

+ Fθ[E[x̂λ|λ(α)x̂λ|λ(θ)]] (168)

+

∫

Θ

G2
λ(β)

D2
λ(β)

Sλ(α, β)Sλ(θ, β)dβ .
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Differentiating (166) and using (167) and (168), we get the
desired equation:

∂

∂λ
Sλ(α, θ) = Fα[Sλ(α, θ)] + Fθ[Sλ(α, θ)] + Cλ(θ, α)

−
∫

Θ

G2
λ(β)

D2
λ(β)

Sλ(α, β)Sλ(θ, β)dβ . (169)

APPENDIX D
PROOF OFTHEOREM 9: RECURSIVE SMOOTHER

We now derive smoothing equations. Using similar steps as
in Lemma 3, we can show that

x̂λ|T (θ) =

∫ 1

0

∫

Θ

gλ,µ(θ, α)deµ(α)dα , (170)

gλ,µ(θ, α) =
∂

∂µ
E[xλ(θ)eµ(α)] . (171)

Define the error covarianceSλ,µ(θ, α) as

Sλ,µ(θ, α) = E[x̃λ|λ(θ)x̃µ|µ(α)] . (172)

We have the following result for the smoother:
Lemma 6:The smoothed estimator̂xλ|T (θ) is given by

x̂λ|T (θ) = x̂λ|λ(θ) +

∫ 1

λ

∫

Θ

gλ,µ(θ, α)deµ(α)dα , (173)

where forµ ≥ λ,

gλ,µ(θ, α) =
Gµ(α)

Dµ(α)
Sλ,µ(θ, α) . (174)

Proof: Equation (173) immediately follows from (170)
and Lemma 3. Equation (174) follows by using (131) to
computegλ,µ(θ, α) in (171).

We now want to characterize the error covariance
Sλ,µ(θ, α). Subtracting the telescoping representation in (51)
and the filtering equation in (57), we get the following equation
for the filtering error covariance:

dx̃µ|µ(α) = F̃θ[x̃µ|µ(α)]dµ +Bµ(α)dwµ(α) −Kα[dnµ(α)] ,
(175)

whereF̃α is the integral transform

F̃α[x̃µ|µ(α)] = Fα[x̃µ|µ(α)]−Kα

[
Gµ(α)

Dµ(α)
x̃µ|µ(α)

]
. (176)

Just like we did in Lemma 5, we can write a solution to (175)
as

x̃µ|µ(α) =

∫

Θ

Φ̃µ,λ(α, θ)x̃λ|λ(θ)dθ

+

∫

Θ

∫ µ

λ

Φ̃µ,γ(α, θ)[Bγ(θ)dwγ(θ)−Kθ[dnγ(θ)]]dθ (177)

∂

∂µ
Φ̃µ,λ(α, θ) = F̃αΦ̃µ,λ(α, θ) andΦ̃µ,µ(α, θ) = δ(α− θ) .

(178)

Differentiating (177) with respect toλ, we can show that
∫

Θ

∂

∂λ
Φ̃µ,λ(α, β)x̃λ|λ(β)dβ=−

∫

Θ

Φ̃µ,λ(α, β)F̃β x̃λ|λ(β)dβ .

(179)

Substituting (177) in (175), we have the following relationship:

Sλ,µ(θ, α) =

∫

Θ

Φ̃µ,λ(α, β)Sλ(β, θ)dβ . (180)

Substituting (180) in (173) and (174), differentiating (173)
and using (179) and (60), we get the following equation:

dx̂λ|T (θ) = Fθ[x̂λ|T (θ)]dλ

+

∫ 1

λ

∫

Θ

Gu(α)

Du(α)

∫

Θ

Φ̃µ,λ(α, β)Cλ(β, θ)dβdeµ(α)dα .

(181)

AssumingSλ(θ, θ) > 0, we get smoother equations using the
following calculations:

dx̂λ|T (β)δ(θ − β) = Fβ [x̂λ|T (β)]δ(θ − β)dλ (182)

+

∫ 1

λ

∫

Θ

Gu(α)

Du(α)
Φ̃µ,λ(α, β)Cλ(β, θ)deµ(α)dα

Sλ(β, θ)

Cλ(β, θ)
dx̂λ|T (β)δ(θ − β)

=
Sλ(β, θ)

Cλ(β, θ)
Fβ [x̂λ|T (β)]δ(θ − β)dλ

+

∫ 1

λ

∫

Θ

Gu(α)

Du(α)
Φ̃µ,λ(α, β)Sλ(β, θ)deµ(α)dα (183)

Sλ(θ, θ)

Cλ(θ, θ)
dx̂λ|T (θ) =

Sλ(θ, θ)

Cλ(θ, θ)
Fθ[x̂λ|T (θ)]dλ

+

∫ 1

λ

∫

Θ

Gu(α)

Du(α)

(∫

Θ

Φ̃µ,λ(α, β)Sλ(β, θ)dβ

)
deµ(α)dα

(184)

dx̂λ|T (θ) = Fθ[x̂λ|T (θ)]dλ

+
Cλ(θ, θ)

Sλ(θ, θ)

∫ 1

λ

∫

Θ

Gu(α)

Du(α)
Sλ,µ(θ, α)deµ(α)dα (185)

dx̂λ|T (θ) = Fθ[x̂λ|T (θ)]dλ +
Cλ(θ, θ)

Sλ(θ, θ)
[x̂λ|T (θ)− x̂λ|λ(θ)] .

(186)

Equation (181) is equivalent to (182). We multiply (182) by
Sλ(β, θ)/Cλ(β, θ) to get (183). We integrate (183) for allβ to
get (184). To go from (184) to (185), we use (180). Equation
(185) follows from (173).

To derive a differential equation forSλ|T (α, θ), we first note
that

Sλ|T (α, θ) = E[x̃λ|T (α)x̃λ|T (θ)] (187)

= E[xλ(α)xλ(θ)]− E[x̂λ|T (α)x̂λ|T (θ)] . (188)

Using (173) to computeE[x̂λ|T (α)x̂λ|T (θ)], we can find an
expression forSλ|T (α, θ) as

Sλ|T (α, θ) = Sλ(α, θ)

−
∫ 1

λ

∫

Θ

G2
µ(α)

D2
µ(α)

Sµ,λ(α1, α)Sµ,λ(α1, θ)dµdα1 . (189)

Taking derivative of (189), we get (67).
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Superior Técnico (IST), Lisbon, Portugal and from the Massachusetts Institute
of Technology (MIT), Cambridge, MA. He is University Professor at Carnegie
Mellon University (CMU), having been on the faculty of IST and having
held visiting faculty appointments at MIT. He manages a large education
and research program between CMU and Portugal, www.icti.cmu.edu. His
research interests include statistical and algebraic signal and image processing,
distributed inference, and network science. He published over 400 technical
Journal and Conference papers, is the co-editor of two books, holds eight
patents, and has given numerous invited seminars at international conferences,
US and European Universities, and industrial and government Laboratories.

http://www.jstor.org/stable/3213345
http://www.jstor.org/stable/2332724
http://www.jstor.org/stable/2241271
http://www.jstor.org/stable/2099126


18

Dr. Moura isDivision Director Elect(2011) of the IEEE, was thePresident
(2008-09) of theIEEE Signal Processing Society(SPS),Editor in Chief for the
IEEE Transactions in Signal Processing, interim Editor in Chief for the IEEE
Signal Processing Letters, and was on the Editorial Board of several Journals,
including theIEEE Proceedings, the IEEE Signal Processing Magazine, and
the ACM Transactions on Sensor Networks. He was on the steering and
technical committees of several Conferences. Dr. Moura is aFellow of the
IEEE, a Fellow of the American Association for the Advancement of Science
(AAAS), and a corresponding member of theAcademy of Sciences of Portugal
(Section of Sciences). He was awarded theIEEE Signal Processing Society
Meritorious Service Award, the IEEE Millennium Medal, an IBM Faculty
Award, the CMU’s College of EngineeringOutstanding Research Award, and
the CMU Philip L. Dowd Fellowship Award for Contributions toEngineering
Education. In 2010, he was elected University Professor.


	I Introduction
	II Gauss-Markov Random Fields
	II-A Continuous Indices
	II-B Discrete Indices

	III Telescoping Representation: GMRFs on a Unit Disc
	III-A Main Theorem
	III-A1 Driving noise w()
	III-A2 White noise
	III-A3 Boundary Conditions
	III-A4 Integral Form
	III-A5 Comparison to TewfikLevyWillsky1991

	III-B Homogeneous and Isotropic GMRFs

	IV Telescoping Representation: GMRFs on arbitrary domains
	IV-A Telescoping Surfaces Using Homotopy
	IV-B Generating Similar Telescoping Surfaces
	IV-C Telescoping Representations

	V Recursive Estimation of GMRFs
	VI Telescoping Representations of GMRFS: Discrete Indices
	VII Summary
	Appendix A: Computing bj(s,r) in Theorem 1
	Appendix B: Proof of Theorem 4: Telescoping Representation
	Appendix C: Proof of Theorem 8: Recursive Filter
	Appendix D: Proof of Theorem 9: Recursive Smoother
	References
	Biographies
	Divyanshu Vats
	José M. F. Moura


