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A Quantum Algorithm Framework for Discrete
Probability Distributions with Applications to

Rényi Entropy Estimation
Xinzhao Wang, Shengyu Zhang, Tongyang Li

Abstract—Estimating statistical properties is fundamen-
tal in statistics and computer science. In this paper,
we propose a unified quantum algorithm framework for
estimating properties of discrete probability distributions,
with estimating Rényi entropies as specific examples. In
particular, given a quantum oracle that prepares an n-
dimensional quantum state

∑n
i=1

√
pi|i⟩, for α > 1 and

0 < α < 1, our algorithm framework estimates α-
Rényi entropy Hα(p) to within additive error ϵ with
probability at least 2/3 using Õ(n1− 1

2α /ϵ +
√
n/ϵ1+

1
2α )

and Õ(n
1
2α /ϵ1+

1
2α ) queries, respectively. This improves the

best known dependence in ϵ as well as the joint dependence
between n and 1/ϵ. Technically, our quantum algorithms
combine quantum singular value transformation, quantum
annealing, and variable-time amplitude estimation. We
believe that our algorithm framework is of general interest
and has wide applications.

Index Terms—Entropy estimation, Rényi entropy, quan-
tum algorithms, quantum query complexity.

I. INTRODUCTION

Motivations. For many problems, quantum algorithms
can dramatically outperform their classical counterparts.
Among those, an important category is quantum algo-
rithms for linear algebraic problems. Recently, Gilyén,
Low, Su, and Wiebe [1] proposed a powerful framework
for quantum matrix arithmetics, namely quantum singu-
lar value transformation (QSVT). QSVT encompasses
quantum algorithms for various problems (see also [2]),
and can recover the best-known or even optimal quantum
algorithms for fixed-point amplitude amplification [3–
6], solving linear systems [7–10], Hamiltonian simula-
tion [11, 12], etc.

In this paper, we study a fundamental problem in
statistics, theoretical computer science, and machine
learning: estimating statistical properties, which aims to
estimate properties of probability distributions using the
least number of independent samples. On the one hand,
statistical properties such as entropies, divergences, etc.,
characterize some key measures of randomness. On the
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other hand, relevant theoretical tools are rapidly devel-
oping in topics such as property testing [13], statistical
learning [14], etc. Among statistical properties, the most
basic one is the Shannon entropy [15]. For a discrete
distribution p = (pi)

n
i=1 supported on [n], it is defined

as

H(p) := −
n∑

i=1

pi log pi. (1)

A natural generalization of the Shannon entropy is the
family of Rényi entropies [16]. Specifically, the α-Rényi
entropy is defined as

Hα(p) :=
1

1− α
log

n∑
i=1

pαi . (2)

For our convenience, the power sum in the logarithm is
denoted by Pα(p), i.e., Pα(p) :=

∑n
i=1 p

α
i . When α→

1, limα→1Hα(p) = H(p). Classically, references [17,
18] proved the tight classical sample complexity bound

Θ

(
log2 n

ϵ2
+

n

ϵ log n

)
(3)

for estimating Shannon entropy within precision ϵ with
success probability at least 2/3. For α-Rényi entropy
estimation, reference [19] proved that when α > 1
and 0 < α < 1 respectively, it takes O(n/ log n)
and O(n1/α/ log n) independent samples from p respec-
tively to estimate Hα(p) within constant additive error
with probability at least 2/3. In addition, for any constant
η > 0, the paper also established sample complexity
lower bounds Ω(n1−η) and Ω(n1/α−η) when α > 1 and
0 < α < 1, respectively.

There has also been literature on quantum algorithms
for entropy estimation (see the paragraph on related
works for more details). Among those, the state-of-the-
art result on estimating Shannon entropy was given by
Gilyén and Li [20], which applies QSVT to estimate the
Shannon entropy within additive error ϵ with success
probability at least 2/3 using Õ(

√
n/ϵ1.5) quantum

queries. For α-Rényi entropy, Li and Wu [21] gave algo-
rithms with quantum query complexities Õ(n1−1/2α/ϵ2)
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and Õ(n1/α−1/2/ϵ2) when α > 1 and 0 < α < 1, re-
spectively. Both papers used a common model proposed
by Bravyi et al. [22] which encodes p as frequencies of n
symbols in a given input string and quantum algorithms
can access the input string in superposition (Defini-
tion 2), whereas [20] also adopted oracles preparing a
superposed quantum state whose amplitude in the ith

term is pi (Definition 1 and Definition 3).
Nevertheless, it can be observed that although quan-

tum algorithms for learning statistical properties have
applied advanced algorithmic tools including quantum
singular value transformation [1], and have achieved
speedup in the cardinality n and precision ϵ separately,
the combined dependence on n and ϵ is not yet as well
understood as the classical counterparts, for instance
the sample complexity of Shannon entropy in Eq. (3).
From a high-level perspective, even though quantum
algorithms for linear algebraic problems have been sys-
tematically developed, we shall still endeavor to quantum
algorithms with optimal or near-optimal dependence on
all parameters. In this paper, we shed light on this
question for estimating statistical properties.

Contributions. In this paper, we introduce a unified
quantum algorithm framework for estimating proper-
ties of discrete distributions. Our algorithm is stemmed
from quantum singular value transformation [1], but we
enhance the framework with quantum annealing and
variable-time amplitude amplification and estimation.
Specifically, we propose algorithms for estimating Rényi
entropies of discrete probability distributions with re-
fined dependence on n and ϵ, assuming access to quan-
tum oracle Upure which maps |0⟩ to

∑n
i=1

√
pi|i⟩ (see

the later “related work” paragraph for more discussions
and comparisons of different oracles).1

Theorem 1 (Main theorem). There are quantum algo-
rithms that approximate the Rényi entropy Hα(p) in
Eq. (2) within an additive error ϵ > 0 with success
probability at least 2/3 using

• Õ
(

n1− 1
2α

ϵ +
√
n

ϵ1+
1
2α

)
quantum queries to Upure and

U†
pure in Definition 1 when α > 1 (Theorem 7), and

• Õ
(

n
1
2α

ϵ
1
2α

+1

)
quantum queries to Upure and U†

pure in

Definition 1 when 0 < α < 1 (Theorem 8).

Compared to the state-of-the-art result for estimat-
ing Rényi entropies by Li and Wu [21] which uses
Õ(n1/α−1/2/ϵ2) quantum queries when 0 < α < 1
and Õ(n1−1/2α/ϵ2) quantum queries when α > 1 and
α is not an integer, our result achieves a systematic

1In fact, our quantum algorithm also applies to the purified quantum
query-access in Definition 3. Please see Section III and Section VI for
more details.

improvement in both n and ϵ. This can be illustrated
by Figure 1.2

The ϵ dependence of our algorithm seems to be worse
than that of Li and Wu [21] when α ∈ (0, 12 ). We suspect
this is due to an error of the analysis of their Theorem
9 and we have fixed it in Section V-C. The analysis of
Theorem 14 in the arXiv version of [19] also seems to
have an error, which analyzed the classical sample com-
plexity of estimating Rényi entropy for α ∈ (0, 1). We
note that Jiao et at. [17] gave a Rényi entropy estimation
algorithm with different classical sample complexity for
α ∈ (0, 1), so we only compare our algorithms with
that of Jiao et at. [17]. We discuss these points also in
Section V-C.

Here we list current query complexity lower bounds
to estimate Rényi entropy with Upure and U†

pure.

• For α ∈ (0, 1), we proved that Ω
(

n1/2α−1/2

ϵ1/2α

)
queries

to Upure and U†
pure are necessary to estimate Hα(p)

to error ϵ in Theorem 9. This almost matches our
upper bound when α tends to 0.

• For α ∈ [ 37 , 3] and ϵ ∈ [ 1n , 1], Li and Wu [21] proved
that Ω

(
n

1
3 /ϵ

1
6

)
queries are necessary. For α = 1,

Bun et al. [23] improved the lower bound to Ω̃(
√
n).

• For α ∈ [3,∞), Li and Wu [21] proved that
Ω
(

n
1
2
− 1

2α

ϵ

)
queries are necessary, so our upper

bound has an Õ
(
n

1
2−

1
2α + (nϵ )

1
2α

)
overhead. How-

ever, as mentioned in footnote 2, estimating Rényi
entropy for integral and non-integral α have funda-
mental differences in the classical case, and the lower
bound in [21] holds for all α ≥ 3, suggesting that it
may not be tight for α ̸∈ N.

We also applied our algorithms to sparse or low-
rank distributions. If a classical probability distribution
p has at most r elements i such that pi > 0 and we
know the value of r in advance, we give an algorithm

using Õ
(

r1−
1
2α

ϵ +
√
r

ϵ1+
1
2α

)
calls to Upure and U†

pure to

estimate Hα(p) to within additive error ϵ when α > 1,

and an algorithm using Õ
(

r
1
2α

ϵ
1
2α

+1

)
calls to Upure and

U†
pure to estimate Hα(p) to within additive error ϵ when

0 < α < 1. In addition, we also give a quantum
algorithm in Corollary 6 for α > 1 when we do not
know the value of r.

2The integral α cases are excluded in the figure because computing
Hα(p) for integral α seems fundamentally easier. Classically, the best-
known upper bound for integral α > 2 is Θ(n1− 1

α ), smaller than that
of Ω(n1−o(1)) for non-integral cases [19]. For quantum algorithms,
Li and Wu [21] made special designs for integer α cases, with query
cost better than their non-integral α cases (and also ours), albeit using
a stronger input oracle (Definition 2).
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a α > 1, α ̸∈ N, ϵ = n−0.5 b α > 1, α ̸∈ N, ϵ = n−0.25 c 0 < α < 1, ϵ = Θ(1)

Fig. 1: Comparison between our algorithms and the algorithm in Li and Wu [21].

Our quantum algorithms can be applied to estimate
the Rényi entropy

Hα(ρ) =
1

1− α
log(Tr(ρα)). (4)

of a quantum density matrix ρ.

Corollary 1. There are quantum algorithms that approx-
imate the Rényi entropy of a density operator Hα(ρ)
in Eq. (4) within an additive error ϵ > 0 with success
probability at least 2/3 using

• Õ
(
min

(
n

3
2
− 1

2α

ϵ + n

ϵ1+
1
2α
, n

ϵ
1
α

+1

))
quantum queries

to Uρ and U†
ρ in Definition 3 when α > 1 (Corol-

lary 2), and

• Õ
(

n
1
2α

+1
2

ϵ
1
2α

+1

)
quantum queries to Uρ and U†

ρ in

Definition 3 when 0 < α < 1 (Corollary 3).

Wang et al. [24] studied estimating Rényi entropy
of density operators in low-rank cases, we show in
Section VI that our techniques can improve their algo-
rithms. Subramanian and Hsieh [25] consider the same
task as in Corollary 1. Their algorithm used sampling
methods instead of Amplitude Estimation, so it has
worse asymptotic query complexity bound but requires
less stringent quantum resources.

In addition, our quantum algorithms can also be ex-
tended to estimate quantum Rényi divergence of density
matrices. Please find details in Section VI

Techniques. Our quantum algorithm follows the one in
Gilyén and Li [20] for Shannon entropy estimation. In
Section III-A, we first construct a unitary operator, which
has a matrix block encoding of the square root of the
probability distribution we want to study. We then use
quantum singular value transformation [1] to compute a
polynomial approximation of the function that we want
to estimate, which is then encoded into an amplitude.
Finally, we apply amplitude estimation to obtain the
estimate as a classical output.

However, this algorithm is sub-optimal in many cases
because of the following two reasons.

• If we need an estimate to within a given multiplica-
tive error, the query complexity of the amplitude
estimation process is inversely proportional to the
square root of the quantity that we want to estimate,
so it has poor dependence if the quantity is too small.

• Quantum singular value transformation leverages the
computation of the same function of all singular
values in parallel, but this brings restrictions that
the polynomial should well-approximate the function
within the entire interval [0, 1], where the singular
values may range over.

For the first issue, we design an annealing process in
Section III-B to obtain an estimate of the quantity to
within constant multiplicative error in advance. With this
rough estimate, we can amplify the quantity with smaller
overhead in each step. For the second issue, we ex-
ploit variable-time amplitude estimation in Section III-C
by designing a variable-stopping-time algorithm which
applies different transformation polynomials to singular
values in different intervals. This give us more flexibility
to construct polynomials for different singular values and
the final complexity is related to the average degree of
all polynomials.

As a technical contribution, we also improve the
bounded polynomial approximation of xα for α > 1
(Lemma 6), which may be of independent interest. Our
approximation polynomial is bounded by 2xα when x is
smaller than a threshold while the bounded polynomial
approximation constructed in [1] is only guaranteed to
be bounded by 1.

We summarize and compare the techniques in pre-
vious literature on quantum algorithms for estimating
entropies of discrete probability distributions in Table I.

We give a brief explanation of the comparisons in the
table here. Compared with quantum algorithms without
using QSVT to estimate entropy, they first sample i
according to pi, then estimate pi using amplitude estima-
tion and compute the entropy accordingly, while using
QSVT we can directly compute any polynomial function
value of pi for all i simultaneously in the block encoding.
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Reference Oracle Quantum SVT Annealing VTAE

[22] Discrete query-access (Definition 2) % % %

[21] Discrete query-access (Definition 2) % ! %

[20] Purified query-access (Definition 3) ! % %

[26] Purified query-access (Definition 3) ! % %

this paper
Pure-state preparation (Definition 1)
Purified query-access (Definition 3)

! ! !

TABLE I: Summary of quantum algorithms for estimating entropies of classical discrete distributions.

On the other hand, VTAE is an accelerated version of
amplitude estimation that takes problem instances into
account. In our problem, VTAE allows us to apply QSVT
with different polynomials to pi in different intervals,
which makes our quantum algorithm more flexible.
Moreover, annealing is applied to handle the issue that
that the estimated quantity is too small and makes the
amplitude estimation costly. By using annealing, we can
obtain a rough estimate of the estimated quantity, which
enlarges the estimated quantity when using QSVT.

Related work. Previous literature investigated quantum
algorithms for estimating statistical properties using dif-
ferent input models (see also the survey paper [27]).
First, if we want to utilize quantum algorithms to accel-
erate the solving of problems related to classical distribu-
tions, we need coherent access to classical distributions
via quantum oracle. It is thus natural to consider a
unitary oracle which can prepare a pure state encoding
a classical distribution as follows:

Definition 1 (Pure-state preparation access to classical
distribution). A classical distribution p = (pi)

n
i=1 is

accessible via pure-state preparation access if we have
access to a unitary oracle Upure and its inverse, which
satisfies

Upure|0⟩ =
n∑

i=1

√
pi|i⟩. (5)

This oracle can be traced back to the quantum example
oracle proposed by [28].

Another common model, originally proposed by
Bravyi et al. [22], encodes the classical probability
distribution as frequencies of n symbols in a given input
string, and quantum algorithms can query the input string
in superposition. Note that amplitude estimation in [29]
can be regarded as estimating the mean of a random
variable encoded in this way.

Definition 2 (Discrete quantum query-access to classical
distribution). A classical distribution p = (pi)

n
i=1 is

accessible via discrete quantum query-access if we have
quantum access to a function f : S → [n] such that for
all i ∈ [n], pi = |{s ∈ S | f(s) = i}|/|S|, which means

we have access to a unitary oracle O and its inverse
acting on C|S| ⊗ Cn such that

O|s⟩|0⟩ = |s⟩|f(s)⟩ for all s ∈ S. (6)

In this model, Bravyi et al. [22] gave a quantum
algorithm to estimate the ℓ1-norm distance of two distri-
butions p and q with support cardinality n and with con-
stant precision using O(

√
n) queries, and gave quantum

algorithms for testing uniformity and orthogonality with
query complexity O(n1/3). This was later generalized
to identity testing, i.e., testing whether a distribution is
identical or ϵ-far in ℓ1-norm from a given distribution,
in Õ(n1/3) queries by [30]. Li and Wu [21] gave a
quantum algorithm for estimating the Shannon entropy
within additive error ϵ with high success probability
using Õ(n1/2/ϵ2) queries, and this paper also studied
the query complexity of Rényi entropy estimation (see
the paragraph of “contributions”). To complement the
algorithm results, Bun et al. [23] proved that Shannon
entropy estimation with a certain constant ϵ requires
Ω̃(

√
n) quantum queries to the oracle in Eq. (6).

Beyond classical distributions, it is natural to extend
to statistical problems of genuine quantum systems. The
quantum counterpart of a classical discrete distribution
is a density matrix. Density matrices can be regarded as
the (possibly random) outcome of some physical process,
and if we can access this physical process by calling
it as a black box, we can generate quantum samples
ourselves. If the physical process is reversible, which is
common in a quantum scenario, we can also access the
inverse process of it. For example, if a quantum computer
produces the state ρ without measurements, we can
easily reverse this process. We can define the following
input model to characterize the situations mentioned
above.

Definition 3 (Purified quantum query-access). A density
operators ρ ∈ Cn×n has purified quantum query-access
if we have access to a unitary oracle Uρ and its inverse,
which satisfies

Uρ|0⟩A|0⟩B = |ψρ⟩ =
n∑

i=1

√
pi|ϕi⟩A|ψi⟩B (7)
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such that TrA(|ψρ⟩⟨ψρ|) = ρ, where ⟨ϕi|ϕj⟩ =
⟨ψi|ψj⟩ = δij . If |ψi⟩ = |i⟩, ρ =

∑n
i=1 pi|i⟩⟨i| is

a diagonal density operator which can be seen as a
classical distribution p = (pi)

n
i=1, and we write Up in

this case instead of Uρ.

We note that for encoding classical distributions, Defi-
nition 3 is weaker than Definition 2 since we can apply O
to a uniform superposition over S in Eq. (6), and this is
equivalent to applying a purified quantum query-access
encoding a classical distribution to |0⟩. (Furthermore,
Definition 2 essentially assumes that all probabilities pi
are rational, whereas Definition 3 does not have this
requirement.) In addition, Definition 3 is also weaker
than Definition 1 since we can use one query to Upure

to prepare
∑n

i=1

√
pi|i⟩, and then apply CNOT gates

to produce the state
∑n

i=1

√
pi|i⟩|i⟩, which satisfies the

condition in Definition 3. Our results are established with
Definition 3 being the input oracle.

For classical distributions encoded by Definition 3,
Gilyén and Li [20] systematically studied different oracle
access of distributional property testing, and proved that
it takes Õ(n1/2/ϵ1.5) queries to the purified query access
for estimating Shannon entropy to within additive error
ϵ with high success probability. This work also studied
closeness testing, where we are given purified query ac-
cess to distributions p and q and the goal is to distinguish
between p = q and ∥p − q∥ ≥ ϵ. For ℓ1-norm and
ℓ2-norm distances, [20] proved that the quantum query
complexities are Õ(

√
n/ϵ) and Θ̃(1/ϵ), respectively.

Belovs [31] proved that distinguishing between p and
q takes Θ(1/dH(p,q)) queries (see also Section V-B),
where dH(p,q) is the Hellinger distance between p
and q, and this tight bound applies to all oracles in
Definition 1, Definition 2, and Definition 3.

For quantum density matrix, Watrous [32] used this
oracle to access a mixed state implicitly. Definition 3
is also widely used among quantum algorithms for
estimating properties of quantum density operators. The
results in [20] about Shannon entropy estimation and ℓ1-
norm and ℓ2-norm closeness testing can be generalized to
those of quantum density matrices with purification with
an overhead of

√
n. Chowdhury et al. [33] estimates the

von Neumann entropy of quantum density matrices to
within an additive error. Gur et al. [26] estimates the
von Neumann entropy of quantum density matrices to
within a certain multiplicative error, and under appropri-
ate choices of parameters the query complexity to the
purified query access can be sublinear in n. Regarding
the estimation of quantum Rényi entropy in general,
Subramanian and Hsieh [25] used Õ(κnmax{2α,2}/ϵ2)
queries to estimate the α-Rényi entropy of a density
matrix ρ satisfying I/κ ⪯ ρ ⪯ I to within additive
error ϵ. When ρ has rank at most r, Wang et al. [24]

gave quantum algorithms taking poly(r, 1/ϵ) queries
for estimating von Neumann entropy, quantum Rényi
entropy, and trace distance and fidelity between two
density matrices. Fidelity estimation [34, 35], trace dis-
tance estimation [36], and quantum state tomography
[37] using Definition 3 are also studied.

Finally, since classical algorithms for estimating distri-
bution properties takes independent samples, it is natural
to consider quantum samples of density operators defined
as follows.

Definition 4 (Quantum sampling). A quantum distribu-
tion ρ ∈ Cn×n is accessible via quantum sampling if we
can request independent copies of the state ρ.

Childs et al. [38] studied sample complexity of the
quantum collision problem in this model and proved
weak Fourier-Schur sampling fails to identify the hid-
den subgroup in HSP problem. A series of papers by
O’Donnell and Wright [39–41] (see also their survey pa-
per [42]) studied the sample complexity of various prob-
lems, including quantum state tomography, maximally
mixedness testing, rankness testing, spectrum estimation,
learning eigenvalues, learning top-k eigenvalues, and
learning optimal rank-k approximation. Subsequently,
Bădescu, O’Donnell, and Wright [43] studied the sample
complexity of testing whether ρ is equal to some known
density matrix or ϵ-far from it, which is O(n/ϵ) with
respect to fidelity and O(n/ϵ2) with respect to trace
distance; both results are optimal up to constant factors.
Regarding von Neumann and quantum Rényi entropies,
Acharya et al. [44] proved that estimation with additive
error ϵ of von Neumann entropy, quantum Rényi entropy
with α > 1, and quantum Rényi entropy with 0 <
α < 1 have sample complexity bounds O(n2/ϵ2) and
Ω(n2/ϵ), O(n2/ϵ2) and Ω(n2/ϵ), and O(n2/α/ϵ2/α)
and Ω(n1+1/α/ϵ1/α), respectively. Given an additional
assumption that all nonzero eigenvalues of ρ are at least
1/κ, Wang et al. [45] gave a quantum algorithm for
estimating its von Neumann entropy using Õ(κ2/ϵ5)
samples, and bounds under the same assumption were
also proved for estimating quantum Rényi entropy.

Open questions. Our work raises several natural ques-
tions for future investigation:

• When α > 1, can we achieve quadratic quan-
tum speedup in n compared to the classical algo-
rithm in [19] for estimating α-Rényi entropy with
O(n/ log n) queries? A natural goal is to give a
quantum algorithm with query complexity Õ(

√
n)

for constant ϵ, but our current bound in Theorem 7
has complexity Õ(n1−

1
2α ). This may be related to

our estimation paradigm. A classical analogy to our
algorithm is to draw samples independently from the
probability distribution p on [n], estimate (pi)

α−1
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for each sample i, and output the mean value of
all estimates. Such algorithms are called empirical
estimators, but they can be sub-optimal classically.

• Can we apply our quantum algorithm framework to
other statistical problems? One possibility is the es-
timation of partition functions – it is another promi-
nent type of statistical properties, and many previous
quantum algorithms including [46–50] had applied
annealing on the system’s temperature to estimating
partition functions. It would be of general interest to
achieve further quantum speedup by our algorithm
framework.

• For other quantum linear algebraic problems, can
we elaborate on the dependence on all parameters?
Decent efforts had been conducted for Hamiltonian
simulation [1, 11, 12] and linear system solving [7–
10], and this work investigates the estimation of
statistical properties. It would be natural to leverage
refined analyses for more problems, for instance the
applications in quantum machine learning.

Organization. The rest of the paper is organized as fol-
lows. We review necessary background in Section II. We
introduce our main technical contribution, our quantum
algorithm framework, in Section III. We prove our results
about the quantum query complexity of α-Rényi entropy
estimation with α > 1 and 0 < α < 1 in Section IV
and Section V, respectively. In Section VI, we describe
further applications of our quantum algorithm framework
in estimating statistical properties.

Notation. Throughout the paper, Õ omits poly-
logarithmic factors in the big-O notation, i.e., Õ(g) =
g poly(log g). Unless otherwise stated, all vector norms
∥ · ∥ in this paper are ℓ2-norm. We use log to represent
log2 and ln to represent loge. We use ∆n to represent
the set of all probability distributions on [n]. For a set
A, we use |A| to represent the size of A. In description
of quantum algorithms, the corresponding Hilbert space
of a quantum register X is denoted by HX . We write
operator A acting on Hilbert space HX as AX . We use
I to represent the identity oprator and |0⟩ to represent
the all-0 state.

II. PRELIMINARIES

We summarize necessary tools used in our quantum
algorithm framework as follows.

A. Amplitude amplification and estimation

Fixed-point amplitude amplification. Classically, for
a Bernoulli random variable X with E[X] = p, we
need Θ(1/p) i.i.d. samples in expectation to observe
the first 1. In the quantum case, this can be improved
by amplitude amplification [29], a quantum algorithm

in which the number of iterations depends on p. This
was later strengthened to a fixed-point version, where
the algorithm only needs to know a lower bound of p.
There are a number of implementations [3–6, 51], and
here we use a version given in [1]. Let |0⟩ denote the
all-0 initial state. Consider a unitary U such that

U |0⟩|0⟩ = √
p|1⟩|ϕ⟩+

√
1− p|0⟩|ψ⟩. (8)

The following theorem says that we can obtain an
approximation of |ϕ⟩ using Θ( 1√

p ) calls to U and U†,
achieving a quadratic quantum speedup over its classical
counterpart.

Theorem 2 (Fixed-point amplitude amplification [1,
Theorem 27]). Let A be a quantum algorithm on space
HA = HF ⊗HW such that

A|0⟩HA =
√
psucc|1⟩HF

|ϕ⟩HW

+
√
1− psucc|0⟩HF

|ψ⟩HW
, (9)

where ∥|ϕ⟩∥ = 1.
For any 0 < δ < 1, 0 < ϵ < 1, there is a

quantum algorithm A′ using a single ancilla qubit and
O( log(1/ϵ)δ ) calls to A and A†, such that ∥A′|0⟩HA −
|1⟩HF

|ϕ⟩HW
∥ ≤ ϵ as long as

√
psucc > δ.

Amplitude estimation. Classically, if we like to estimate
the expectation of the Bernoulli random variable X to
within additive error ϵ, we need Θ(1/ϵ2) i.i.d. samples
of X . Given access to U in Eq. (8), we can also estimate
p with a quadratic quantum speedup:

Theorem 3 (Amplitude estimation [29, Theorem 12]).
Let A be a quantum algorithm on space HA = HF ⊗
HW such that

A|0⟩HA =
√
psucc|1⟩HF

|ϕ⟩HW

+
√
1− psucc|0⟩HF

|ψ⟩HW
, (10)

where ∥|ϕ⟩∥ = 1, the amplitude estimation algorithm
outputs a p̃succ ∈ [0, 1] satisfying

|p̃succ − psucc| ≤
2π
√
psucc(1− psucc)

M
+

π2

M2
(11)

with success probability at least 8/π2, using M calls to
A and A†.

In application, we often need to estimate psucc to
within multiplicative error ϵ. Then we can set

M =
3π

ϵ
√
psucc

(12)

in Theorem 3 such that

|p̃succ−psucc| ≤
2

3
ϵpsucc

√
1− psucc+

1

9
ϵ2psucc ≤ ϵpsucc.

(13)
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B. Projected unitary encoding

To manipulate general matrices A by quantum circuits,
we need a tool called projected unitary encoding intro-
duced by [1]. We say that a unitary U and two orthogonal
projections Π, Π̃ form a projected unitary encoding of a
matrix A if A = Π̃UΠ.

An important special projected unitary encoding is the
block-encoding where Π̃ = Π = |0k⟩⟨0k| ⊗ I . In this
case, all nonzero entries of A only appears in the 2k ×
2k top-left corner of U . Sometimes the convention also
refers to this corner as A, and call a unitary U a block-
encoding of A if

U =

[
A ·
· ·

]
,

denoted by A = (⟨0| ⊗ I)U(|0⟩ ⊗ I).
Here we list some useful projected unitary encoding

and block-encoding from previous work and used in
ours.

• For Upure in Definition 1, take Π̃ =
∑n

i=1 |i⟩⟨i| ⊗
|i⟩⟨i|, Π = |0⟩⟨0| ⊗ I , and U = Upure⊗ I , then we
have

Π̃UΠ =

n∑
i=1

√
pi|i⟩⟨0| ⊗ |i⟩⟨i|. (14)

• For Up in Definition 3, take Π̃ =
∑n

i=1 I ⊗ |i⟩⟨i| ⊗
|i⟩⟨i|, Π = |0⟩⟨0| ⊗ |0⟩⟨0| ⊗ I , and U = Up ⊗ I ,
then we have

Π̃UΠ =

n∑
i=1

√
pi |ϕi⟩ ⟨0| ⊗ |i⟩⟨0| ⊗ |i⟩⟨i|. (15)

• Let Uρ be the oracle in Definition 3 which sat-
isfies Uρ|0⟩A|0⟩B =

∑n
i=1

√
pi|ϕi⟩A|ψi⟩B . Let

W be a unitary that maps |0⟩|0⟩ to
∑n

j=1
|j⟩|j⟩√

n

and |ϕ∗j ⟩ be the conjugate of |ϕj⟩. Take Π̃ =
I ⊗ |0⟩⟨0| ⊗ |0⟩⟨0|, Π = |0⟩⟨0| ⊗ |0⟩⟨0| ⊗ I , and
U =

(
I ⊗ U†

ρ

)
(W ⊗ I), then we have

Π̃UΠ =

n∑
i=1

√
pi
n

|ϕ∗i ⟩ ⟨0| ⊗ |0⟩⟨0| ⊗ |0⟩ ⟨ψi| .

(16)

• Let A,B,C be three ⌈log n⌉-qubit registers. For Uρ

in Definition 3, let S be the swap operator, and
U = (U†

ρ ⊗ IC)(IA ⊗ SB,C)(Uρ ⊗ IC), then we
have

(⟨0|A,B ⊗ IC)U(|0⟩A,B ⊗ IC) =

n∑
i=1

pi|ψi⟩⟨ψi|C

= ρ. (17)

The first three projected unitary encodings are pro-
posed by [20] and the last one is proposed by [12] in its
Lemma 7.

C. Quantum singular value transformation

In [1], a general quantum algorithm framework called
quantum singular value transformation (QSVT) is pro-
posed, which is useful in many computational tasks
including property estimation. Before introducing this
framework, we first give the definition of singular value
transformation.

Definition 5 (Singular value transformation [1, Defini-
tion 16]). Let f : R → C be an even or odd function.
Suppose that A ∈ Cd̃×d has the following singular value
decomposition

A =

dmin∑
i=1

σi|ψ̃i⟩ ⟨ψi| , (18)

where dmin := min(d, d̃). For the function f we define
the singular value transform of A as

f (SV )(A) :=

{∑dmin

i=1 f (σi) |ψ̃i⟩ ⟨ψi| if f is odd, and∑d
i=1 f (σi) |ψi⟩ ⟨ψi| if f is even,

(19)

where for i ∈ [d]\ [dmin] we define σi := 0.

Given a matrix A block-encoded in a unitary, polyno-
mial singular value transformation of A can be efficiently
implemented as follows:

Theorem 4 ([1, Corollary 18]). Let HU be a finite-
dimensional Hilbert space and let U,Π, Π̃ ∈ End (HU )
be linear operators on HU such that U is a unitary,
and Π̃,Π are orthogonal projectors. Suppose that P =∑n

k=0 akx
k ∈ R[x] is a degree-n polynomial such that

ak ̸= 0 only if k ≡ n mod 2, and

for all x ∈ [−1, 1] : |P (x)| ≤ 1. (20)

Then there exists a vector Φ = (ϕ1, ϕ2, . . . , ϕn) ∈ Rn,
such that

P (SV )
(
Π̃UΠ

)
=

{(
⟨+| ⊗ Π̃

)
U

(SV )
P

(
|+⟩ ⊗Π

)
if n is odd,(

⟨+| ⊗Π
)
U

(SV )
P

(
|+⟩ ⊗Π

)
if n is even,

(21)

where U (SV )
P := |0⟩⟨0| ⊗ UΦ + |1⟩⟨1| ⊗ U−Φ with

UΦ :=


eiϕ1(2Π̃−I)U

∏(n−1)/2
j=1 (eiϕ2j(2Π−I)U†

·eiϕ2j+1(2Π̃−I)U) if n is odd,∏n/2
j=1(e

iϕ2j−1(2Π−I)U†

·eiϕ2j(2Π̃−I)U) if n is even.
(22)

Note that P (SV )
(
Π̃UΠ

)
acts on the same space as

Π̃UΠ, while U (SV )
P acts on an enlarged space with one

ancillary qubit added. This theorem tells us that for a
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polynomial P of degree d which satisfies Eq. (20) in
Theorem 4, we can implement P (SV )(Π̃UΠ) with Θ(d)
uses of U,U† and controlled reflections I − 2Π, I − 2Π̃.

D. Variable-stopping-time algorithms

Variable-stopping-time quantum algorithm. In [8],
variable-stopping-time quantum algorithms are proposed
to characterize those having different branches of com-
putations stopping at different time. We follow the
definition in [9] and [10].

Definition 6 (Variable-stopping-time quantum algorithm
[10, Definition 13]). We say that A = Am · · · A1 is a
variable-stopping-time quantum algorithm if A acts on
H = HC ⊗ HA, where HC = ⊗m

i=1HCi with HCi =
Span(|0⟩, |1⟩), and each unitary Aj acts on HCj ⊗HA
controlled on the first j − 1 qubits being |0⟩⊗(j−1) ∈
⊗j−1

i=1HCi
.

The algorithm A is divided into m stages A1, . . . ,Am

according to the m possible stopping times t1, . . . , tm.
In property estimation problem, we focus more on query
complexity, so the tj we refer to is the query complexity
of Aj · · · A1.

In any stage j, the unitary Aj can set the state in HCj

to |1⟩. This indicates that the computation has stopped
on this branch, since any Ak, k > j is controlled on the
state in ⊗k−1

i=1 HCi
being all-0 state and does not alter the

state on this branch since the state in HCj
is set to |1⟩.

In order to analyze A, we give the definition of the
probability of the algorithm stopping by time tj as
follows:

Definition 7 (Probability of stopping by time tj [10,
Definition 14]). We define the orthogonal projector

Πstop≤t :=
∑

j:tj≤t

|1⟩⟨1|Cj ⊗ IHA , (23)

where by |1⟩⟨1|Cj we denote the orthogonal projector
on HC which projects onto the state

|0⟩HC1
⊗ · · · ⊗ |0⟩HCj−1

⊗ |1⟩HCj
⊗ |0⟩HCj+1

⊗ · · · ⊗ |0⟩HCm
. (24)

Then we define pstop≤t := ∥Πstop≤tA|0⟩∥2, and simi-
larly pstop≥t and pstop=tj .

It is also worth mentioning that in our applications,
it always holds that pstop≤tm = 1. Let pstop=tj :=
pstop≤tj −pstop≤tj−1

. We define the average complexity
of A in a way similar to that in [8] by

Tavg :=

√√√√ m∑
j=1

t2j · pstop=tj , (25)

and the maximum complexity of A

Tmax := tm. (26)

Variable-time amplitude amplification and estima-
tion. Suppose we have access to a variable-stopping-time
quantum algorithm A acting on H = HC⊗HA such that

A|0⟩ =√
psucc|1⟩HF

|ϕ⟩HW ,HC

+
√

1− psucc|0⟩HF
|ψ⟩HW ,HC

, (27)

where ∥|ϕ⟩∥ = ∥|ψ⟩∥ = 1, HA = HF ⊗ HW ,
and HF = Span(|0⟩, |1⟩) indicates “good” and “bad”
outcomes. If we want to obtain the “good” outcome
|ϕ⟩, we can use amplitude amplification algorithm in
Theorem 2 with Θ( 1√

psucc
) calls to A and A†, so the

total complexity is Tmax√
psucc

. However, we can do better for
variable-stopping-time algorithm. In [8], the following
variable-time amplitude amplification algorithm is pro-
posed with lower complexity:

Theorem 5 (Variable-time amplitude amplification
(VTAA) [8, Theorem 1]). Given a variable-stopping-
time quantum algorithm A acting on H = HC ⊗ HA
such that

A|0⟩ =√
psucc|1⟩HF

|ϕ⟩HW ,HC

+
√
1− psucc|0⟩HF

|ψ⟩HW ,HC
, (28)

where ∥|ϕ⟩∥ = 1, HA = HF ⊗ HW and HF =
Span(|0⟩, |1⟩). Let Tavg and Tmax be the parameters
defined in Eq. (25) and Eq. (26). We can construct a
quantum algorithm A′ invoking A several times, for total
time

O
(
Tmax

√
log Tmax +

Tavg√
psucc

log1.5 Tmax

)
(29)

that produces a state α|1⟩HF
|ϕ⟩HW ,HC

+
β|0⟩HF

|ψ⟩HW ,HC
with probability |α|2 ≥ 1/2 as

the output.

In [10], standard amplitude estimation algorithm in
Theorem 3 was also generalized to variable-time sce-
narios. Our algorithms only need the following VTAE
algorithm, but we include VTAA for completeness since
VTAE is built upon VTAA (just similar to that Ampli-
tude Estimation is built upon Amplitude Amplification).

Theorem 6 (Variable-time amplitude estimation (VTAE)
[10, Theorem 23]). Let A be a variable-stopping-time
quantum algorithm acting on H = HC ⊗HA such that

A|0⟩ =√
psucc|1⟩HF

|ϕ⟩HW ,HC

+
√
1− psucc|0⟩HF

|ψ⟩HW ,HC
, (30)

where ∥|ϕ⟩∥ = 1, HA = HF ⊗ HW , and HF =
Span(|0⟩, |1⟩). Let Tavg, Tmax be the parameters defined
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in Eq. (25) and Eq. (26), respectively, T ′
max := 2Tmax/t1

and

Q = Tmax

√
log(T ′

max) +
Tavg log(T

′
max)√

psucc
. (31)

Suppose that we know a lower bound p′succ of psucc. Then
for any ϵ, δ ∈ (0, 1), we can estimate psucc to within
multiplicative error ϵ and success probability at least
1− δ with complexity

O
(
Q

ϵ
log2(T ′

max) log

(
log(T ′

max)

δ

)
+Q log(T ′

max) log

(
1

δ
log

(
T ′
max

p′succ

)))
= Õ(Q/ϵ).

(32)

Note that the total complexity of estimating psucc to
within multiplicative error ϵ using the standard amplitude
estimation algorithm is MTmax = O( Tmax

ϵ
√
psucc

), where M
is determined in Eq. (12). Therefore, if Tavg is much
smaller than Tmax, we can achieve a great acceleration
by replacing the standard amplitude estimation algorithm
with variable-time amplitude estimation.

III. MAIN ALGORITHM

A. Estimating properties of probability distributions by
QSVT

In this section, we introduce a quantum algorithm for
estimating properties of a probability distribution p =
(pi)

n
i=1 on [n] to within a certain error. Our algorithm

is based on QSVT and amplitude estimation, which is
similar to the entropy estimation algorithm in [20]. In
this paper, we mostly focus on the pure state preparation
oracle in Definition 1, and we will show in Section VI
that our algorithm also works well with purified quantum
query-access oracle in Definition 3. Here we give a
brief explanation. Compared to the pure-state preparation
oracle, the purified quantum query-access oracle just
adds an unknown state in the right-hand side of Eq. (7).
However, in our algorithm, we produce a quantum state
|ψ⟩ such that the module square of the amplitude of
the projection of |ψ⟩ onto a subspace, ∥Π|ψ⟩∥2, encodes
the quantity we want to estimate, where the projector Π
acts as an identity in the added space. As a result, the
module square ∥Π|ψ⟩∥2 is independent of the unknown
added state.

In this section, we use the block-encoding in Eq. (14)
to encode the probability distribution p = (pi)

n
i=1 on [n]

and denote it by

E := Π̃UΠ =

n∑
i=1

√
pi|i⟩⟨0| ⊗ |i⟩⟨i|, (33)

which has singular values
√
p1, . . . ,

√
pn.

Suppose S is a polynomial satisfying Eq. (20) in
Theorem 4. We propose an algorithm to estimate∑n

i=1 piS(
√
pi)

2 to within a certain multiplicative error.
Before describe out main algorithm, we first give

a rough version of the amplitude estimation algorithm
and it only needs a lower bound of the module of the
amplitude.

Lemma 1. Let A be a quantum algorithm on space
H = HF ⊗HW such that

A|0⟩ = √
psucc|1⟩HF

|ϕ⟩HW
+
√
1− psucc|0⟩HF

|ψ⟩HW
,

where ∥|ϕ⟩∥ = 1. Given L such that L ≤
psucc, there exists an algorithm which outputs an
estimate p̃ ∈ [0, 1] satisfying p̃/psucc ∈ [ 12 , 2]
with success probability at least 1 − δ, using

O
(

1√
psucc

log
(

1√
psucc

)
log

(
log( 1

L )
δ

))
= Õ

(
1√
psucc

)
calls to A and A†.

The proof of Lemma 1 is deferred to Appendix A.
With this estimate at hand, we now describe our main
algorithm in Algorithm 1, and prove its correctness in
Lemma 2.

Lemma 2. Suppose S is a polynomial satisfying Eq. (20)
in Theorem 4, p = (pi)

n
i=1 is a probability distri-

bution on [n] and we know a lower bound L ≤∑n
i=1 piS(

√
pi)

2. Then for any ϵ ∈ (0, 1), Algorithm 1
with parameters L := L, S := S and input ϵ outputs
an estimate of

∑n
i=1 piS(

√
pi)

2 to within multiplica-
tive error ϵ with success probability at least 2

3 using

Õ
(

1
ϵ

deg(S)√∑n
i=1 piS(

√
pi)2

)
calls to Upure and U†

pure.

Proof. We first analyze the error of Algorithm 1. Let the
state in registers (A,B,Q) after Line 2 of Algorithm 1
be |Φp⟩. Assuming S is an odd function for the moment
for simplicity, the output |Φp⟩ satisfies that

(Π̃⊗ ⟨+|Q)|Φp⟩
=(Π̃⊗ ⟨+|Q)U (SV )

S (|0⟩A|Ψp⟩B |+⟩Q)
=(Π̃⊗ ⟨+|Q)(|0⟩⟨0|Q ⊗ UΦS

+ |1⟩⟨1|Q ⊗ U−ΦS
)

· (|0⟩A|Ψp⟩B |+⟩Q)
=
(
(Π̃⊗ ⟨+|Q)(|0⟩⟨0|Q ⊗ UΦS

+ |1⟩⟨1|Q ⊗ U−ΦS
)

· (Π⊗ |+⟩Q)
)
(|0⟩A|Ψp⟩B)

=S(SV )(Π̃UΠ)
( n∑

i=1

√
pi|0⟩A|i⟩B

)
=
( n∑

i=1

S(
√
pi)|i⟩⟨0|A ⊗ |i⟩⟨i|B

)( n∑
i=1

√
pi|0⟩A|i⟩B

)
=

n∑
i=1

√
piS (

√
pi) |i⟩A|i⟩B , (34)
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Algorithm 1: Estimate the value
∑n

i=1 piS(
√
pi)

2 for p = (pi)
n
i=1.

Input: Multiplicative error ϵ, and quantum registers (A,B,Q, F ) initialized to |0⟩.
Output: p̃, an estimation of the value

∑n
i=1 piS(

√
pi)

2.
Parameter: (L, S), where L is a lower bound of

∑n
i=1 piS(

√
pi)

2, and S is an odd or even polynomial.
Notation:
• A,B are two ⌈log n⌉-qubit input registers;
• Q is a single-qubit register, to be used as an ancilla register for QSVT;
• F is a single-qubit flag register indicating “good” components whose amplitude we estimate;
• U

(SV )
S is the unitary U (SV )

P in Theorem 4 when the transformation polynomial P := S, and U, Π̃,Π in
Theorem 4 are set to U, Π̃,Π in Eq. (14), Eq. (14) and Eq. (33).

Regard the following subroutine as A:
1 Apply Upure to register B and Hadamard gate H to register Q ;
2 Apply unitary U (SV )

S to registers (A,B,Q) using Q as the ancilla register ;
3 if S is an odd function then
4 Apply unitary CΠ̃⊗|+⟩⟨+|NOT = Π̃⊗ |+⟩⟨+|Q ⊗XF + (I − Π̃⊗ |+⟩⟨+|Q)⊗ IF to registers

(A,B,Q, F );

5 else
6 Apply unitary CΠ⊗|+⟩⟨+|NOT = Π⊗ |+⟩⟨+|Q ⊗XF + (I −Π⊗ |+⟩⟨+|Q)⊗ IF to registers

(A,B,Q, F );

7 Run the algorithm in Lemma 1 with δ = 1
8 and lower bound L to obtain a rough estimate of

∥(I ⊗ |1⟩⟨1|F )|A|0⟩∥2. Denote this estimate by P ;
8 Use the amplitude estimation algorithm in Theorem 3 with M = ⌈ 5π√

Pϵ
⌉ to estimate ∥(I ⊗ |1⟩⟨1|F )|A|0⟩∥2

and denote the result by p̃. Output p̃;

where the third equation comes from
(Π⊗ |+⟩Q)(|0⟩A|Ψp⟩B) = |0⟩A|Ψp⟩B |+⟩Q.

Let the state in registers (A,B,Q, F ) after Line 6 be
|Ψp⟩. Then we have

|Ψp⟩ = CΠ̃⊗|+⟩⟨+|NOT|Φp⟩|0⟩F
= (Π̃⊗ |+⟩⟨+|Q ⊗XF )|Φp⟩|0⟩F
+ ((I − Π̃⊗ |+⟩⟨+|Q)⊗ IF )|Φp⟩|0⟩F

=

n∑
i=1

√
piS (

√
pi) |i⟩A|i⟩B |+⟩Q|1⟩F + |ψgarbage⟩|0⟩F ,

(35)

where the third equation comes from Eq. (34) and
|ψgarbage⟩ is an unnormalized state which we do not
care about.

Although we suppose S to be an odd function, it is
easily verified that Eq. (34) and Eq. (35) hold for all
even functions S as well, if we replace Π̃ with Π.

Note that if we measure register F after the subroutine

A, the success probability is

∥(I ⊗ |1⟩⟨1|F )|Ψp⟩∥2

=∥
n∑

i=1

√
piS (

√
pi) |i⟩A|i⟩B |+⟩Q|1⟩F ∥2

=

n∑
i=1

piS(
√
pi)

2,

the quantity we would like to estimate.
From Lemma 1, we can infer that the output P

in Line 7 satisfies P/
∑n

i=1 piS(
√
pi)

2 ∈ [ 12 , 2] with
probability at least 7

8 , so according to Theorem 3, with
success probability at least 8

π2
7
8 ≥ 2

3 , the output p̃
satisfies

|p̃−
n∑

i=1

piS(
√
pi)

2| ≤ 2

5

√
Pϵ

√√√√ n∑
i=1

piS(
√
pi)2 +

1

25
Pϵ2

≤
(2√2

5
+

2

25

)
ϵ

n∑
i=1

piS(
√
pi)

2

≤ ϵ

n∑
i=1

piS(
√
pi)

2, (36)

where the second inequality is because P ≤
2
∑n

i=1 piS(
√
pi)

2.
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nA

nB

nQ

nF

H H

Fig. 2: Circuit of CΠ̃⊗|+⟩⟨+|NOT = Π̃ ⊗ |+⟩⟨+|Q ⊗ XF +

(I − Π̃⊗ |+⟩⟨+|Q)⊗ IF if n is a power of 2.
nA, nB , nC , nF are the sizes of the registers A,B,C, F ,
respectively. The CNOT gate between two registers with the
same size is an abbreviation of a sequence of CNOT gates
between qubits in different registers with the same index and
the CNOT gate targeting a qubit conditional on a register will
flip the qubit when the regisiter is an all-0/all-1 state.

We now calculate the complexity of the algorithm.
In A, we call Upure and U†

pure Õ(deg(S)) times. In the
main algorithm, the step using Lemma 1 calls subroutine
A Õ(1/

√∑
i piS(

√
pi)2) times, and the step using

Theorem 3 calls subroutine A M times. Overall, the
query complexity of Algorithm 1 is

Õ

M +
1√∑n

i=1 piS(
√
pi)2

deg(S)


=Õ

 deg(S)

ϵ
√∑n

i=1 piS(
√
pi)2

 , (37)

as claimed.

This algorithm is also gate efficient. If n is a power
of 2, CΠ̃⊗|+⟩⟨+|NOT can be efficiently implemented fol-
lowing Figure 2, and it can be easily generalized to any
integer n > 0 using additional quantum circuit which can
determine whether |i⟩ ∈ H, dim(H) = 2⌈logn⌉ satisfies
i ≤ n.

B. Improvements based on annealing

In Section III-A, we have shown how to estimate the
quantity

∑n
i=1 piS(

√
pi)

2 to within a certain multiplica-
tive error, where S is a polynomial satisfying Eq. (20)
in Theorem 4. However, in many cases the quantity we
want to estimate cannot be written in this form. Here we
consider a more general quantity of discrete distributions
p = (pi)

n
i=1 on [n]:

f(p) :=

n∑
i=1

pig(pi), (38)

where g(x) is a monotonically increasing function on
[0, 1] such that g(0) = 0, g(1) = 1 and xg(x) is a
convex function.

An observation is that for any probability distribution
p on [n], given a lower bound L of f(p), if we can find
a polynomial S satisfying Eq. (20) in Theorem 4 and∣∣∣ n∑

i=1

qiS(
√
qi)

2 − f(q)
∣∣∣ ≤ ϵf(q) (39)

for any distribution q ∈ ∆n, then by Lemma 2, Algo-
rithm 1 can estimate f(p) to within multiplicative error
ϵ using

Õ

((
1

ϵ

)
deg(S)√
f(p)

)
(40)

calls to Upure and U†
pure for any distribution p.

However, this algorithm can be sub-optimal in many
cases. To give an intuitive explanation, we compare this
algorithm with the one in [52]. In [52], they develop
a quantum algorithm which can estimate the mean of
a random variable X to within multiplicative error ϵ

using Õ
(√

E[X2]

ϵE[X]

)
quantum samples. Algorithm 1 is

somewhat similar to this algorithm, and it can also be
seen as estimating the mean of a random variable X
with Pr[X = g(pi)] = pi. Note a catch that the value
of X in our problem is not given, and we need to
estimate it ourselves. In Algorithm 1, we takes one
sample from p = (pi)

n
i=1 in Line 1 and estimate the

value of this sample by QSVT in Line 2. Therefore, for
a fair comparison, we remove the cost of estimating the
value of the sample in Algorithm 1, and the remaining

query cost is Õ
(

1

ϵ
√

f(p)

)
= Õ

(
1

ϵ
√

E[X]

)
. This is

higher than the cost of Õ
(√

E[X2]

ϵE[X]

)
in [52] because

E[X2] ≤ E[X] due to X = g(pi) ≤ g(1) = 1.
Nevertheless, we can improve Algorithm 1 if

we are given an estimate of f(p) to within con-
stant multiplicative error. The idea is that we can
estimate

∑n
i=1 Φpig(pi) for an amplification fac-

tor Φ ≫ 1 instead using Algorithm 1, for
which we need to find a polynomial S such that∑n

i=1 piS(
√
pi)

2/(
∑n

i=1 Φpig(pi)) ∈ [1−ϵ, 1+ϵ]. This
brings the benefit that the quantity we estimate is much
bigger, so the query complexity becomes smaller since it
is inversely proportional to the square root of the quantity
we estimate. Nevertheless, the amplification factor Φ
should not be too large, since we need to guarantee the
existence of the polynomial S(x) which satisfies Eq. (20)
in Theorem 4 and is also an approximation to

√
Φg(x2)

when x =
√
pi. Theorem 4 requires |S(x)| ≤ 1 for

all x ∈ [−1, 1], and this requires |Φg(x2)| ≤ 1 for
x =

√
pi. Since g(x2) is a monotonically increasing

function, we only need to ensure that Φg(maxi∈[n] pi) ≤
1. Estimating the maximum pi is not simple, and an
alternative method is to obtain an upper bound of pi
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from a rough estimate of f(p). This is possible because
g(x) is monotonically increasing and positive, so we
have pig(pi) ≤ f(p) and then pi ≤ (xg(x))−1(f(p))
for all i ∈ [n], where (xg(x))−1 is the inverse function
of xg(x) on [0, 1]. Detailed analysis is conducted in the
following lemma.

Lemma 3. For any convex and monotonically increasing
function g(x) on [0, 1] such that g(0) = 0 and g(1) = 1
and probability distribution p = (pi)

n
i=1 on [n], let

f(p) :=
∑n

i=1 pig(pi). Suppose that we are given
constants a, b and P such that af(p) ≤ P ≤ bf(p)
and let p∗ ∈ [0, 1] be such that p∗g(p∗) = min( 1aP, 1).
For any ϵ ∈ (0, 1), let ϵ0 = ϵ

2 . Then if we can construct
a polynomial S satisfying Eq. (20) in Theorem 4 and∣∣∣ n∑

i=1

qiS(
√
qi)

2 − c
1

g(p∗)
f(q)

∣∣∣ ≤ ca

2b
p∗ϵ0 (41)

for all q satisfying ∀i ∈ [n], qi ≤ p∗, where c > 0 is an
arbitrary positive constant, Algorithm 1 with parameters
to be P := P

b , S := S, and input ϵ0 outputs p̃ satisfying
that g(p∗)

c p̃ is an estimate of f(p) to within multiplicative

error ϵ. This call to Algorithm 1 uses Õ
(

deg(S)
ϵ
√
p∗

)
calls

to Upure and U†
pure in Definition 1.

Proof. From Lemma 2, p̃ is an estimate of∑n
i=1 piS(

√
pi)

2 to within multiplicative error ϵ0,

and this call to Algorithm 1 uses Õ
(

1
ϵ0

deg(S)√
piS(

√
pi)2

)
calls to Upure and U†

pure. From Eq. (41), we have
n∑

i=1

piS(
√
pi)

2 ≥c 1

g(p∗)
f(p)− ca

2b
p∗ϵ0

=c
p∗

min( 1aP, 1)
f(p)− ca

2b
p∗ϵ0

≥ca
b
p∗ − ca

2b
p∗ϵ0 ≥ a

2b
cp∗ (42)

where the first equation comes from p∗g(p∗) =
min( 1aP, 1) and the second inequality comes from P ≤
bf(p).Then by Lemma 2, the query complexity is

Õ
(

1
ϵ0

deg(S)√
piS(

√
pi)2

)
= Õ

(
1
ϵ
deg(S)√

p∗

)
.

Let f̃(p) := g(p∗)
c p̃. We can infer that f̃(p) is an

approximation of g(p∗)
c

∑n
i=1 piS(

√
pi)

2 within ϵ0 mul-
tiplicative error. We now prove that f̃(p) is an estimate
of f(p) to within multiplicative error 2ϵ0.

For any i ∈ [n], we have pig(pi) ≤ f(p) ≤ 1
aP

and pig(pi) ≤ 1, which implies that pig(pi) ≤ p∗g(p∗)
for any i ∈ [n]. Since xg(x) is a monotonically in-
creasing function on [0, 1], we have pi ≤ p∗ for all
i ∈ [n]. Therefore, from Eq. (41),

∑n
i=1 piS(

√
pi)

2 is
an approximation of c 1

g(p∗)f(p) within ca
2b q

∗ϵ0 additive
error. Since c

g(p∗)f(p) = c p∗

min( 1
aP,1)

f(p) ≥ ca
b p

∗, we

can infer that
∑n

i=1 piS(
√
pi)

2 is an approximation of
c 1
g(p∗)f(p) within

ca
2b p

∗ϵ0
c 1
g(p∗)

f(p)
≤

ca
2b p

∗ϵ0
ca
b p∗ = ϵ0

2 multi-

plicative error, and because f̃(p) is an approximation of
g(p∗)

c

∑n
i=1 piS(

√
pi)

2 within ϵ0 multiplicative error, we
can infer that f̃(p) is an approximation of f(p) within
(1 + ϵ0)(1 +

ϵ0
2 )− 1 ≤ 2ϵ0 = ϵ multiplicative error.

We now show that with the additional information
P, a, b in Lemma 3, the new query complexity bound
of Õ

(
deg(S)
ϵ
√
p∗

)
improves the 1√

E[X]
term in the bound

in Lemma 2 to
√

E[X2]

E[X] .
Since xg(x) is a convex function, from Jensen’s

inequality, we have f(p) =
∑n

i=1 pig(pi) ≥ g( 1n ),
and because xg(x) is a monotonically increasing
function, we have p∗ ≥ (xg(x))−1( 1ag(

1
n )). There-

fore, the complexity bound in Lemma 3 becomes

O
(

deg(S)

ϵ
√

(xg(x))−1( 1
a g( 1

n ))

)
in the worst case and we prove

that this bound is equivalent to the aforementioned

Õ
(

deg(S)
√

E[X2]

ϵE[X]

)
bound in the following lemma,

whose proof is deferred to Appendix A.

Lemma 4. Let p = (pi)
n
i=1 be a probability distri-

bution on [n], and g(x) be a monotonically increas-
ing function on [0, 1] such that g(0) = 1, g(1) =
1 and xg(x) is a convex function. Then we have

maxp∈∆n

√∑n
i=1 pig(pi)2∑n
i=1 pig(pi)

= Θ

(
1√

(xg(x))−1( 1
a g( 1

n ))

)
as

n → ∞, where a > 0 is a constant satisfying the
conditions in Lemma 3.

The remained problem is to get an estimate of f(p)
to within constant multiplicative error. We propose a
framework based on annealing as follows to solve it.

Proposition 1. Let f(q) be any positive function
on ∆n. Suppose there exists a sequence of functions
f1(q), . . . , fl(q) = f(q) satisfying
maxr∈∆n

maxq∈∆n,fk(r)/fk(q)∈[1−ϵk,1+ϵk] fk+1(q)

minq∈∆n,fk(r)/fk(q)∈[1−ϵk,1+ϵk] fk+1(q)
≤ c

for k = 1, . . . , l − 1,
maxq∈∆n f1(q)
minq∈∆n f1(q)

≤ c,

(43)

for some constant c. If for any k = 1, . . . , l, there exists
a quantum algorithm Ak which can estimate fk(q) to
within multiplicative error ϵk with success probability at
least 1− δ

l using Qk calls to Upure and U†
pure given two

constants a, b, and P satisfying afk(q) ≤ P ≤ bfk(q),
then there exists a quantum algorithm which can esti-
mate f(p) to within multiplicative error ϵ with success
probability at least 1− δ using

∑l
k=1Qk calls to Upure

and U†
pure in Definition 1.
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Intuitively, this is a framework based on annealing due
to Eq. (43). The first condition in Eq. (43) ensures that
we can get an estimate of fk+1(q) to within constant
multiplicative error given a good estimate of fk(q) to
within multiplicative error ϵk. This rough estimate of
fk+1(q) is used to construct the parameters of the next-
stage algorithm estimating fk+2(q). A common con-
struction to meet this condition is to choose fk−1 close to
fk. To meet the second condition we need f1 to be nearly
a constant. If we consider fk as energy functions, this
function sequence from fl to f1 resembles an annealing
process which slowly lowers the temperature.

Proof of Proposition 1. From Eq. (43), we have
maxq∈∆n f1(q) ≤ cminq∈∆n f1(q) ≤ cf1(p), so
P := maxq∈∆n f1(q), a := 1, and b := c are valid
parameters for algorithm A1. By our assumption, we
can get an estimate of f1(p), denoted by f̃1(p), to
within multiplicative error ϵ1 with success probability at
least 1− δ

l using A1 with Q1 calls to Upure and U†
pure.

For each k from 2 to l, we let

Pk := max
q∈∆n,f̃k−1(p)/fk−1(q)∈[1−ϵk−1,1+ϵk−1]

fk(q), (44)

set the parameters of Ak as P := Pk, a := 1, b := c, run
Ak to estimate fk(p), and denote the output by f̃k(p).

We prove that the output f̃k(p) is an estimate of fk(p)
to within multiplicative error ϵk with success probability
at least 1− δk

l by induction. The statement is true for k =
1 by our assumption. If the statement is true for k − 1,
which means f̃k−1(p)/fk−1(p) ∈ [1 − ϵk−1, 1 + ϵk−1]

with probability at least 1 − δ(k−1)
l , from Eq. (44), we

can infer that

fk(p) ≤ max
q∈∆n,

f̃k−1(p)

fk−1(q)
∈[1−ϵk−1,1+ϵk−1]

fk(q) = Pk (45)

fk(p) ≥ min
q∈∆n,

f̃k−1(p)

fk−1(q)
∈[1−ϵk−1,1+ϵk−1]

fk(q) ≥
Pk

c
(46)

where the last inequality comes from Eq. (43). Therefore,
(Pk, 1, c) are valid parameters for Ak, and the output
f̃k(p) is an estimate of fk(p) to within multiplicative
error ϵk with success probability at least (1− δ(k−1)

l )(1−
δ
l ) ≥ 1− δk

l , which completes the induction proof.
In conclusion, f̃l(p) is an estimate of fl(p) = f(p)

to within multiplicative error ϵl = ϵ, and the query
complexity of the whole algorithm is

∑l
k=1Qk.

Our framework generalizes the annealing technique
used in [21] to a family of functions and make it
compatible with Algorithm 1 based on QSVT. Although
our annealing scheme is similar to [21], we use quite
different estimation algorithms, so the way we combine
it with the annealing scheme is also different. In fact,
the main reason why [21] needs annealing is that their

algorithm used an estimation subroutine in [52], which
requires a rough estimate of the mean by the annealing.
However, in a follow-up work [53], this requirement is
removed, so the annealing becomes unnecessary for the
algorithm in [21].

C. Improvements based on variable-time amplitude es-
timation

In Section III-A, we apply QSVT to all singular values
of E with the same transformation polynomial S. For
functions which is not smooth at 0 such as 1

x or xα

for irrational α > 0, the complexity of applying them
to singular values is proportional to the ratio of the
largest possible singular value to the smallest possible
singular value σmax

σmin
. Improvements in this section can

be summarized as dividing the algorithm into multiple
phases and applying QSVT to a narrower range of
singular values in each phase.

This idea comes from [8] and [9] which improved
the complexity of Quantum Linear System Solver from
Õ(κ2) to Õ(κ) by VTAA. Although they do not use
QSVT, solving a linear system is equivalent to applying
the function 1

x to eigenvalues of the matrix, and hence
similar ideas still work in our setting.

Basically, we replace the QSVT subroutine A in
Algorithm 1 with a variable-stopping-time quantum al-
gorithm and replace the standard amplitude estimation
with variable-time amplitude estimation. In the variable-
stopping-time algorithm, we only apply singular value
transformation to the singular values in a small pre-
defined interval in each stage. In this way, those branches
stopping in an early stage make Tavg smaller than Tmax.

Before describing the improved main algorithm, we
give an algorithm to separate singular values.

Singular values separation. In order to transform dif-
ferent singular values in different stages of A, we need
to decompose a state into several components and each
of them is a linear combination of singular vectors of E
whose singular values fall into a small interval.

In [9], they use a gapped phase estimation algorithm
and Hamiltonian simulation algorithm to separate eigen-
values in different intervals. We extend their algorithm
to the following one which can deal with singular values.

Lemma 5. Let U be a unitary, and Π̃,Π orthogonal
projectors with the same rank d acting on HI . Suppose
A = Π̃UΠ has a singular value decomposition A =∑d

i=1 σi|ψ̃i⟩⟨ψi|I . Let φ ∈ (0, 1] and ϵ > 0. Then there
is a unitary W (φ, ϵ) using O

(
1
φ log 1

ϵ

)
calls to U and

U† such that

W (φ, ϵ)|0⟩C |0⟩P |ψi⟩I
=β0|0⟩C |γ⟩P,I + β1|1⟩C |+⟩P |ψi⟩I (47)
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where |β0|2 + |β1|2 = 1, such that
• if 0 ≤ σi ≤ φ then |β1| ≤ ϵ and
• if 2φ ≤ σi ≤ 1 then |β0| ≤ ϵ.

Here C and P are two single-qubit registers, and I is
the register that A acts on.

The proof of Lemma 5 is deferred to Appendix A.

Variable-stopping-time subroutine A. We now de-
scribe the m-stage variable-stopping-time quantum al-
gorithm A = Am · · · · · A1.

To construct A, we suppose that we are given β ∈
(0, 1] such that

√
pi ∈ [0, β) for all i = 1, . . . , n and a

lower bound L > 0 such that
∑n

i=1 piS(
√
pi)

2 ≥ L.
Let φj := β2−j for j = 0, . . . ,m − 1 and

φm := 0. We first divide [0, β) into m inter-
vals [φm, φm−1), [φm−1, φm−2), . . . , [φ1, φ0). Then we
transform singular values in these intervals in different
stages of A. Specifically,

• for j = 2, . . . ,m, we transform singular values in
[β2−j , β2−j+2) in Aj , and

• for j = 1, we transform singular values in [ 12β, β)
in A1.

Then we construct the j-th stage of A. First, we need
to determine the transformation polynomial, Sj in this
stage. Since we like Sj to perform a transformation
similar to S, we need to construct polynomials Sj

for j = 1, . . . ,m such that Sj satisfies Eq. (20) in
Theorem 4 and

|S1(x)− S(x)| ≤ Lϵ for all x ∈ [β/2, β),

|Sj(x)− S(x)| ≤ Lϵ for all x ∈ [β2−j , β2−j+2),

and j = 2, . . . ,m. (48)

Note that for any Sj , we only require it to be a
good approximation of S(x) in a small interval, so
we may construct such polynomial with lower degree
than S. Since the complexity of variable-time amplitude
estimation is proportional to the average time of all
stages, which is the average degree of all transformation
polynomial Sj , this variable-stopping-time algorithm can
improve our vanilla algorithm in Section III-A.

Assuming that we have constructed such Sj satisfying
Eq. (48), we give a detailed description of A in Algo-
rithm 2.

Final algorithm. We now describe our final algorithm
in Algorithm 3.

We prove the output of Algorithm 3 is an estimate
of
∑n

i=1 piS(
√
pi)

2 to within multiplicative error ϵ with
high probability in the following proposition:

Proposition 2. Let ϵ, δ, β ∈ (0, 1), p = (pi)
n
i=1 be a

probability distribution such that
√
pi ≤ β for all i =

1, . . . , n and S be a polynomial which satisfies Eq. (20)

in Theorem 4. Suppose that we are given β, L > 0
such that

∑n
i=1 piS(

√
pi)

2 ≥ L and a sequence of
polynomials {Sj | j = 1, . . . ,m} which satisfy Eq. (20)
in Theorem 4 and Eq. (48). Algorithm 3 with input (ϵ, δ)
and parameters (S, β, L,m, {Sj | j ∈ [m]}) outputs
an estimate of

∑n
i=1 piS(

√
pi)

2 to within multiplicative
error ϵ with success probability at least 1− δ.

Let tj = 2j

β log
(
m
ϵL

)
+
∑j

k=1 deg(Sk) for all j =
1, . . . ,m and tm+1 = tm, the query complexity of
Algorithm 3 is

Õ

tm +
√
ϵ

m∑
j=1

tj +

√∑m
j=1

∑
i:
√
pi∈[φj ,φj−1)

pit2j+1√∑n
i=1 piS(

√
pi)2

 ,

(49)

where φj = 2−jβ for j = 1, . . . ,m − 1 and φm = 0.
We omit polylog terms of L, δ and tm in this bound.

The proof of Proposition 2 is deferred to Appendix A.

Remark 1. The
√
ϵ
∑m

j=1 tj term in query complexity
can be eliminated by a more detailed analysis mentioned
in [9], but it does not improve the complexity bounds in
our applications.

IV. RÉNYI ENTROPY ESTIMATION (α > 1)

In this section, we propose a quantum algorithm to
estimate Hα(p) = 1

1−α

∑n
i=1 p

α
i for α > 1 to within

additive error ϵ. This is equivalent to estimating Pα(p) =∑n
i=1 p

α
i to within multiplicative error O(ϵ).

Let g(x) := xα−1, and then we have Pα(p) =∑n
i=1 pig(pi). Since g(x) = xα−1 for α > 1 is

monotonically increasing function on [0, 1] such that
g(0) = 0, g(1) = 1 and xg(x) = xα is a convex
function, we can use the framework in Section III-B to
construct our algorithm.

A. Estimate Pα(p) given a rough bound

We first construct a quantum algorithm which can esti-
mate Pα(p) to within multiplicative error given P, a, b
such that aPα(p) ≤ P ≤ bPα(p) following Lemma 3.
Let p∗ = (xg(x))−1(min( 1aP, 1)) = (min( 1aP, 1))

1
α .

Like Lemma 3, we need to construct a polynomial S(x)
which satisfies Eq. (20) in Theorem 4 and Eq. (41),
which means∣∣∣ n∑

i=1

qiS(
√
qi)

2 − c
1

g(p∗)
f(q)

∣∣∣ ≤ ca

2b
p∗ϵ0 (50)

for all q such that qi ≤ p∗ for all i ∈ [n], where c > 0
is an arbitrary constant.

Before constructing such a polynomial, we first con-
struct a class of polynomials which satisfies Eq. (20)
in Theorem 4 and is also a good approximation to
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Algorithm 2: A variable-stopping-time subroutine when estimating
∑n

i=1 piS(
√
pi)

2.

Input: Multiplicative error ϵ, and quantum registers (F,C,A,B,Q, P, I) initialized to |0⟩.
Output: Quantum state in registers (F,C,A,B,Q, P, I)
Parameter: (S, β, L,m, {Sj | j ∈ [m]}), where S is the transform polynomial we want to approximate, β

is an upper bound of
√
pi for all i ∈ [n], L is a lower bound of

∑n
i=1 piS(

√
pi)

2, m is the
number of stages of A, and Sj is the transformation polynomial in Aj , which satisfies Eq. (20)
in Theorem 4 and Eq. (48).

Notation:
• F is a single-qubit flag register indicating “good” components whose amplitude we estimate;
• C = (C1, . . . , Cm) is an m-qubit clock register determining the interval which the singular value belongs to;
• A,B are two ⌈log n⌉-qubit input registers;
• Q is a single-qubit register used as ancilla register for QSVT;
• P = (P1, P2, . . . , Pm) and I = (I1, I2, . . . , Im) are two registers used as ancilla registers in Lemma 5. Each Ij

is a 2⌈log n⌉-qubit register and each Pj is a single-qubit register; and
• U

(SV )
Sj

is the unitary U (SV )
P in Theorem 4 when the transformation polynomial P := Sj and U, Π̃,Π in

Theorem 4 are set to U, Π̃,Π in Eq. (14), Eq. (14) and Eq. (33).
1 Set φj := β2−j for j = 0, . . . ,m− 1, and φm := 0;

Regard the following subroutine as Aj:
2 Conditional on first j − 1 qubits in register C being |0⟩, apply CNOT gates controlled by qubits in

register B to flip the last ⌈log n⌉ qubits in register Ij ;
3 Conditional on first j − 1 qubits in register C being |0⟩, if j < m, apply W (φj , Lϵ/m) in Lemma 5

with Π̃,Π, U defined in Section III-A to the state in register Ij using Cj as the output register C and
Pj as the ancilla register P , else apply X gate to register Cm;

4 Conditional on Cj being |1⟩Cj , apply unitary CΠ̃⊗|+⟩⟨+|NOT · U (SV )
Sj

or CΠ⊗|+⟩⟨+|NOT · U (SV )
Sj

in the
same way as in Line 2 to Line 6 of Algorithm 1 to the state in (A,B,Q, F );

5 Apply Upure to register B, Hadamard gate H to Q;
6 Apply A := Am · · · A1 to registers (F,C,A,B,Q, P, I);

Algorithm 3: Improved algorithm for estimating
∑n

i=1 piS(
√
pi)

2 of p = (pi)
n
i=1.

Input: (ϵ, δ), where ϵ is the multiplicative error, and δ is the failure probability; quantum registers
(F,C,A,B,Q, P, I) initialized to |0⟩.

Output: p̃.
Notation: Notations is the same as that of Algorithm 2.
Parameter: (S, β, L,m, {Sj | j ∈ [m]}).

1 Use variable-time amplitude estimation algorithm in Theorem 6 with the parameters (ϵ, δ) to be
ϵ := ϵ, δ := δ and registers W := (A,B,Q, P, I), C := C,F := F to estimate ∥(|1⟩⟨1|F ⊗ I)Ã(|0⟩∥2,
where Ã is Algorithm 2 with the same parameters (S, β, L,m, {Sj | j ∈ [m]}) and input ϵ. Denote the
output of variable-time amplitude estimation algorithm by p̃. Output p̃;

2−c−1β−cxc in [ν, β] for any β ∈ (0, 1], ν ∈ (0, β),
and c > 0.

Lemma 6. For any c > 0, β ∈ (0, 1], ν ∈ (0, β),
and η ∈ (0, 12 ), let f(x) = 2−c−1β−cxc, there is an
efficiently computable even or odd polynomial S ∈ R[x]

of degree O
(

c
ν log

(
1

βνη

))
such that

∀x ∈ [0, ν] : |S(x)| ≤ 2f(x)

∀x ∈ [ν, β] : |f(x)− S(x)| ≤ η

∀x ∈ [−1, 1] : |S(x)| ≤ 1 (51)

Proof. Let d = ⌈c⌉ − c. We first introduce a lemma to
construct polynomial approximation of kx−d where k is
a constant.

Lemma 7 ([1, Corollary 67, Polynomial approximations
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of negative power functions]). Let δ, ε ∈
(
0, 12

]
, c > 0,

and let f(x) := δc

2 x
−c, then there exist even/odd

polynomials P, P ′ ∈ R[x] such that ∥P − f∥[δ,1] ≤
ε, ∥P∥[−1,1] ≤ 1 and similarly ∥P ′ − f∥[δ,1] ≤
ε, ∥P ′∥[−1,1] ≤ 1. In addition, the degree of the poly-

nomials are O
(

max[1,c]
δ log

(
1
ε

))
.

Setting the parameters (ϵ, δ, c) in Lemma 7 to δ :=

ν, c := d, ϵ := βcνdη
2 , we can construct an even

polynomial Q̃ := P in Lemma 7 with deg(Q̃) =

O
(

1
ν log

(
1

βνη

))
such that

∀x ∈ [−1, 1] : |Q̃(x)| ≤ 1

∀x ∈ [ν, 1] : |Q̃(x)− νd

2
x−d| ≤ βcνdη

2
. (52)

Then we need to construct a polynomial approxima-
tion to the rectangle function according to the following
lemma:

Lemma 8 (Polynomial approximations of the rectangle
function [1, Lemma 29]). Let δ′, ε′ ∈

(
0, 12

)
and t

satisfying δ′ ≤ t ≤ 1. There exists an even polyno-
mial P ′ ∈ R[x] of degree O

(
log
(

1
ε′

)
/δ′
)
, such that

|P ′(x)| ≤ 1 for all x ∈ [−1, 1], and{
P ′(x) ∈ [0, ε′] ∀x ∈ [−1,−t− δ′] ∪ [t+ δ′, 1] ,

P ′(x) ∈ [1− ε′, 1] ∀x ∈ [−t+ δ′, t− δ′] .

(53)

Setting δ′ := β
2 , t := 3β

2 , ϵ
′ := βcνdη

2 in Lemma 8,
we can construct an even polynomial P with deg(P ) =

O
(

1
β log

(
1

βνη

))
such that

∀x ∈ [−1, 1] : |P (x)| ≤ 1

∀x ∈ [2β, 1] : |P (x)| ≤ βcνdη

2

∀x ∈ [−β, β] : 1− βcνdη

2
≤ P (x) ≤ 1. (54)

Let Q(x) := Q̃(x)P (x), we have

∀x ∈ [ν, β] :|Q(x)− νd

2
x−d|

≤|Q(x)− Q̃(x)|+ |Q̃(x)− νd

2
x−d|

≤|Q̃(x)||1− P (x)|+ βcνdη

2

≤|1− P (x)|+ βcνdη

2
≤ βcνdη

∀x ∈ [−1, 1] : |Q(x)| ≤ 1

∀x ∈ [β, 2β] : |Q(x)| ≤ |Q̃(x)| ≤ νdx−d

2
+
βcνdη

2

∀x ∈ [2β, 1] : |Q(x)| ≤ |P (x)| ≤ βcνdη

2
. (55)

Then, let S(x) := 2−cβ−cν−dx⌈c⌉Q(x), which is an
even or odd polynomial since Q(x) = Q̃(x)P (x) and
Q̃(x), P (x) are even polynomials. We can infer that

∀x ∈ [0, ν] : S(x) ≤2−cβ−cν−dx⌈c⌉

=2−cβ−cν−dxdxc

≤2−cβ−cxc = 2f(x), (56)

where the first inequality comes from |Q(x)| ≤ 1, and

∀x ∈ [ν, β] :|S(x)− f(x)|
=|S(x)− 2−c−1β−cxc|

=2−cβ−cν−dx⌈c⌉|Q(x)− νdx−d

2
|

≤2−cβ−cν−dx⌈c⌉(βcνdη)

≤2−cη ≤ η, (57)

where the first inequality comes from Eq. (55).
To prove that S(x) is bounded by 1 on [−1, 1], since

S(x) is even or odd, we only need to prove ∀x ∈ [0, 1] :
|S(x)| ≤ 1. For x ∈ [0, 2β], we have

∀x ∈ [0, ν] : |S(x)| ≤ 2f(x) ≤ 1

∀x ∈ [ν, β] : |S(x)| ≤ 2−c−1β−cxc + η ≤ 1

2
+ η ≤ 1,

(58)

where the first inequality comes from Eq. (56) and the
third inequality comes from Eq. (57), and

∀x ∈ [β, 2β] :|S(x)|

≤2−c−1β−cν−dx⌈c⌉
(
νdx−d + βcνdη

2

)
≤2−c−1 β

−cxc + η

2

≤2−c−1 2
c + η

2
≤ 1, (59)

where the first inequality comes from Eq. (55).
For x ∈ [2β, 1], we have

∀x ∈ [2β, 1] : |S(x)| =2−c−1β−cν−dx⌈c⌉Q(x)

≤2−c−1β−cν−d(
βcνdη

2
)

≤η ≤ 1, (60)

where the first inequality comes from Eq. (55). There-
fore, we can conclude that ∀x ∈ [−1, 1] : |S(x)| ≤ 1.
Together with Eq. (56), Eq. (57) and that S(x) is even
or odd polynomial, we have that S(x) with deg(S) =

⌈c⌉+ deg(Q̃) + degP = O
(

c
ν log

(
1

βνη

))
satisfies the

conditions in this lemma.

By carefully choosing the parameters in Lemma 6,
we can construct a polynomial which is similar to the
polynomial S in Eq. (41) as follows.
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Lemma 9. For any probability distribution p on [n],
suppose that we are given P, a, b such that aPα(p) ≤
P ≤ bPα(p). Let p∗ = min( 1aP, 1)

1
α . Then for any

ϵ ∈ (0, 1), α > 1 and constants d, d′ > 0, the polynomial
S in Lemma 6 with parameters (c, β, ν, η) to be c :=

α− 1, β :=
√
p∗, ν :=

(
da(p∗)αϵ

5bn

) 1
2α

, η := d′2−2α a
b p

∗ϵ

has deg(S) = Õ
((

n
ϵ

) 1
2α 1√

p∗

)
, and satisfies Eq. (20) in

Theorem 4 and∣∣∣∣∣
n∑

i=1

piS(
√
pi)

2 − 2−2α(p∗)1−αPα(p)

∣∣∣∣∣
≤(2d′ + d)2−2α a

b
p∗ϵ. (61)

Proof. Lemma 6 implies that deg(S) =

O
(

c
ν log

(
1

βνη

))
= Õ

((
n
ϵ

) 1
2α 1√

p∗

)
, S is an even

or odd polynomial, and |S(x)| ≤ 1 for all x ∈ [−1, 1].
Therefore, S satisfies Eq. (20) in Theorem 4.

We now prove that S satisfies Eq. (61). From the
definition of Pα(p), we can infer that

∀i, pi ≤

(
n∑

i=1

pαi

) 1
α

≤
(
1

a
P

) 1
α

(62)

and pi ≤ 1, so pi ≤ min(( 1aP )
1
α , 1) = p∗ = β2.

From Lemma 6, we can infer that S satisfies

∀x ∈ [0, ν] : |S(x)| ≤ 21−αβ1−αxα−1 (63)

∀x ∈ [ν, β] : |2−αβ1−αxα−1 − S(x)| ≤ η. (64)

For i such that
√
pi ≤ ν, we have∑

√
pi≤ν

|piS(
√
pi)

2 − 2−2αβ−2α+2pαi |

≤
∑

√
pi≤ν

|piS(
√
pi)

2|+ |2−2αβ−2α+2pαi |

≤
∑

√
pi≤ν

pi2
−2α+2β−2α+2pα−1

i + 2−2αβ−2α+2pαi

≤
∑

√
pi≤ν

2−2αβ−2α+25pαi

≤
∑

√
pi≤ν

2−2αβ−2α+25ν2α

≤n2−2αβ−2α+25ν2α

=n2−2α(p∗)1−α5

(
d
a(p∗)α

5bn
ϵ

)
=d2−2α a

b
p∗ϵ, (65)

where the second inequality comes from Eq. (63).

For i such that
√
pi > ν, we have∑

√
pi>ν

|piS(
√
pi)

2 − 2−2αβ−2α+2pαi |

=
∑

√
pi>ν

pi|S(
√
pi)

2 − 2−2αβ−2α+2(
√
pi)

2c|

=
∑

√
pi>ν

pi|S(
√
pi)− 2−αβ−α+1(

√
pi)

c|

· |S(√pi) + 2−αβ−α+1(
√
pi)

c|

≤2
∑

√
pi>ν

pi|S(
√
pi)− 2−αβ−α+1(

√
pi)

c|

≤2η
∑

√
pi>ν

pi ≤ 2η = 2d′2−2α a

b
p∗ϵ, (66)

where the first inequality comes from Eq. (62) and
Eq. (64).

From Eq. (65) and Eq. (66), we can infer that∣∣∣∣∣
n∑

i=1

piS(
√
pi)

2 − 2−2α(p∗)1−αPα(p)

∣∣∣∣∣
≤(2d′ + d)2−2α a

b
p∗ϵ, (67)

which completes the proof.

Therefore, from Lemma 3, there exists an algo-
rithm which can estimate Pα(p) to within multiplica-

tive error O(ϵ) using Õ
(

deg(S)
ϵ
√
p∗

)
= Õ

(
n

1
2α

ϵ1+
1
2α p∗

)
=

Õ
(

n
1
2α

ϵ1+
1
2α P

1
α

)
given P, a, b such that aPα(p) ≤ P ≤

bPα(p).
Then we use Algorithm 3 to replace Algorithm 1 in

Lemma 3 and apply Proposition 2 to achieve a better
query complexity upper bound.

Lemma 10. For any α > 1, there exists an algorithm A
such that for any δ ∈ (0, 1), ϵ ∈ (0, 1) and probability
distribution p on [n], given P, a, b such that aPα(p) ≤
P ≤ bPα(p) where a, b are two constants, A can esti-
mate Pα(p) to within multiplicative error ϵ with success

probability at least 1 − δ using Õ
(

n1− 1
2α

ϵ +
√
n

ϵ1+
1
2α

)
calls to Upure and U†

pure in Definition 1.

Proof. We will first construct such an algorithm A using
Proposition 2, prove its correctness, and then compute
its query complexity.
Construction and correctness. Let p∗ := min( 1aP, 1)

1
α

and β0 =
√
p∗, and we have

∀i, pi ≤

(
n∑

i=1

pαi

) 1
α

≤
(
1

a
P

) 1
α

(68)

and pi ≤ 1, so pi ≤ min(( 1aP )
1
α , 1) = p∗ = β2

0 .
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Let ν0 =
(

1
4
a(p∗)αϵ

5bn

) 1
2α

. Before constructing S and
Sj in Proposition 2, we first define the number of stages
of our variable-stopping-time quantum algorithm m0 :=

⌈log
(

β0

ν0

)
⌉+ 1, and νj = 2−jβ0 for j = 1, . . . ,m0 − 1,

νm0 = νm0−1 = 2−m0+1β0.
Let L := a

b 2
−2α−1p∗, and we will prove that L is an

lower bound of
∑n

i=1 piS0(
√
pi)

2 later.
Let S0 be the polynomial S in Lemma 6 with param-

eters (c, β, ν, η) to be c := α − 1, β := β0, ν := νm0
,

η := L
4 ϵ.

Let Sj for j = 1, . . . ,m0 be the polynomial S in
Lemma 6 with parameters (c, β, ν, η) to be c := α − 1,
β := β0, ν := νj , η = L

4 ϵ. From Lemma 6, we have

|Sj(x)− 2−αβ−α+1
0 xα−1| ≤ L

4
ϵ ∀x ∈ [νj , β0]. (69)

Now we set the parameters (S, β, L,m, {Sj | j ∈
[m]}) of Algorithm 3 to be S := S0, β := β0, L := L,
m := m0, Sj := Sj for j = 1, . . . ,m0, and then
prove that these parameters satisfy the conditions in
Proposition 2.

• For β0, we have shown that it is an upper bound of√
pi.

• For L, we need to prove it is a lower bound of∑n
i=1 piS0(

√
pi)

2. Note that νm0
= 2−m0+1β0 =

2
−⌈log

(
β0
ν0

)
⌉
β0 ≤ ν0 =

(
1
4
a(p∗)αϵ

5bn

) 1
2α

. Let d =

ν2αm0
/
(

a(p∗)αϵ
5bn

)
, and d′ = L

4 ϵ/(2
−2α a

b p
∗ϵ), and

then we have d ≤
(

1
4
a(p∗)αϵ

5bn

)
/
(

a(p∗)αϵ
5bn

)
= 1

4 ,
d′ = 1

8 . Therefore, the parameters (c = α −
1, β = β0, ν = νm0 , η = L

4 ϵ) of S0 satisfy the
conditions in Lemma 9 with constants d and d′.
From Lemma 9, we have∣∣∣∣∣

n∑
i=1

piS0(
√
pi)

2 − 2−2α(p∗)1−αPα(p)

∣∣∣∣∣
≤(2d′ + d)2−2α a

b
p∗ϵ ≤ 1

2
2−2α a

b
p∗ϵ = Lϵ. (70)

From Eq. (70), we have
n∑

i=1

piS0(
√
pi)

2 ≥ 2−2α(p∗)1−αPα(p)− Lϵ

≥ P

b
2−2α(p∗)1−α − Lϵ

≥ a

b
2−2αp∗ − Lϵ = 2L− Lϵ ≥ L.

(71)

Therefore, L is a lower bound of
∑n

i=1 piS0(
√
pi)

2.
• For Sj , they are constructed by applying Lemma 6,

so they satisfy Eq. (20) in Theorem 4. Note that the
parameters of S0 in Lemma 6 is the same as the

parameters of Sm0
, so we have S0 = Sm0

. Then
we can infer that for any x ∈ [νj , β0],

|Sj(x)− S0(x)|
=|Sj(x)− Sm0

(x)|
≤|Sj(x)− 2−αβ−α+1

0 xα−1|
+ |Sm0

(x)− 2−αβ−α+1
0 xα−1|

≤1

4
Lϵ+

1

4
Lϵ ≤ Lϵ, (72)

where the second inequality comes from Eq. (69)
and νm0

< νj for j < m0. From Eq. (72), we
can infer that for any x ∈ [β02

−j , β0] : |Sj(x) −
S0(x)| ≤ Lϵ, which meets the requirements of
Eq. (48).

Therefore, the parameters we set are valid for Propo-
sition 2, so Algorithm 3 with the same parameters and
input (ϵ, δ) can estimate

∑n
i=1 piS0(

√
pi)

2 to within
multiplicative error ϵ within success probability at least
1− δ. Denote the estimate by p̃.

Note that

2−2α(p∗)1−αPα(p) ≥2−2α(p∗)1−αP

b

≥2−2α(p∗)1−α a(p
∗)α

b

=2−2α a

b
p∗ =

L

2
, (73)

and because
∑n

i=1 piS0(
√
pi)

2 is an approxima-
tion of 2−2α(p∗)1−αPα(p) within additive error Lϵ
from Eq. (70), it is also an approximation of
2−2α(p∗)1−αPα(p) within multiplicative error Lϵ

L/2 =

2ϵ. Therefore, 22α(p∗)α−1
∑n

i=1 piS0(
√
pi)

2 is a 2ϵ
multiplicative approximation of Pα(p). Therefore,
22α(p∗)α−1p̃ is an (1+2ϵ)(1+ϵ)−1 ≤ 5ϵ multiplicative
approximation of Pα(p). We can rescale ϵ to 1

5ϵ so
that we can obtain an ϵ-multiplicative approximation of
Pα(p).

Complexity. Now we compute the query complexity of
the above algorithm. First let us compute tj defined in
Proposition 2. For tj , we have

tj =
2j

β0
log
(m0

ϵL

)
+

j∑
k=1

deg(Sk)

=Õ

(
2j

β0
+

j∑
k=1

2k

β0

)
= Õ

(
2j

β0

)
, (74)

where the second equation comes from deg(Sj) =

Õ
(

1
νj

)
given in Lemma 6.

Let φj = 2−jβ0 for j = 1, . . . ,m0 − 1 and φm0 = 0
following the definition in Proposition 2. Then from



19

Proposition 2, the complexity of the algorithm we con-
struct is

Õ
(
1

ϵ

(
tm0+

√
ϵ

m0∑
j=1

tj

+

√∑m0

j=1

∑
i:
√
pi∈[φj ,φj−1)

pit2j+1√∑n
i=1 piS0(

√
pi)2

))
(75)

Let Qj = {i : 2−jβ0 ≤ √
pi ≥ 2−j+1β0}, then we

have√∑m0

j=1

∑
i:
√
pi∈[φj ,φj−1)

pit2j+1√∑n
i=1 piS0(

√
pi)2

≤ 1√
L

√√√√m0−1∑
j=1

|Qj |(2−j+1β0)2(
2j+1

β0
)2 +

∑
i∈Qm0

pi
1

φ2
m0−1

=O
(√n

L

)
(76)

Subtitute it into Eq. (75), we get the total query com-
plexity of the algorithm

Õ
(
1

ϵ

(
1

νm0

+

√
n

L

))
=Õ

(
1

ϵ

(
n

1
2α

√
p∗ϵ

1
2α

+

√
n√
p∗

))

=O

(
n

1
2α

(Pα(p))
1
2α ϵ1+

1
2α

+

√
n

(Pα(p))
1
2α ϵ

)
, (77)

where the first equation comes from

νm0
=2−m0+1β0 = 2

−⌈log
(

β0
ν0

)
⌉
β0 = Θ(ν0)

=Θ
((22α(p∗)αϵ

5n

) 1
2α)

= Θ
(√p∗ϵ 1

2α

n
1
2α

)
(78)

and L = Θ(p∗), and the fourth equation comes from
p∗ = min( 1aP, 1)

1
α and P = Θ(Pα(p)).

In the worst case that Pα(p) = n1−α, the complexity

bound becomes Õ
(

n1− 1
2α

ϵ +
√
n

ϵ1+
1
2α

)
.

Remark 2. Note that Eq. (77) above established a case-
dependent bound of estimating Hα(p) given a rough
estimation in advance. The requirement of the rough
estimation can be removed during the analysis in the
next subsection.

B. Estimate Hα(p) by annealing

We now apply the annealing method in Proposition 1 to
remove the requirement of P, a, b in Lemma 10.

Theorem 7. For any α > 1, there exists an algorithm A
such that for any δ ∈ (0, 1), ϵ ∈ (0, 1) and probability
distribution p on [n], A can estimate Hα(p) to within
additive error ϵ with success probability at least 1 − δ

using Õ
(

n1− 1
2α

ϵ +
√
n

ϵ1+
1
2α

)
calls to Upure and U†

pure in

Definition 1.

Proof. Let the parameters l and function sequence {gk}
be such that l := ⌈ ln(α)

ln(1+1/ ln(n))⌉ and gk(x) :=

xα(1+
1

ln(n)
)k−l−1 for k = 1, . . . , l. Note that gk(x)

is monotonically increasing on [0, 1], xgk(x) =

xα(1+
1

ln(n)
)k−l

is convex, gk(0) = 0, and gk(1) = 1
for k = 1, . . . , l.

We now prove that Eq. (43) hold for fk(p) =∑n
i=1 pigk(pi) = Pα(1+ 1

ln(n)
)k−l(p).

First, we introduce the following lemma to connect
the value of fk(p) to fk+1(p).

Lemma 11 ([21, Lemma 5.3]). For any distribution p =
(pi)

n
i=1 and 0 < α1 < α2, we have

∑
i∈[n]

pα2
i


α1
α2

≤
∑
i∈[n]

pα1
i ≤ n1−

α1
α2

∑
i∈[n]

pα2
i


α1
α2

.

(79)

Specifically, for fk+1 = Pα2(p) and fk = Pα1(p),
we have α1

α2
= 1

1+ 1
ln(n)

, and

f

1

1+ 1
ln(n)

k+1 ≤ fk ≤ n
1

1+ln(n) f

1

1+ 1
ln(n)

k+1 ≤ ef

1

1+ 1
ln(n)

k+1 . (80)

Since α(1 + 1
ln(n) )

−l = α(1 + 1
ln(n) )

⌈ ln(α)
ln(1+1/ ln(n))

⌉ ≤
1 + 1

ln(n) , we have f1(p) = Pα(1+ 1
ln(n)

)−l(p) ≥

n1−α(1+ 1
ln(n)

)−l

≥ n1−(1+1/ ln(n)) = 1
e . Then we have

maxq∈∆n f1(q)

minq∈∆n f1(q)
≤ 1

1/e
= e. (81)

For any distributions q, r on [n], and k ∈ [l− 1] such
that fk(r)/fk(q) ∈ [ 34 ,

5
4 ], from Eq. (80), we have

fk+1(q) ≥
(
1

e
fk(q)

)1+ 1
lnn

≥
(
1

e

4

5
fk(r)

)1+ 1
lnn

,

(82)

fk+1(q) ≤ fk(q)
1+1/ ln(n) ≤

(
4

3
fk(r)

)1+1/ ln(n)

.

(83)
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Therefore, we have

max
r∈∆n

maxq∈∆n,fk(r)/fk(q)∈[ 34 ,
5
4 ]
fk+1(q)

minq∈∆n,fk(r)/fk(q)∈[ 34 ,
5
4 ]
fk+1(q)

≤ max
r∈∆n

( 4
3fk(r)
1
e
4
5fk(r)

)1+1/ ln(n)

(84)

=
(5e
3

)1+1/ ln(n)

≤ 4e2 (85)

for all k ∈ [l − 1].
Setting ϵk := 1

4 for all k ∈ [l − 1], ϵl :=

min( 12 ,
(α−1)ϵ

2 ), and c := 4e2 in Proposition 1, from
Eq. (81) and Eq. (84), we can infer that Eq. (43) is
satisfied.

For all k ∈ [l], setting α := α(1 + 1
ln(n) )

k−l in
Lemma 10, from Lemma 10, there exists an algorithm
Ak which can estimate fk(p) to within multiplicative
error ϵk with success probability at least 1 − δ

l using

Qk = Õ
(

n1− 1
2α

ϵk
+

√
n

ϵ
1+ 1

2α
k

)
calls to Upure and U†

pure.

These Ak satisfy the conditions in Proposition 1, so we
can construct an algorithm to estimate Pα(p) to within
multiplicative error ϵl = Θ(ϵ) using

l∑
k=1

Qk

=

l∑
k=1

Õ
(
n
1− 1

2α(1+ 1
lnn

)k−l

ϵk
+

√
n

ϵ
1+ 1

2α(1+ 1
lnn

)k−l

k

)

=Õ
(
(l − 1)

(
n1−

1
2α

1/4
+

√
n

( 14 )
1+ 1

2α

)
+
n1−

1
2α

ϵ
+

√
n

ϵ1+
1
2α

)
=Õ

(
n1−

1
2α

ϵ
+

√
n

ϵ1+
1
2α

)
(86)

where the second equation comes from

n
1− 1

2α(1+ 1
ln(n)

)k−l ≤ n1−
1
2α and ϵk = 1

4 for all
k ∈ [l − 1], and the third equation comes from
l = O(ln(α)) and can be omitted in Õ(·).

Denote the estimate of Pα(p) by P̃α(p), we have
P̃α(p)
Pα(p) ∈ [1− ϵl, 1+ ϵl]. Let H̃α(p) =

1
1−α log

(
P̃α(p)

)
,

then we have

|H̃α(p)−Hα(p)| =
1

α− 1

∣∣∣log(P̃α(p)
)
− log(Pα(p))

∣∣∣
=

1

α− 1

∣∣∣log( P̃α(p)

Pα(p)

)∣∣∣
≤ 2

α− 1
ϵl ≤ ϵ, (87)

where the first inequality comes from | log(1 + x)| ≤
2|x| for all x > − 1

2 , so H̃α(p) is an estimate of Hα(p)
within additive error ϵ.

V. RÉNYI ENTROPY ESTIMATION (0 < α < 1)

A. Upper bound

In order to approximate Hα(p) within a given additive
error ϵ, we need to approximate Pα(p) within multi-
plicative error O(ϵ). Note that Pα(p) =

∑n
i=1 p

α
i =∑n

i=1 pip
α−1
i and α − 1 < 1 for α < 1, so we first

construct a series of polynomials S, such that for any
constant d > 0, there exists polynomial S such that∑n

i=1 piS(
√
pi)

2 is an O(ϵ) multiplicative approxima-

tion of (dϵ/n)
1
α

−1

4 Pα(p).

Lemma 12. For any ϵ ∈ (0, 1), α ∈ (0, 1), and constants
d, d′ > 0, the odd polynomial P ′ in Lemma 7 with
parameters (δ, ε, c) to be δ := (dϵn )

1
2α , c := 1− α, ε :=

d′ϵδ2c has deg(S) = Õ
(

n
1
2α

ϵ
1
2α

)
, and satisfies Eq. (20)

in Theorem 4 and

n∑
i=1

∣∣∣piS(√pi)2 − δ2c

4
pαi

∣∣∣ ≤ (5

4
d+ 2d′

)
ϵδ2c. (88)

Proof. Lemma 7 implies that S is an odd polynomial and
|S(x)| ≤ 1 for all x ∈ [−1, 1], so S satisfies Eq. (20) in
Theorem 4. From Lemma 7, S satisfies that

∀x ∈ [δ, 1] :
∣∣∣S(x)− δc

2
xα−1

∣∣∣ ≤ d′ϵδ2c. (89)

From Lemma 7, the degree of S is deg(S) =

O
(

max[1,c]
δ log

(
1
ϵ

))
= Õ

(
n

1
2α

ϵ
1
2α

)
.

For i such that
√
pi ≤ δ, we have

∑
√
pi≤δ

∣∣∣piS(√pi)2 − δ2c

4
pαi

∣∣∣
≤
∑

√
pi≤δ

(∣∣∣piS(√pi)2∣∣∣+ ∣∣∣δ2c
4
pαi

∣∣∣)

≤
( ∑
√
pi≤δ

pi +
δ2c

4
pαi

)
≤
∑

√
pi≤δ

(
δ2 +

δ2

4

)
=
∑

√
pi≤δ

5

4
δ2αδ2c ≤ 5

4
dϵδ2c, (90)

where the second inequality comes from |S(x)| ≤ 1 for
all x ∈ [−1, 1], the third inequality comes from

√
pi ≤

δ and c = 1 − α, and the last inequality comes from
nδ2α = dϵ.

For i such that
√
pi > δ, we have
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∑
√
pi>δ

∣∣∣piS(√pi)2 − δ2c

4
pαi

∣∣∣
=
∑

√
pi>δ

pi

∣∣∣S(√pi)− δc

2
(
√
pi)

α−1
∣∣∣

·
∣∣∣S(√pi) + δc

2
(
√
pi)

α−1
∣∣∣

≤2d′ϵδ2c
∑

√
pi>δ

pi ≤ 2d′ϵδ2c, (91)

where the first inequality comes from Eq. (89), |S(x)| ≤
1 for all x ∈ [−1, 1], and δc

2 (
√
pi)

α−1 ≤ 1 for all i ∈ [n].
Combining Eq. (V-A) and Eq. (V-A), we have

n∑
i=1

∣∣∣piS(√pi)2 − δ2c

4
pαi

∣∣∣ ≤ (
5

4
d+ 2d′)ϵδ2c, (92)

which completes the proof.

As a result, we can give an algorithm for estimating
Hα(p) to within a given additive error ϵ with high
probability as follows.

Theorem 8. For any α ∈ (0, 1), there exists an algo-
rithm A such that for any δ ∈ (0, 1), ϵ ∈ (0, 1) and
probability distribution p on [n], A can estimate Hα(p)
to within additive error ϵ with success probability at least

1 − δ using Õ
(

n
1
2α

ϵ
1
2α

+1

)
calls to Upure and U†

pure in

Definition 1.

Proof. We will first construct such an algorithm A using
Proposition 2, prove its correctness, and then compute
its query complexity.
Construction and correctness. Let ϵ0 =

min( 12 ,
(1−α)ϵ

4 ), δ′ =
(

ϵ0
40n

) 1
2α . Before constructing S

and Sj in Proposition 2, we first define the number
of stages of our variable-stopping-time quantum
algorithm m0 := ⌈log

(
1
δ′

)
⌉ + 1, and δj = 2−j for

j = 1, . . . ,m0 − 1, δm0 = δm0−1 = 2−m0+1.
Let S0 be the polynomial S in Lemma 7 with param-

eters (δ, ε, c) to be δ := δm0
, c := 1− α, ε := ϵ0δ

′2c.
Let L := 1

8δ
2c
m0

, and we will prove that L is an lower
bound of

∑n
i=1 piS0(

√
pi)

2 later.
Let Pj for j = 1, . . . ,m0 be the odd polynomial P ′

in Lemma 7 with parameters (δ, ε, c) to be δ := δj , c :=
1− α, ε := 1

64δ
2c
m0
ϵ0. From Lemma 7, we have∣∣∣Pj(x)−

δcj
2
xα−1

∣∣∣ ≤ 1

64
δ2cm0

ϵ0∀x ∈ [δj , 1], (93)

and deg(Pj) = O
(

max[1,c]
δ log

(
1
ε

))
= Õ(2j).

Now we set the parameters (S, β, L,m, {Sj | j ∈
[m]}) of Algorithm 3 to be S := S0, β := 1, L := L,
m := m0, Sj :=

(
δm0

δj

)c
Pj for j = 1, . . . ,m0, and

then prove that these parameters satisfy the conditions
in Proposition 2.

• For β, we have
√
pi ≤ 1 = β for all i ∈ [n].

• For L, we need to prove that is is a lower bound
of
∑n

i=1 piS0(
√
pi)

2. Note that δm0 = 2−m0+1 =

2−⌈log( 1
δ′ )⌉ ≤ δ′ ≤

(
ϵ0
40n

) 1
2α . Let the constants d, d′

in Lemma 12 be such that d = δ2αm0

n
ϵ0

≤ 1
40 , d′ = 1

64 ,

then the parameters (δ = δm0
=
(
dϵ0
n

) 1
2α , c =

1 − α, ε = 1
64ϵ0δ

2c
m0

= d′ϵ0δ
2c
m0

) of S0 satisfy the
conditions in Lemma 12. From Lemma 12, we have

n∑
i=1

∣∣∣piS0(
√
pi)

2 −
δ2cm0

4
pαi

∣∣∣ ≤(
5

4
d+ 2d′)ϵ0δ

2c
m0

≤ 1

16
ϵ0δ

2c
m0

=
1

2
Lϵ0.

(94)

From Eq. (94), we have

n∑
i=1

piS0(
√
pi)

2 ≥
δ2cm0

4
Pα(p)−

1

16
ϵ0δ

2c
m0

≥ 1

4
δ2cm0

− 1

16
δ2cm0

≥ 1

8
δ2cm0

= L, (95)

where the second inequality comes from Pα(p) ≥ 1
for α ∈ (0, 1), and ϵ0 ∈ (0, 1).

• For Sj , they are odd polynomial and satisfy |Sj(x)| ≤
1 for all x ∈ [−1, 1], which meet the requirements in
Theorem 4. Note that the parameters of S0 in Lemma 7
is the same as the parameters of Sm0

, so we have
S0 = Sm0

. For any x ∈ [δj , 1], Sj satisfies

|Sj(x)− S0(x)|
=|Sj(x)− Sm0

(x)|

≤
∣∣∣(δm0

δj

)c
Pj(x)−

δcm0

2
xα−1

∣∣∣+ ∣∣∣Pm0
(x)−

δcm0

2
xα−1

∣∣∣
≤
(δm0

δj

)c∣∣∣Pj(x)−
δcj
2
xα−1

∣∣∣+ ∣∣∣Pm0
(x)−

δcm0

2
xα−1

∣∣∣
≤
(
1 +

(
δm0

δj

)c)
(
1

64
δ2cm0

ϵ0) ≤ Lϵ0, (96)

where the third inequality comes from Eq. (93) and
δm0 < δj for j < m0. From Eq. (96), we can infer
that for any x ∈ [2−j , 1] : |Sj(x) − S0(x)| ≤ Lϵ0,
which meets the requirements of Eq. (48).

Therefore, the parameters we set are valid for Propo-
sition 2, so Algorithm 3 with the same parameters and
input (ϵ0, δ) can estimate

∑n
i=1 piS0(

√
pi)

2 to within



22

multiplicative error ϵ0 within success probability at least
1− δ. Denote the estimate by p̃, we have

|4δ−2c
m0

p̃− Pα(p)|

≤|4δ−2c
m0

p̃− 4δ−2c
m0

n∑
i=1

piS0(
√
pi)

2|

+ |4δ−2c
m0

n∑
i=1

piS0(
√
pi)

2 − Pα(p)|

≤4δ−2c
m0

(

n∑
i=1

piS0(
√
pi)

2)ϵ0 + 2δ−2c
m0

Lϵ0

≤4δ−2c
m0

(
δ2cm0

4
Pα(p)ϵ0 +

1

2
Lϵ20) +

1

4
ϵ0

=Pα(p)ϵ0 +
1

4
(ϵ20 + ϵ0) ≤ 2Pα(p)ϵ0, (97)

with success probability at least 1− δ, where the second
inequality and the third inequality come from Eq. (94),
and the last inequality comes from Pα ≥ 1 for any α ∈
(0, 1). Let P̃α(p) := 4δ−2c

m0
p̃, and then we have P̃α(p)

Pα(p) ∈
[1− 2ϵ0, 1 + 2ϵ0]. Let H̃α(p) =

1
1−α log

(
P̃α(p)

)
, then

we have

|H̃α(p)−Hα(p)| =
1

1− α

(
log
(
P̃α(p)

)
− log(Pα(p))

)
=

1

1− α

∣∣∣log( P̃α(p)

Pα(p)

)∣∣∣
≤ 4

1− α
ϵ0 = ϵ, (98)

where the first inequality comes from | log(1 + x)| ≤
2|x| for all x > − 1

2 .

Complexity. Now we compute the query complexity of
the above algorithm. First, let us compute tj defined in
Proposition 2. For tj , we have

tj =2j log
(m0

ϵL

)
+

j∑
k=1

deg(Sk)

=Õ

(
2j +

j∑
k=1

2k

)
= Õ

(
2j
)
, (99)

where the second equation comes from deg(Sj) =

deg(Pj) = Õ
(
2j
)
.

Let φj = 2−j for j = 1, . . . ,m0 − 1 and φm0 = 0
following the definition in Proposition 2. From Propo-
sition 2, the query complexity of the above algorithm

is

Õ
(
1

ϵ

(
tm0

+
√
ϵ

m0∑
j=1

tj

+

√∑m0

j=1

∑
i:
√
pi∈[φj ,φj−1)

pit2j+1√∑n
i=1 piS(

√
pi)2

))

=Õ
(
1

ϵ

(
1

δm0

+

√
n+ n

δcm0

))
=Õ

(
1

ϵ

(
n

1
2α

ϵ
1
2α

+

√
n(

ϵ
n

)(1−α)/2α

))

=Õ

(
n

1
2α

ϵ
1
2α+1

+
n

1
2α

ϵ
1
2α+ 1

2

)
= Õ

(
n

1
2α

ϵ
1
2α+1

)
, (100)

where the first equation can be derived in a similar way
to Eq. (76).

B. Lower bound

The Hellinger distance between two discrete probabil-
ity distributions p and q is defined as dH(p,q) :=√∑n

i=1(
√
pi −

√
qi)2/2. In [31], they give a lower

bound for the query complexity of distinguishing two
distributions as follows.

Lemma 13 ([31, Claim 5]). Quantum query complex-
ity of distinguishing probability distributions p and q
with pure-state preparation oracle in Definition 1 is
Θ
(
1/dH(p,q)

)
.

Then we can the give the following lower bound
for estimating Hα(p) with pure-state preparation oracle
Upure and U†

pure.

Theorem 9. For any constant α ∈ (0, 1), n ≥ 1 +
21/(1−α), and ϵ ∈ (0, 12 ), any algorithm that can esti-
mate Hα(p) to within additive error ϵ needs at least
Ω
(

n1/2α−1/2

ϵ1/2α

)
calls to Upure and U†

pure in Definition 1.

Proof. For any ϵ ∈ (0, 12 ), n > 1 + 21/(1−α) and α ∈

(0, 1), let δ =
(

4ϵ
(n−1)1−α

) 1
α

< 1.

Consider p =
(
1− δ, δ

n−1 , . . . ,
δ

n−1

)
and q =

(1, 0, . . . , 0). The Hellinger distance of p and q is

dH(p,q) =

√
1

2

(
(
√
1− δ − 1)2 + (n− 1)

(√
δ

n− 1

)2)
=

√
1

2
(Θ(δ2) + δ) = Θ(

√
δ) (101)

as δ → 0, where the second equation comes from√
1− x = 1 − Θ(x) as x → 0. By Lemma 13, we

need Ω
(

1√
δ

)
calls to Upure and U†

pure to distinguish p

and q.
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Then we have

|Hα(q)−Hα(p)|

=

∣∣∣∣ 1

1− α
log
(
(1− δ)α + δα(n− 1)1−α

)
− 0

∣∣∣∣
≥
∣∣∣∣ 1

1− α
log
(
1− δ + δα(n− 1)1−α

)∣∣∣∣
=

∣∣∣∣ 1

1− α
log (1− δ + 4ϵ)

∣∣∣∣
≥
∣∣∣∣ 1

1− α
log (1 + 2ϵ)

∣∣∣∣
≥ 2ϵ

(1− α)
≥ 2ϵ, (102)

where the first inequality is because (1−x)α ≥ 1−x as
for x ∈ (0, 1) for any α ∈ (0, 1), the second inequality
is because δ ≤ 4ϵ

(n−1)1−α ≤ 2ϵ, and the third inequality
is because log(1 + x) ≥ x for x ∈ (0, 1).

If we can estimate Rényi entropy of p and q to
within additive error ϵ, we can distinguish distributions
p and q, which needs Ω(1/

√
δ) queries as proven above.

Therefore, it requires Ω
(

1√
δ

)
= Ω

(
n1/2α−1/2

ϵ1/2α

)
queries

to Upure and U†
pure.

We note that Acharya et al. [19, 44] used the same
distribution to prove lower bound of Rényi entropy
estimation in classical sampling model and quantum
sampling model in Definition 4. This is because clas-
sically one need Θ( 1

dH(p,q)2 ) samples to distinguish p
and q, so the hard instances in the quantum query model
and the sampling model are the same.

C. More discussions about ϵ dependence

ϵ dependence of estimating Hα(p) for α ∈ (0, 1)
in [21]. Note that Belovs [31] proved that the lower
bound in Lemma 13 of distinguishing probability distri-
butions also holds with the oracle in Definition 2. As
a result, our lower bound Ω

(
n1/2α−1/2

ϵ1/2α

)
in Theorem 9

also holds with this oracle. However, a contradiction can
be observed between the ϵ dependency of this lower
bound and that of the upper bound in [21] which uses
Õ
(

n1/α−1/2

ϵ2

)
calls to the oracles in Definition 2 and

outputs an estimate of Hα(p) for p ∈ ∆n to within
additive error ϵ.

We suspect that there is an issue with Eq. (V.46) in
the journal version of [21]. It follows the same proof as
in Lemma 2, but in the proof of Lemma 2, the Taylor
approximation of

(
sin
((
θi +

l
2m

)
π
))2(α−1)

in Eq. (V.8)
is not precise for α < 1 when θi +

l
2m is close to 0

since x2(α−1) diverges at 0. Here we give a corrected
analysis of the bias of the α-Rényi entropy estimator
in [21] when α ∈ (0, 12 ). Following the notation in [21],
for α ∈ (0, 12 ) and each i ∈ Sj+1, in order to bound

the Taylor approximation error, we need to treat l ∈
(2m−1θi, 2

mθi) specially. Here we take θi = 2j/2m for
simplicity, but the following equations hold for general
θi when i ∈ Sj+1:

piE
[∣∣p̃α−1

i − pα−1
i

∣∣]
=O

(( 2j

2m
π
)2( 2j−1∑

l=−(2m−2j),l ̸=0

+

2j∑
l=2j−1

)
·
(
1

l2

∣∣∣∣(sin((θi − l

2m
)
π
))2(α−1) − (sin(θiπ))

2(α−1)

∣∣∣∣))
=O

(( 2j

2m
π
)2 2j−1∑

l=−(2m−2j),l ̸=0

1

l2
|l|
2m

( 2j

2m
π
)2α−3

+
( 2j

2m
π
)2 2j−1∑

l=2j−1

2−2j
(
sin
((
θi −

l

2m
)
π
))2α−2

)

=O
(

m

22αm
2(2α−1)j +

2j−1∑
r=1

1

22m

( r

2m

)2α−2
)

=O
(

m

22αm
2(2α−1)j +

m

22αm

)
, (103)

where the second equation comes from∣∣∣∣∣
(
sin

((
θi −

l

2m

)
π

))2(α−1)

− (sin(θiπ))
2(α−1)

∣∣∣∣∣
≤c |l|

2m
(θiπ)

2α−3 (104)

for l
2mθi

≤ 1
2 , and we replace 2j − l with r in the third

equation. Note that the first term of Eq. (103) is the same
as equation Eq. (V.46) in the journal version of [21], but
it is smaller than the second term, so we only need to
set m = ⌈ 1

2α log
(
ϵ
n log

(
ϵ
n

))
⌉ so that

n∑
i=1

piE
[∣∣p̃α−1

i − pα−1
i

∣∣] = O
( nm

22αm

)
(105)

is bounded by ϵ. Therefore, the overall complexity of
the algorithm in [21] used to estimate α-Rényi entropy
when α ∈ (0, 12 ) is

Õ

(√
n

1
α−1

ϵ

(n
ϵ

) 1
2α

)
= Õ

(
n

1
α− 1

2

ϵ1+
1
2α

)
, (106)

which has the same dependence on ϵ as that in
Õ( n

1
2α

ϵ1+
1
2α

) in our algorithm (and worse dependence in
n than that in our algorithm).

ϵ dependence of estimating Hα(p) for α ∈ (0, 1)
classically. We also find that there might be an issue
with the ϵ dependency of the classical upper bound
O
(

n1/α

ϵ1/α logn

)
on estimating Rényi entropy when α < 1

in [19]. Specifically, we suspect that the last two o(1)
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terms in Eq. (15) and Eq. (18) of the arXiv version
of [19] are omitted, but according to Lemma 8, these
two terms cannot be omitted unless they are o(δ). This
might increase the order of ϵ in the current classical
upper bound.

Jiao et al. [17] also gave a minimax rate-optimal
estimator for α-power sum Pα when α < 1 in classical
sampling model, since Pα(p) ≥ 1 this is also an
estimator for α-Rényi entropy. The sample complexity
of their estimator is O

(
n

1
α

lognϵ
1
α

)
for α ∈ (0, 12 ] and

O
(

n
1
α

lognϵ
1
α

+ n2−2α

ϵ2

)
for α ∈ ( 12 , 1). The query com-

plexity of our algorithm in Theorem 1 for α ∈ (0, 1) is
Õ
(

n
1
2α

ϵ
1
2α

+1

)
which is better with respect to both n and ϵ.

VI. APPLICATIONS

A. Extension to quantum entropies

For the diagonal case of purified quantum query-access
Up in Definition 3, we use the block-encoding in Eq. (15)
and denote it by

A = Π̃UΠ =

n∑
i=1

√
pi |ϕi⟩ ⟨0| ⊗ |i⟩⟨0| ⊗ |i⟩⟨i|. (107)

The only difference this new oracle brings is that the
state we obtain may have some garbage states added,
so we need some ancilla registers to store them. For
example, following the process in Section III-A with
purified quantum query-access oracle, we can get a
quantum state |Ψp⟩ such that

|Ψp⟩ =
n∑

i=1

√
piS (

√
pi) |i⟩A|i⟩B |+⟩Q|ϕ(i)garbage⟩|1⟩F

+ |ψgarbage⟩|0⟩F , (108)

where |ϕ(i)garbage⟩ = |ϕi⟩|ϕi⟩ is brought by the new
oracle. Therefore, we can still use the amplitude estimate
algorithm to estimate the amplitude of |1⟩F , which gives
us an estimate of

∑n
i=1 piS(

√
pi)

2. The framework in
Section III-B and Section III-C also works well with
purified quantum query-access oracle for the same rea-
son.

For the non-diagonal case of purified quantum query-
access Uρ in Definition 3, there are two ways to encode
information of ρ by a unitary operator. The first way is to
use the projected unitary encoding in Eq. (16) proposed
by [20]

Π̃UΠ =

n∑
i=1

√
pi
n

|ϕ′i⟩ ⟨0| ⊗ |0⟩⟨0| ⊗ |0⟩ ⟨ψi| , (109)

and the second is to use the block-encoding in Eq. (17)

(⟨0|A,B ⊗ IC)U(|0⟩A,B ⊗ IC) =

n∑
i=1

pi|ψi⟩⟨ψi|C

= ρ. (110)

The second unitary block-encodes ρ while the first uni-
tary encodes the eigenvalues of

√
ρ/n. Algorithms using

different encoding have different query complexities,
and we can choose the encoding with a better query
complexity.

We prove the following theorems which give an algo-
rithm to estimate the quantum Rényi entropy of density
operators

Hα(ρ) =
1

1− α
log(Tr(ρα)), (111)

with the purified quantum query-access oracle in Defi-
nition 3.

Corollary 2. For any α > 1, there exists an algorithm
A such that for any δ ∈ (0, 1), ϵ ∈ (0, 1) and density
operator ρ ∈ Cn×n , A can estimate Hα(ρ) to within
additive error ϵ with success probability at least 1 − δ

using Õ
(
min

(
n

3
2
− 1

2α

ϵ + n

ϵ1+
1
2α
, n

ϵ
1
α

+1

))
calls to Uρ and

U†
ρ in Definition 3.

Proof. We shall present two algorithms using differ-
ent block-encodings. Taking the algorithm with smaller
query complexity gives the claimed statement.

Using the encoding in Eq. (109). Let pi be the
eigenvalues of ρ. We use the projected unitary encoding
in Eq. (109) which encodes the eigenvalues of

√
ρ/n and

follow the same process in Theorem 7 to estimate Tr(ρα)
by QSVT and VTAE. The only difference is that we
need to replace the polynomials Sj(x) in Lemma 10 with
S′
j(x) defined below. Note that Sj for all i = 0, . . . ,m0

in Lemma 10 is constructed using Lemma 6, so let
(c, νj , βj , η) be the parameters of Sj in Lemma 6. Let
S′
j be the polynomial constructed in Lemma 6 with

the parameters (c, β, ν, η) to be c := c, ν :=
νj√
n

,

β :=
βj√
n

, η := η. Then we can infer that S′
j(

√
pi√
n
)

has the same behavior as Sj(
√
pi) for all pi with

√
n

times larger degree, so
∑n

i=1
pi

n S
′
0(
√

pi

n )2 is also an
estimate of Pα(p)/n to within multiplicative error ϵ.
Therefore, we can obtain an estimate of Hα(p) to within
additive error ϵ by rescaling the multiplicative error ϵ
to cϵ for some constant c. Following the same proof
in Lemma 10 and Theorem 7 with ν′m0

= νm0/
√
n

and
∑n

i=1
pi

n S
′
0(
√

pi

n )2 = Θ( 1n
∑n

i=1 piS0(
√
pi)

2), the
query complexity becomes

Õ

(
n1+

1
2−

1
2α

ϵ
+

√
n
√
n

ϵ1+
1
2α

)
= Õ

(
n

3
2−

1
2α

ϵ
+

n

ϵ1+
1
2α

)
.

(112)
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Using the block-encoding of ρ in Eq. (110). This
is a special case of Corollary 5 for r = n, so its query
complexity is Õ

(
n

ϵ
1
α

+1

)
.

Corollary 3. For any α ∈ (0, 1), there exists an
algorithm A such that for any δ ∈ (0, 1), ϵ ∈ (0, 1)
and density operator ρ ∈ Cn×n, A can estimate Hα(ρ)
to within additive error ϵ with success probability at

least 1 − δ using Õ
(

n
1
2α

+1
2

ϵ
1
2α

+1

)
calls to Uρ and U†

ρ in

Definition 3.

Proof. Let pi be the eigenvalues of ρ. The proof is
essentially the same as that of Corollary 2. We can
construct S′

j(x) with
√
n times larger degree than Sj in

Theorem 8 such that S′
j(
√

pi

n ) has the same behavior as
Sj(

√
pi) for all pi. With the block encoding in Eq. (109),

we can follow the process in Theorem 8 to give an
algorithm estimating Hα(ρ) to within additive error ϵ

with success probability at least 1−δ using Õ
(

n
1
2α

+1
2

ϵ
1
2α

+1

)
calls to Uρ and U†

ρ .

B. Low-rank cases

For low-rank quantum distributions (density matrices)
or classical distributions with at most r elements with
positive probability, we can adapt our algorithm to obtain
better query complexity upper bound.
Quantum distributions. If the rank of the density
operator ρ ∈ Cn×n is guaranteed to be r = o(n), we
can apply our framework to estimate the Rényi entropy
of ρ with poly(r) = o(n) calls to Uρ and U†

ρ .
We will use the block-encoding in Eq. (17), which

constructing a unitary operator U such that

(⟨0|A,B ⊗ IC)U(|0⟩A,B ⊗ IC) =

n∑
i=1

pi|ψi⟩⟨ψi|C

= ρ, (113)

with one call to Uρ and U†
ρ respectively.

For any polynomial S satisfying Eq. (20) in Theo-
rem 4, we can apply the singular value transformed uni-
tary of U to

∑n
i=1

√
pi|0⟩A,B |ψi⟩C |ϕi⟩D which outputs

n∑
i=1

√
piS(pi)|0⟩A,B |ψi⟩C |ϕi⟩D + |ψ⊥⟩, (114)

where ∥(⟨0|A,B ⊗ IC,D)|ψ⊥⟩∥ = 0.
Note that this process is similar to our application of

QSVT in Section III-A except that we have S(pi) now
rather than S(

√
pi) in Section III-A. Therefore, we can

use the techniques in our framework to estimate Rényi
entropy with some minor changes to the transformation
polynomials.

Corollary 4. For any α ∈ (0, 1), there exists an
algorithm A such that for any δ ∈ (0, 1), ϵ ∈ (0, 1),
and rank-r density operator ρ ∈ Cn×n, A can estimate
Hα(ρ) to within additive error ϵ with success probability

at least 1 − δ using Õ
(

r
1
α

ϵ
1
α

+1

)
calls to Uρ and U†

ρ in

Definition 3.

Proof. For any 0 < α < 1, we need to change all n with
r and the parameters (δ, c) of Sj for j = 0, . . . ,m0 in
Theorem 8 to δ′ = δ2, c′ = c

2 so that the new polynomial
S′
j(pi) has the same behavior as Sj(

√
pi) for all pi. Then

following the proof of Theorem 8, we obtain an upper
bound on the quantum query complexity of estimating
Hα(ρ) to within additive error ϵ with purified quantum
query-access to a rank-r density operator ρ as follows.

Õ
(
1

ϵ

(
1

δ′m0

+

√
r + r

δ′c′m0

))

=Õ

1

ϵ

r 1
α

ϵ
1
α

+

√
r(

ϵ
r

) 1
2 (1−α)/α


=Õ

(
r

1
α

ϵ
1
α+1

+
r

1
2α

ϵ
1
α+ 1

2

)
= Õ

(
r

1
α

ϵ
1
α+1

)
. (115)

Corollary 5. For any α > 1, there exists an algorithm
A such that for any δ ∈ (0, 1), ϵ ∈ (0, 1), and rank-r
density operator ρ ∈ Cn×n, A can estimate Hα(ρ) to
within additive error ϵ with success probability at least
1−δ using Õ

(
r

ϵ1+
1
α

)
calls to Uρ and U†

ρ in Definition 3.

Proof. For any α > 1, we need to change all n to r
and the parameters (ν, c, β) of Sj for j = 0, . . . ,m0 in
Lemma 10 to ν′ = ν2, c′ = c

2 , β′ = β2 so that the new
polynomial S′

j(pi) has the same behavior as 2
c
2Sj(

√
pi)

for all pi. The constant 2
c
2 can be omitted in complexity

analysis. Following the same proof in Lemma 10 and
Theorem 7, we can infer that the upper bound is

Õ
(
1

ϵ

(
1

ν′m0

+

√
r + r√
L

))
=Õ

(
1

ϵ

(
r

1
α

p∗ϵ
1
α

+

√
r√
p∗

))

=Õ

(
r

1
α

(Pα(p))
1
α ϵ1+

1
α

+

√
r

(Pα(p))
1
2α ϵ

)
, (116)

which becomes Õ
(

r

ϵ1+
1
α
+ r1−

1
2α

ϵ

)
= Õ

(
r

ϵ1+
1
α

)
in

the worst case.

Classical distributions. For classical distributions, an
analogy of low rank density operators is probability
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distributions p on [n] such that there are at most r ele-
ments i whose probability pi > 0. For such probability
distributions, if we know r in advance, we can directly
obtain the upper bound in Theorem 7 and Theorem 8
replacing n with r, since the proofs of these two theorem
still hold if we replace all n with r.

If we do not know r, we can also use the algorithm in
the following corollary to estimate Hα(p) for any α > 1.

Corollary 6. For any α > 1, there exists an algorithm A
such that for any δ ∈ (0, 1), ϵ ∈ (0, 1) and probability
distribution p on [n] with at most r elements having
pi > 0, A can estimate Hα(p) to within additive
error ϵ with success probability at least 1 − δ using

Õ
(

r1−
1
2α

ϵ +
√
r

ϵ
1+ 1

2α−2

)
calls to Upure and U†

pure in

Definition 1.

Proof. Changing the parameter ν to ν = Θ((ϵP )
1

2α−2 )
in Lemma 9, we can replace Eq. (65) with∑

√
pi≤ν

|piS(
√
pi)

2 − 2−2αβ−2α+2pαi |

≤
∑

√
pi≤ν

|piS(
√
pi)

2|+ |2−2αβ−2α+2pαi |

≤
∑

√
pi≤ν

pi2
−2α+2β−2α+2pα−1

i + 2−2αβ−2α+2pαi

≤
∑

√
pi≤ν

2−2αβ−2α+25pαi

≤2−2αβ−2α+25(
1

ν2
ν2α)

≤2−2αβ−2α+25Pϵ

=Θ((p∗)1−α(p∗)αϵ) = Θ(p∗ϵ), (117)

so Lemma 9 still holds with this ν. Then the algorithm
in Lemma 10 setting ν0 therein to be Θ((ϵP )

1
2α−2 ) can

also estimate Pα(p) within multiplicative error O(ϵ)
given a rough bound of Pα(p), and the query complexity
becomes

Õ
(
1

ϵ

(
tm0

+
√
ϵ

m0∑
j=1

tj

+

√∑m0

j=1

∑
i:
√
pi∈[φj ,φj−1)

pit2j+1√∑n
i=1 piS0(

√
pi)2

))

=Õ
(
1

ϵ

(
1

νm0

+

√
r + r√
L

))
=Õ

(
1

ϵ

(
1

ϵ
1

2α−2Pα(p)
1

2α−2

+

√
r√
p∗

))

=Õ

(
1

ϵ
1

2α−2Pα(p)
1

2α−2

+

√
r

(Pα(p))
1
2α ϵ

)
, (118)

where the νm0
in the second line is bounded by Eq. (78).

Then following the proof in Theorem 7, we can remove
the requirement for P, a, b with an O(ln(α)) overhead
in query complexity which can be absorbed into the Õ
notation. In the worst case when Pα(p) = r1−α, the

query complexity becomes Õ
(

r1−
1
2α

ϵ +
√
r

ϵ
1+ 1

2α−2

)
.

C. Quantum Rényi divergence

For any rank-r density operators ρ, σ, Müller-Lennert
et al. [54] defined a generalization of the α-Rényi
divergence:

Dα(ρ∥σ) :=


1

α−1 log
(
Tr
[(
σ

1−α
2α ρσ

1−α
2α

)α])
if Tr(ρσ) ̸= 0

∞ else
(119)

for α ∈ (0, 1) and prove that it has some good properties.
This quantum Rényi entropy is also a generalization of
fidelity since D 1

2
(ρ∥σ) = −2 log(F (ρ, σ)).

Given oracles Uσ, Uρ to prepare purification of the
mixed states σ and ρ, the techniques used to estimate
Tr(ρα) in low-rank cases can be directly applied to
estimate Tr(σβρσβ) for any β > 0. In fact, we can
implement a unitary Ũ preparing the purification of
σβρσβ with Uρ and Uσ within δβ + ϵ additive error in
spectral norm using O

(
1
δ log

(
1
ϵ

))
calls to Uσ and two

calls to Uρ by choosing the transformation polynomial
of Uσ to be the one in Lemma 6 with parameters
c := β, β := 1, ν := δ, η := ϵ. Using amplitude
amplification, we can then implement a unitary U ′

preparing the purification of σβρσβ

Tr(σβρσβ)
within ϵ error

using O( 1√
Tr(σβρσβ)

log
(
1
ϵ

)
) calls to Ũ .

Therefore, we can apply our results to estimating
quantum Rényi divergence in the following two steps:

1) Construct a unitary U ′ which is a block-encoding

of A = σ
1−α
2α ρσ

1−α
2α

Tr(σ
1−α
2α ρσ

1−α
2α )

by Uρ and singular value

transformed Uσ .
2) Estimate Dα(ρ∥σ) =

1
α−1 log

(
(Tr(σ

1−α
2α ρσ

1−α
2α ))α Tr(Aα)

)
with

U ′ using our techniques to estimate quantum
α-Rényi entropy in Section VI-B.

Corollary 7. For any ϵ ∈ (0, 1), α ∈ (0, 1) and two
density operators ρ, σ with rank at most r, there is an
algorithm A using

Õ

(
1√

Tr(σβρσβ)

r
1
α

ϵ1+
1
α

)
(120)



27

calls to Uρ in Definition 3 and

Õ

(
1

(Tr((σβρσβ)α))
1

αβ

1√
Tr(σβρσβ)

r
1
α+ 1

αβ

ϵ1+
1
α+ 1

αβ

)
(121)

calls to Uσ in Definition 3 to estimate Dα(ρ∥σ) to error
ϵ with high probability, where β = (1− α)/2α.

Proof. The error analysis is similar to that in Section 4.2

of [24]. According to Eq. (115), we need Õ
(

r
1
α

ϵ1+
1
α

)
calls to U ′ to obtain an estimate of Tr(Aα) within ϵ
multiplicative error. With this estimate, we can then
calculate an estimate of Dα(ρ∥σ) within ϵ additive error.

Each call to U ′ uses Ũ O
(

1√
Tr(σβρσβ)

)
times since

it amplifies σβρσβ to σβρσβ/Tr(σβρσβ).
Each call to Ũ uses two calls to Uρ, so the query

number of Uρ is

Õ

(
1√

Tr(σβρσβ)

r
1
α

ϵ1+
1
α

)
. (122)

To compute the number of queries to Uσ , we need to
analyze the error induced by Ũ . Using O

(
1
δ log

(
1
ϵ1

))
calls to Uσ , the error of Ũ in spectral norm can be
bounded by δβ + ϵ1. Using the following Lemma 14,
we can bound the additive error of our estimate of
Tr((σβρσβ)α) induced by Ũ by

O
(
r

(
δβ + ϵ1

Tr(σβρσβ)

)α

Tr(σβρσβ)α
)

= O
(
r(δβ + ϵ1)

α
)
.

(123)

Lemma 14 ([24, Lemma 4.6]). Suppose that A and B
are two positive semidefinite operators of rank ≤ r, and
0 < α < 1. Then

|tr (Aα)− tr (Bα)| ≤ 5r∥A−B∥α, (124)

where ∥A−B∥ is the spectral norm of A−B.

Therefore, the final error induced by error of Ũ is

O
(

r(δβ + ϵ1)
α

Tr((σβρσβ)α)

)
, (125)

so we need to set δ :=
(
ϵ
r

) 1
αβ (Tr((σβρσβ)α))

1
αβ and

ϵ1 :=
(
ϵ
r

) 1
α (Tr((σβρσβ)α))

1
α so that the final error is

bounded by ϵ.
The query number of Uσ in the final algorithm is

O

(
1

δ
log

(
1

ϵ1

)
1√

Tr(σβρσβ)

r
1
α

ϵ1+
1
α

)

=Õ

(
1

(Tr((σβρσβ)α))
1

αβ

1√
Tr(σβρσβ)

r
1
α+ 1

αβ

ϵ1+
1
α+ 1

αβ

)
.

(126)

This application is inspired by [24] in which the
author has also studied the estimation of quantum Rényi
divergence, but they consider the problem of estimating
Tr
(
σ

1−α
2α ρσ

1−α
2α

)α
= exp((α − 1)Dα(ρ∥σ)) within

certain additive error and we use different polynomial
approximations and also techniques beyond QSVT.

ACKNOWLEDGEMENTS

TL was supported by a startup fund from Peking
University, and the Advanced Institute of Information
Technology, Peking University.

APPENDIX

PROOF OF PROPOSITION 2

Proof. In the following proof, we use Λk to denote a
m-bit 01-string Λk := 0k−110m−k and when we say
|ϕ⟩ is an approximation of |ψ⟩ up to error O(Lϵ) or
|ϕ⟩ = |ψ⟩+O(Lϵ), we mean ∥|ψ⟩ − |ϕ⟩∥ = O(Lϵ).

Let Ã be Algorithm 2 and A = Am · . . . · A1 be the
unitary operation A in Algorithm 2.

We first calculate the output of

Ã|0⟩ = A(

n∑
i=1

√
pi|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I).

(127)

Since A is a linear operator, we only need to calculate

A(|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I). (128)

We now describe the state in different stages of A
when it is initialized to |0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I

before A.
Let j ∈ {1, . . . ,m} be such that

√
pi ∈ [φj , φj−1).

We divide the m stages of A into three parts: A1 to
Aj−1, Aj to Aj+1, and Aj+2 to Am if exists.

State after Ak for k = 1, . . . , j − 1. The performance
of Ak for all k = 1, . . . , j−1 on |0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q
is similar. Since Ak only change the first k registers of
I and P , the state before Ak can be written as

α
(i,k)
0 |0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γk−1⟩Pk−1,Ik−1
|0⟩Pk,Ik,...,Pm,Im + α

(i,k)
1 |ψstopped⟩,

(129)

where ∥(|0⟩⟨0|C⊗I)|ψstopped⟩∥ = 0 and |γ⟩l is the state
|γ⟩P,I in Lemma 5 produced by W (φl, Lϵ/m) in Al.
State in registers F,A,Q is |0⟩F |0⟩A|+⟩Q when state in
register C is |0⟩ since the step 3 of Al is conditional
on Cl being |1⟩ for all l = 1, . . . , k − 1 and only these
operations can change the state in registers F,A,Q.

Note that the last m−k+1 qubits of C register must
be |0⟩, since Al for l = 1, . . . , k − 1 do not change
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them. Then, we can infer that |ψstopped⟩ has no overlap
with |0⟩C1,...,Ck−1

since ∥(|0⟩⟨0|C ⊗ I)|ψstopped⟩∥ = 0.
Therefore, Ak will not change |ψstopped⟩, and we only
need to consider the first component in Eq. (129).

After step 1 of Ak, the the component in Eq. (129)
becomes

α
(i,k)
0 |0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γk−1⟩Pk−1,Ik−1
|0⟩Pk

(|0⟩|i⟩)Ik |0⟩Pk,Ik,...,Pm,Im .
(130)

After step 2 of Ak, the first component in Eq. (129)
becomes

α
(i,k)
0 β

(i,k)
0 |0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γk−1⟩Pk−1,Ik−1
|γk⟩Pk,Ik |0⟩Pk+1,Ik+1,...,Pm,Im

(131)

+ α
(i,k)
0 β

(i,k)
1 |0⟩F |Λk⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γk−1⟩Pk−1,Ik−1
|+⟩Pk

(|0⟩|i⟩)Ik |0⟩Pk+1,Ik+1,...,Pm,Im ,

where Λk is a m-bit 01-string Λk := 0k−110m−k.
Since the corresponding singular value of (|0⟩|i⟩)Ik

is
√
pi and

√
pi < φj−1 ≤ φk, from Lemma 5, we can

infer that |β(i,k)
1 | ≤ Lϵ

m and |β(i,k)
0 | =

√
1− |β(i,k)

1 |2 ≥√
1−

(
Lϵ
m

)2
.

After the step 3 of Ak, the state in Eq. (131) does not
change.

Notice that the component in Eq. (131) is the com-
ponent in Eq. (129) for k + 1. Since the α

(1)
0 = 1,

we can infer that the amplitude of Eq. (131) satisfies

that |α(i,k)
0 β

(i,k)
0 | ≥

√
(1−

(
Lϵ
m

)2
)k ≥

√
1− (Lϵ)2 by

induction on k.
Therefore, when k = j − 1, we can infer that after

Aj−1, the state becomes

|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj−1⟩Pj−1,Ij−1 |0⟩Pj ,Ij ,...,Pm,Im (132)

up to error O(Lϵ).
Before continuing to the next part, we first consider a

special case when j = m. In Am, step 1 and step 2 will
map the state in Eq. (132) to

|0⟩F |Λm⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γm−1⟩Pm−1,Im−1 |0⟩Pm(|0⟩|i⟩)Im . (133)

After step 3 of Am, the state in Eq. (132) will be

Sm(
√
pi)|1⟩F |Λm⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γm−1⟩Pm−1,Im−1
|0⟩Pm

(|0⟩|i⟩)Im (134)

+
√
1− Sm(

√
pi)2|0⟩F |Λm⟩C |ψ(m)

garbage⟩A,B,Q,P,I .

(135)

Since
√
pi ∈ [φm, φm−2) and Sm satisfies the condi-

tion in Eq. (48), we can infer that

(|1⟩⟨1|F ⊗ I)A(|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I)

=Sm(
√
pi)|1⟩F |Λm⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γm−1⟩Pm−1,Im−1
|0⟩Pm

(|0⟩|i⟩)Im
≈S(√pi)|1⟩F |Λm⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γm−1⟩Pm−1,Im−1
|0⟩Pm

(|0⟩|i⟩)Im
=:S(

√
pi)|Φm⟩,

where the approximation error of the second equation is
O(Lϵ).

In the following part, we assume j < m.

State after Aj . Since Aj is linear, we only consider
applying Aj to

|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj−1,Ij−1 |0⟩Pj ,Ij ,...,Pm,Im , (136)

and the result is also an O(Lϵ)-approximation of the
state after Aj .

After step 1 and step 2 of Aj , we will have

β
(i,j)
0 |0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj−1⟩Pj−1,Ij−1
|γj⟩Pj ,Ij |0⟩Pj+1,Ij+1,...,Pm,Im

(137)

+ β
(i,j)
1 |0⟩F |Λj⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj−1⟩Pj−1,Ij−1
|+⟩Pj

(|0⟩|i⟩)Ij |0⟩Pj+1,Ij+1,...,Pm,Im .
(138)

Since step 3 of Aj is conditional on register Cj being
|0⟩, so the component in Eq. (137) does not change, and
the component in Eq. (138) becomes

β
(i,j)
1 Sj(

√
pi)|1⟩F |Λj⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj−1⟩Pj−1,Ij−1 |+⟩Pj (|0⟩|i⟩)Ij |0⟩Pj+1,Ij+1,...,Pm,Im

+ β
(i,j)
1

√
1− Sj(

√
pi)2|0⟩F |Λj⟩C |ψ(i,j)

garbage⟩A,B,Q,P,I

(139)

Since Sj satisfies the condition in Eq. (48) and
√
pi ∈

[φj , φj−2), we can infer that the component in Eq. (139)
is an approximation of

β
(i,j)
1 S(

√
pi)|1⟩F |Λj⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj−1⟩Pj−1,Ij−1 |+⟩Pj (|0⟩|i⟩)Ij |0⟩Pj+1,Ij+1,...,Pm,Im

(140)

up to error O(Lϵ).
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Therefore, the state after Aj is

β
(i,j)
0 |0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj ,Ij |0⟩Pj+1,Ij+1,...,Pm,Im

+β
(i,j)
1 S(

√
pi)|1⟩F |Λj⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |+⟩Pj
(|0⟩|i⟩)Ij |0⟩Pj+1,Ij+1,...,Pm,Im

+β
(i,j)
1

√
1− Sj(

√
pi)2|0⟩F |Λj⟩C |ψ(i,j)

garbage⟩A,B,Q,P,I

(141)

up to error O(Lϵ).

State after Aj+1. Since the first two steps of Aj+1

are conditional on the first j qubits of register C being
|0⟩ and the third step is conditional on the (j + 1)-th
qubit of register C being |1⟩, Aj+1 will only change the
component in Eq. (141). Therefore, we only consider the
result applying Aj+1 to the component Eq. (141).

After step 1 and step 2 of Aj+1, the component in
Eq. (141) becomes

β
(i,j)
0 β

(i,j+1)
0 |0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj ,Ij |γj+1⟩Pj+1,Ij+1
|0⟩Pj+2,Ij+2,...,Pm,Im

(142)

+β
(i,j)
0 β

(i,j+1)
1 |0⟩F |Λj+1⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj ,Ij |+⟩Pj+1
(|0⟩|i⟩)Ij+1

|0⟩Pj+2,Ij+2,...,Pm,Im .
(143)

Since
√
pi ≥ φj = 2φj+1, from Lemma 5, we have

|β(i,j+1)
0 | ≤ Lϵ. Then, we can infer that the component

in Eq. (141) after step 1 and step 2 of Aj+1 is an
approximation of

β
(i,j)
0 |0⟩F |Λj+1⟩C |0⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj ,Ij |+⟩Pj+1(|0⟩|i⟩)Ij+1 |0⟩Pj+2,Ij+2,...,Pm,Im

(144)

up to error O(Lϵ).
Then, after step 3 of Aj+1, the component in Eq. (141)

becomes

β
(i,j)
0 Sj+1(

√
pi)|1⟩F |Λj+1⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj ,Ij |+⟩Pj+1
(|0⟩|i⟩)Ij+1

|0⟩Pj+2,Ij+2,...,Pm,Im

+ β
(i,j)
0

√
1− Sj+1(

√
pi)2|0⟩F |Λj+1⟩C |ψ(i,j+1)

garbage⟩A,B,Q,P,I

(145)

up to error O(Lϵ).
Since Sj+1 satisfies the condition in Eq. (48) and√
pi ∈ [φj+1, φj−1), we can infer that the component

in Eq. (145) is an approximation of

β
(i,j)
0 S(

√
pi)|1⟩F |Λj+1⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj ,Ij |+⟩Pj+1(|0⟩|i⟩)Ij+1 |0⟩Pj+2,Ij+2,...,Pm,Im

(146)

up to error O(Lϵ).

In conclusion, the state after Aj+1 is

β
(i,j)
0 S(

√
pi)|1⟩F |Λj+1⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj ,Ij |+⟩Pj+1
(|0⟩|i⟩)Ij+1

|0⟩Pj+2,Ij+2,...,Pm,Im

+β
(i,j)
1 S(

√
pi)|1⟩F |Λj⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |+⟩Pj
(|0⟩|i⟩)Ij |0⟩Pj+1,Ij+1,...,Pm,Im

+β
(i,j)
0

√
1− S(

√
pi)2|0⟩F |Λj+1⟩C |ψ(i,j+1)

garbage⟩A,B,Q,P,I

+β
(i,j)
1

√
1− S(

√
pi)2|0⟩F |Λj⟩C |ψ(i,j)

garbage⟩A,B,Q,P,I

(147)

up to error O(Lϵ).

State after A. Since the state in Eq. (147) has no
overlap with |0⟩C1,...,Cj+1

, Ak for all k = j + 2, . . . ,m
do not change it.

Therefore, we can infer that state after A,
A(|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I), satisfies

(|1⟩⟨1|F ⊗ I)A(|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I)

≈β(i,j)
0 S(

√
pi)|1⟩F |Λj+1⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |γj⟩Pj ,Ij |+⟩Pj+1
(|0⟩|i⟩)Ij+1

|0⟩Pj+2,Ij+2,...,Pm,Im

+ β
(i,j)
1 S(

√
pi)|1⟩F |Λj⟩C |i⟩A|i⟩B |+⟩Q|γ1⟩P1,I1

· · · |+⟩Pj (|0⟩|i⟩)Ij |0⟩Pj+1,Ij+1,...,Pm,Im

=:S(
√
pi)|1⟩F |Φi⟩, (148)

where the approximation error of the first equation is
O(Lϵ) and |Φi⟩ is a normalized state.

Correctness. From Eq. (148) and Eq. (136), we can
infer that

(|1⟩⟨1|F ⊗ I)A(

n∑
i=1

√
pi|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I)

≈
n∑

i=1

√
piS(

√
pi)|1⟩F |Φi⟩, (149)

where the approximation error is O(Lϵ).
Using variable-time amplitude estimation, we can es-

timate

∥(|1⟩⟨1|F ⊗ I)A(|0⟩F |0⟩C |0⟩A|ψp⟩B |+⟩Q|0⟩P,I)∥2

=

n∑
i=1

piS(
√
pi)

2 +O(Lϵ)

=

n∑
i=1

piS(
√
pi)

2(1 +O(ϵ)) (150)

within multiplicative error ϵ with success probability at
least 1− δ.

Since L ≤
∑n

i=1 piS(
√
pi)

2, we have∑n
i=1 piS(

√
pi)

2 + O(Lϵ) =
∑n

i=1 piS(
√
pi)

2(1 +
O(ϵ)). Therefore, the output of Algorithm 3 is an
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estimate of
∑n

i=1 piS(
√
pi)

2 within multiplicative error
O(ϵ).

By rescaling ϵ to cϵ with a small constant c, we can
estimate

∑n
i=1 piS(

√
pi)

2 to within multiplicative error
ϵ with the same query complexity.
Complexity. Our Algorithm 3 is a direct use of variable-
time amplitude estimation in Theorem 6, so in order
to get its query complexity, we only need to calculate
tj , pstop=tj , Tavg, and psucc of Ã. We will calculate these
parameters for A for simplicity since Ã only use Up one
more time than A.
Calculate psucc. In the previous paragraph, we have
proved that psucc =

∑n
i=1 piS(

√
pi)

2(1 +O(ϵ)).

Calculate tj . The query complexity of Aj for j < m
is the sum of query complexity of W (φj , Lϵ/m) and
U

(SV )
Sj

, which is O
(

1
φj

log
(
m
ϵL

)
+ deg(Sj)

)
for j < m

while the query complexity of Am is O(deg(Sm)).
Then the sum of the query complexity of the first j

stages of A for j < m is

tj = O
( j∑

k=1

(
1

φk
log
(m
ϵL

)
+ deg(Sk)

))

= O
( j∑

k=1

(
2k

β
log
(m
ϵL

)
+ deg(Sk)

))

= O
(
2j

β
log
(m
ϵL

)
+

j∑
k=1

deg(Sk)

)
, (151)

and tm = O
(

2m−1

β log
(
m
ϵL

)
+
∑m

k=1 deg(Sk)
)

.

Calculate pstop=tj . Note that

pstop=tj =∥(|Λj⟩⟨Λj |C ⊗ I)A

· (
n∑

i=1

√
pi|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I)∥2

=

n∑
i=1

pi∥(|Λj⟩⟨Λj |C ⊗ I)A

· (|0⟩F |0⟩C |0⟩A|i⟩B |+⟩Q|0⟩P,I)∥2 (152)

To simplify the writting of formulas, we define Qj =
{i : √pi ∈ [φj , φj−1)} for j = 1, . . . ,m, and Q0 = ∅
in the following proof.

Then from Eq. (147), we can infer that for i such that√
pi ̸∈ [φj , φj−2), they contribute at most O((Lϵ)2) to

pstop=tj , so we only need to consider contribute of i
such that

√
pi ∈ [φj , φj−2). Therefore, we can infer

that pstop=tj equals∑
i∈Qj

pi|β(i,j)
1 |2 +

∑
i∈Qj−1

pi|β(i,j−1)
0 |2 +O(Lϵ), (153)

where β(i,0)
0 = β

(i,m)
0 := 0 and β(i,m)

1 := 1.

Calculate Tavg. Let tm+1 = tm. Then we have

T 2
avg

=

m∑
j=1

pstop=tj t
2
j

≤
m∑
j=1

(∑
i∈Qj

pi|β(i,j)
1 |2 +

∑
i∈Qj−1

pi|β(i,j−1)
0 |2 +O(Lϵ)

)
t2j

≤
m∑
j=1

(∑
i∈Qj

pi|β(i,j)
1 |2t2j+1 +

∑
i∈Qj−1

pi|β(i,j−1)
0 |2t2j

)
+O(Lϵ

m∑
j=1

t2j )

=

m∑
j=1

∑
i∈Qj

pi(|β(i,j)
1 |2 + |β(i,j)

0 |2)t2j+1 +O(Lϵ

m∑
j=1

t2j )

=

m∑
j=1

∑
i∈Qj

pit
2
j+1 +O(Lϵ

m∑
j=1

t2j ). (154)

From Theorem 6, we can infer the query complexity
of Algorithm 3 is

Õ
(
tm +

Tavg√
psucc

)

=Õ

tm +

√∑m
j=1

∑
i∈Qj

pit2j+1 +
√
Lϵ
∑m

j=1 tj√∑n
i=1 piS(

√
pi)2


=Õ

tm +
√
ϵ

m∑
j=1

tj +

√∑m
j=1

∑
i∈Qj

pit2j+1√∑n
i=1 piS(

√
pi)2

 ,

(155)

where the second inequality comes from L ≤∑n
i=1 piS(

√
pi)

2.

OTHER PROOFS

A. Proof of Lemma 1

Proof. Let Π = |0⟩⟨0|HF
, Π̃ = |1⟩⟨1|HF

⊗ IHW
, then

Π̃AΠ has only one singular value
√
psucc. Then using

Lemma 5, we can determine whether
√
psucc is larger

than 2φ or smaller than φ for a given φ ∈ (0, 1) with
success probability at least 1− δ using log

(
1
δ

)
1
φ calls to

A and A†.
Then setting φ = 1, 12 , . . . ,

1

2
⌈log( 1

L )⌉
sequentially,

we can determine whether
√
psucc ≥ 2φ with success

probability 1− δ

log( 1
L )

using O
(
log

(
log( 1

L )
δ

)
1
φ

)
calls

to A and A†, if so, stop and output 2φ.
Then with success probability at least 1− δ, the algo-

rithm will stop at φ = 1

2

⌈
log

(
1√

psucc

)⌉
+1

= Θ(
√
psucc), so
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the output is in [ 12
√
psucc, 2

√
psucc], and the total calls

to A and A† is

O

(
log

(
log
(
1
L

)
δ

)
log

(
1

√
psucc

)
1

√
psucc

)
. (156)

B. Proof of Lemma 4

Proof. Let γn := (xg(x))−1( 1ag(
1
n )). For any probabil-

ity distribution p = (pi)
n
i=1, let pM = maxi∈[n] pi and

iM = argmaxi∈[n]pi.
Since xg(x) is a convex function, we have√∑n

i=1 pig(pi)
2∑n

i=1 pig(pi)
≤

√
g(pM )√∑n

i=1 pig(pi)

=

√
g(pM )√

pMg(pM ) +
∑

i ̸=iM
pig(pi)

≤
√
g(pM )√

pMg(pM ) + (n− 1) 1−pM

n−1 g(
1−pM

n−1 )

=
1√

pM + (1− pM )
g(

1−pM
n−1 )

g(pM )

,

(157)

where the second inequality comes from xg(x) is a
convex function on [0, 1] and Jensen’s inequality.

Since g(x) and (xg(x))−1 are monotonically func-
tions on [0, 1] and g(0) = (xg(x))−1(0) = 0, we have
limx→0 g(x) = limx→0(xg(x))

−1 = 0. Thus we have
limn→∞ γn = limn→∞(xg(x))−1( 1ag(

1
n )) = 0.

If pM ≥ γn, from Eq. (157), we have√∑n
i=1 pig(pi)2∑n
i=1 pig(pi)

≤ 1√
γn

.
If pM < γn, we have

lim
n→∞

(
1

γn

(
pM + (1− pM )

g( 1−pM

n−1 )

g(pM )

))

> lim
n→∞

(1− γn)
g( 1−γn

n−1 )

γng(γn)
= lim

n→∞

g( 1n )

g(γn)γn
= 2, (158)

where the first equation comes from convex function
is continuous and limn→∞ γn = 0, and the second
equation comes from γng(γn) = 1

ag(
1
n ). Then we can

infer that for sufficiently large n,√∑n
i=1 pig(pi)

2∑n
i=1 pig(pi)

≤ 1√
pM + (1− pM )

g(
1−pM
n−1 )

g(pM )

<
1

√
γn
.

(159)

Therefore, we can infer that
√∑n

i=1 pig(pi)2∑n
i=1 pig(pi)

=

O
(

1√
γn

)
as n→ ∞.

If we choose p
(n)
1 = γn and p

(n)
i = 1−γn

n−1 for i =
2, . . . , n, we have

lim
n→∞

√
γn

√∑n
i=1 p

(n)
i g(p

(n)
i )2∑n

i=1 p
(n)
i g(p

(n)
i )


= lim

n→∞

√
γn

√
γng(γn)2 + (1− γn)g(

1−γn

n−1 )2

γng(γn) + (1− γn)g(
1−γn

n−1 )


= lim

n→∞

√
γn

√
γng(γn)2 + g( 1n )

2

γng(γn) + g( 1n )


= lim

n→∞

√
γn

√
1

4γn
g( 1n )

2 + g( 1n )
2

3
2g(

1
n )


=
1

3
, (160)

where the fourth equation comes from limn→∞ γn = 0.
From Eq. (159) and Eq. (160), we can infer that

maxp=(pi)ni=1

√∑n
i=1 pig(pi)2∑n
i=1 pig(pi)

= Θ
(

1√
γn

)
as n → ∞,

which completes the proof.

C. Proof of Lemma 5

Proof. We first apply Hadamard gate H to register P
and obtain

|0⟩C |+⟩P |ψi⟩I . (161)

Setting the parameters (δ′, ϵ′, t) in Lemma 8 to δ′ :=
1
2φ, t :=

3
2φ, ϵ

′ := ϵ2

2 , we can construct an even polyno-
mial S := P ′ in Lemma 8 with deg(S) = O

(
log
(
1
ϵ

)
/φ
)

such that

∀x ∈ [−1,−2φ] ∪ [2φ, 1] :S(x) ∈ [0,
ϵ2

2
], and

∀x ∈ [−φ,φ] :S(x) ∈ [1− ϵ2

2
, 1].

(162)

Apply S(SV )(Π̃UΠ) to register I using register P
as ancilla register. Then we will have the state |Φ⟩ in
register (P, I) such that

(⟨+|P ⊗Π)|Φ⟩ =S(SV )(Π̃UΠ)|ψi⟩I

=(

d∑
i=1

S(σi)|ψi⟩⟨ψi|)|ψi⟩I = S(σi)|ψi⟩I ,

(163)

where the first equation comes from Π|ψi⟩ = |ψi⟩.
Therefore, we can infer that the state |Φ⟩ satisfies

|Φ⟩ = S(σi)|+⟩P |ψi⟩I +
√

1− S(σi)2|γ⟩P,I , (164)

where (⟨+|P ⊗Π)|γ⟩P,C = 0, since Π is an orthogonal
projection.
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Next, we apply C|+⟩⟨+|⊗ΠNOT = |+⟩⟨+| ⊗Π⊗X +
(I − |+⟩⟨+| ⊗Π)⊗ I to register (P, I, C) and obtain

C|+⟩⟨+|⊗ΠNOT|Φ⟩P,I |0⟩C
=(|+⟩⟨+| ⊗Π⊗X)S(σi)|+⟩P |ψi⟩I |0⟩C+
(I − |+⟩⟨+| ⊗Π)

√
1− S(σi)2|γ⟩P,I |γ⟩C

=S(σi)|+⟩P |ψi⟩I |1⟩C +
√

1− S(σi)2|γ⟩P,I |0⟩C ,
(165)

where the first equation comes from (⟨+|P⊗Π)|γ⟩P,C =
0 and |+⟩⟨+| ⊗Π is an orthogonal projector.

From Eq. (162), we can infer that

∀σi ∈ [0, φ] :
√

1− S(σi)2 ≤

√
1−

(
1− ϵ2

2

)2

≤
√
1− (1− ϵ2) = ϵ

(166)

∀σi ∈ [2φ, 1] : S(σi) ≤
ϵ2

2
≤ ϵ, (167)

which completes the proof.
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