
ar
X

iv
:2

01
1.

06
68

0v
3 

 [
cs

.I
T

] 
 9

 M
ar

 2
02

1
1

Cognitive RF–FSO Fronthaul Assignment in

Cell-Free and User-Centric mMIMO Networks
Pouya Agheli, Mohammad Javad Emadi, and Hamzeh Beyranvand

Abstract—Cell-free massive MIMO (CF-mMIMO) network
and its user-centric (UC) version are considered as promising
techniques for the next generations of wireless networks. How-
ever, fronthaul and backhaul assignments are challenging issues
in these networks. In this paper, energy efficiencies of uplink
transmission for the CF- and UC-mMIMO networks are studied,
wherein access points (APs) are connected to aggregation nodes
(ANs) through radio frequency (RF) and/or free-space optic
(FSO) fronthauls, and the ANs are connected to a central process-
ing unit via fiber backhauls. The achievable data rates are derived
by taking into account the effects of hardware non-ideality at the
APs and ANs, FSO alignment and weather conditions. To have
a robust and energy-efficient network, especially in the presence
of FSO misalignment and adverse weather conditions, firstly, a
cognitive RF–FSO fronthaul assignment algorithm is proposed
at the cost of sharing the available RF bandwidth between the
access and fronthaul links. Then, optimal power allocations at the
users and APs are investigated, and two analytical approaches are
proposed to solve the non-convex optimization problem. Through
numerical results, we have discussed how utilizing the cognitive
RF–FSO fronthaul assignment achieves higher energy efficiency
compared to that of FSO-only, RF-only, or simultaneously using
RF and FSO fronthaul links, e.g., achieving up to 198% higher
energy efficiency under unfavorable conditions. Moreover, the
effects of FSO misalignment, weather conditions, and power
allocations on the performances of the CF- and UC-mMIMO
networks are discussed.

Index Terms—Cell-free massive MIMO, user-centric massive
MIMO, RF and FSO fronthaul, fiber backhaul, uplink achievable
data rates, energy efficiency.

I. INTRODUCTION

K
EY features of novel technologies for upcoming wireless

networks are to answer the immediate increase of mobile

users with high data rates, low latency, and energy-efficient

connection requirements. To this end, a massive multiple-

input multiple-output (mMIMO) network has been proposed

to provide noticeable improvements in spectral and energy

efficiencies by applying near-optimal linear processing thanks

to the weak law of large numbers [1]. In the mMIMO

network, it is sufficient to acquire channel state information

(CSI) at base stations, and due to the channel hardening

and uplink/downlink reciprocity in a time-division duplexing

manner, each user only needs to know the statistical averages

of effective channels. Thus, there is no pilot transmission

overhead in the downlink [2]. Various modifications of the

mMIMO network have been introduced in the literature [2]–

[5]. In particular, a cell-free mMIMO (CF-mMIMO) network,
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trical Engineering, Amirkabir University of Technology (Tehran Polytechnic),
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which inherits the advantages of both distributed and mMIMO

networks, has been introduced to serve users with almost

the same high spectral efficiency and coverage support by

applying the maximum-ratio detection at access points (APs)

[4]. In the CF-mMIMO setup, the APs simultaneously serve all

user equipment (UEs). Since the access links between the APs

and UEs are shorter, and the UEs experience almost-surely

better channels, the CF-mMIMO network provides higher data

rates and wider coverage support than the cellular one. In this

case, [4] has shown that the CF-mMIMO network outperforms

the small-cell one with about 5-fold and 10-fold improvement

in 95%-likely per-user throughput, under uncorrelated and

correlated shadowing, respectively.

The CF-mMIMO networks have been investigated from

various perspectives. A max-min transmission power control

mechanism that ensures uniformly good service within a cov-

erage area has been proposed in [4]. Similarly, a power control

mechanism for pilot transmission has been studied in [6],

which minimizes the channel estimation’s mean-squared error.

In addition, a user-centric mMIMO (UC-mMIMO) network,

wherein each user merely connects to its nearby APs, has

been introduced and analyzed in [7]. It has been shown that

the UC-mMIMO network provides higher per-user data rates

in comparison to the CF-mMIMO one with less fronthaul and

backhaul overhead [8] and [9]. Moreover, [10] and [11] have

analyzed the energy efficiency and total power consumption

models at the APs and ideal backhaul links in the CF-mMIMO

network. Furthermore, in [12] and [13], spectral and energy

efficiencies have been analyzed for limited-capacity fronthaul

CF-mMIMO networks, and the effects of quantization on the

network’s performance have been studied.

On the other hand, the fronthaul and backhaul links are

mainly deployed by using two well-known optical technolo-

gies; fiber and free-space optic (FSO). The fiber communica-

tion technology provides high data rates and low path-loss,

which comes at the disadvantages of high deployment costs

and digging problems. Conversely, the FSO technology offers

high enough data rates with much lower deployment cost,

rapid setup time, easy upgrade, flexibility, and freedom from

spectrum license regulations. However, it comes at the expense

of some drawbacks such as pointing error, the requirement of a

good-enough line-of-sight (LOS) connection, and sensitivity to

weather conditions [14]–[16]. To conquer the outage problem

of FSO links in adverse weather conditions, combined radio

frequency (RF) and FSO, namely hybrid RF–FSO, and buffer-

aided RF–FSO solutions have been suggested [14], [17]–

[21]. [22] has presented a cloud-radio access network (C-

RAN) with RF access and hybrid RF–FSO fronthaul links in

http://arxiv.org/abs/2011.06680v3
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which RF-based fronthaul and access links exploit the same

frequency band with an optimized time-division mechanism.

Furthermore, optimal power allocations and FSO fronthaul

selections in cloud small-cell millimeter-wave networks have

been proposed in [23].

To have a lower-complexity signal processing and skip com-

plete channel decoding and re-encoding at a relay node, in-

stead of utilizing the well-known decode-and-forward relaying

scheme, one can use the classical amplify-and-forward (AF)

scheme. Besides, for converting the received signal at a relay

to another domain, e.g., radio-over-FSO or FSO-over-fiber, a

practical clipping model could be used [24]–[27]. In practice,

communications suffer from various analog and digital non-

idealities, such as phase noise, impedance mismatch, I/Q

imbalance, and quantization [12]. Despite investing in high-

quality devices and applying more complex signal processing,

some non-negligible errors still remain. These errors are called

hardware impairment (HI) [28]. Therefore, to propose a cost-

efficient mMIMO network, analyzing its performance, subject

to the HI model, has gained research interest [29]–[32].

To the best of our knowledge, the CF- and UC-mMIMO

networks’ performances with two layers of optical fronthaul

and backhaul links, subject to different hardware models, FSO

alignment and weather conditions, have not been investigated

in the literature. In this paper, we study the uplink trans-

missions of the CF- and UC-mMIMO wireless networks in

which RF and FSO fronthaul links connect distributed APs to

aggregation nodes (ANs), and fiber backhaul links connect the

ANs to a central processing unit (CPU). The clipping and HI

models are also used to model the reformations of the radio

and optical signals at the APs and ANs. The main contributions

of the paper are summarized as follows.

• Closed-form uplink achievable data rates are derived by

employing maximum-ratio-combining (MRC) and use-

and-then-forget (UatF) techniques for the CF- and UC-

mMIMO networks.

• Optimal power allocations at the UEs and APs are pro-

posed to maximize energy efficiencies of the CF- and UC-

mMIMO networks, subject to maximum transmission and

consumed powers at the UEs and APs. To overcome the

non-convexity of the optimization problem, we suggest

two solutions based on the geometric programming (GP)

and weighted minimum mean-square error (W-MMSE)

approaches.

• A cognitive fronthaul assignment algorithm is proposed

to maximize the energy efficiencies of the CF- and UC-

mMIMO networks under FSO misalignment and adverse

weather conditions. To this end, an AP cognitively de-

cides to transmit data over its FSO-only, RF-only, or

RF–FSO fronthaul. For the case of using RF bands in

the fronthaul links, e.g., RF-only and RF–FSO, the RF

bandwidth is shared between the access and fronthaul.

• Through numerical results, the performances of the CF-

and UC-mMIMO networks and the advantages of the

optimal power allocations and cognitive fronthaul as-

signments are investigated. It is shown that the UC-

mMIMO network outperforms the CF-mMIMO one from

the spectral and energy efficiency viewpoints. It is also

concluded that the optimally allocating the UEs’ and

APs’ transmission powers improves the networks’ perfor-

mances compared to full power allocations. Likewise, the

networks with cognitively-assigned fronthaul links offer

higher energy efficiencies than that of with FSO-only, RF-

only, and simultaneously using both RF and FSO links

(RF&FSO), in unfavorable FSO alignment and weather

conditions.

Organization: Section II introduces the CF- and UC-

mMIMO networks with FSO and RF fronthaul and fiber

backhaul links. Channel training and data transmission are

represented in Section III. Uplink achievable data rates are

derived in Section IV. Section V presents the power allo-

cations and cognitive fronthaul assignments, and Section VI

represents numerical results and discussions. Finally, the paper

is concluded in Section VII.

Notation: x∈Cn×1 represents a vector in an n-dimensional

complex space, E{·} is the expectation operator, and [ · ]T
stands for the transpose. Also, erf(.) and erfc(.) indicate

the error and complementary error functions, respectively.

Moreover, y ∼ N (m,σ2) and z ∼ CN (m,σ2) sequentially

denote real-valued and complex symmetric Gaussian random

variables (RVs) with mean m and variance σ2.

II. SYSTEM MODEL

We consider a distributed mMIMO network wherein M
number of N -antenna APs simultaneously serve K single-

antenna UEs at the same time–frequency resources. The users

are distributed over a wide area with different regions, e.g.,

urban and rural areas, industrial estates, and crowded places,

c.f. Fig. 1. To cover the whole area, it is also assumed that

there exists A ANs to gather data from all the APs via RF–FSO

links, namely the fronthaul links. Every AP is equipped with a

single RF fronthaul antenna and an FSO aperture for sending

signals to the serving AN. Ultimately, each AN re-transmits

its received signals to the CPU via a multi-core fiber (MCF)

link, called the backhaul link. To analyze the performance of

the proposed network, we consider two setups; (a) cell-free

network and (b) user-centric one. Despite the cell-free setup

in which an AP serves all UEs, for the user-centric case, each

AP only serves a portion of its adjacent UEs. Moreover, to

acquire channel state information (CSI), each coherence time

interval is divided into two phases; uplink channel training and

data transmission, where UE–AP access and AP–AN fronthaul

links are estimated at the APs and ANs, respectively.

Before investigating achievable data rates and optimization

problems, we study data flow and provide channel and hard-

ware models in the following subsections.

A. Fronthaul Signal Flow

Considering the alignment precision and weather conditions

as two main factors affecting the FSO performance, each

AP decides to forward the received signal over its FSO-

only, RF-only, or RF–FSO fronthaul, c.f. Fig. 2, based on

a cognitive fronthaul assignment algorithm. To this end, we

consider four weather conditions–clear, rainy, snowy, and
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foggy. Also, we suggest three FSO alignment conditions–

poor, moderate, and good alignments. In the case of RF-

only and RF–FSO fronthauling, the available RF bandwidth

is shared between the access and fronthaul links due to its

high cost, and the frequency-division multiplexing (FDM)

method is applied. Let us consider the RF bandwidth as BW,

and define BW0 and BWm as the bandwidths of the access

layer and the mth AP’s RF fronthaul, respectively. So, we

have BW0 = min
a=1,2,...,A

{BW0a}, where BW0a = BWm =

BW/(∆a+1), m∈M(a)1. Herein, ∆a is the number of the

RF links connected to the ath AN, for a = 1, 2, ..., A. Thanks

to beamforming and interference cancellation techniques, the

fronthauls’ RF bandwidths are reused per AN. Besides, M(a)
denotes the set of the APs served by the ath AN, where
∑A

a=1 M(a)=M , and M(a) ∩M(a′)=∅ if a 6= a′.

B. Access Channels

The RF access link between the kth UE and mth AP is

modeled as

gmk = β
1/2
mkhmk, for m = 1, 2, ...,M and k = 1, 2, ...,K,

(1)

1Since the received signals at an AP are analogy reformed and forwarded,
its input and output RF signals’ bandwidths are equal.

where βmk denotes the large-scale fading, and hmk ∈CN×1

represents the small-scale Rayleigh fading coefficients such

that its elements are independent and identically distributed

(i.i.d.) CN (0, 1) RVs.

C. Fronthaul Channels

Since the fronthaul link could be FSO-only, RF-only, or

RF–FSO, in what follows, we discuss channel modelings of

RF and FSO links.

1) RF links: For the case of RF link between the mth AP

and ath AN, we have

IRF
am = β1/2

amham, for m∈M(a), (2)

where βam and ham respectively present the large-scale and

the small-scale fading terms.

2) FSO links: For the case of FSO fronthaul, we have

IFSO
am = Il,amIt,amIp,am, for m∈M(a), (3)

where Il,am denotes the path-loss [33]

Il,am =
Are

−γdam

(φrdam)2
:= I ′l,ame−γdam , (4)

where Ar, dam, φr, and γ denote aperture area, fronthaul

length, beam divergence angle, and weather-dependent atten-

uation coefficient, respectively. Besides, It,am is the atmo-

spheric turbulence-induced fading, modeled via a log-normal

distribution with the following probability distribution function

(p.d.f) of [24]

fIt,am
(It,am) =

1

2It,am
√

2πδ2l,am

exp




−

(

ln(It,am) + 2δ2l,am

)2

8δ2l,am




, (5)

where δ2l,am=0.307C2
nk

7/6
amd

11/6
am is the log-amplitude variance

for plane waves, and C2
n denotes the index of refraction

structure parameter. Herein, kam =2π/λam in which λam is

the wavelength of the FSO link. Furthermore, Ip,am represents

the boresight pointing error with the following pdf [34]

fIp,am
(Ip,am) =

ξ2

Iξ
2

0

Iξ
2−1

p,am , 0 ≤ Ip,am ≤ I0, (6)

where I0 = [erf(v)]
2
, and ξ = 1

2wzeqσ
−1
s implies the

ratio of the equivalent beam radius to the pointing error

displacement standard deviation at the receiver. Moreover,

w2
zeq = w2

z

√
0.25π erf(v)v−1 exp(v2) and v =

√
0.5πw−1

z rs,

where wz is the beam waist at distance z, and rs depicts the

alignment-based radial distance at the detector. Finally, the pdf

of the IFSO
am is obtained as [34]

fIFSO
am

(IFSO
am ) =

ξ2(IFSO
am )ξ

2−1

2(I0Il,am)ξ2
erfc







ln

(
IFSO
am

I0Il,am

)

+ϕam

√

8δ2l,am






ϕ′
am,

(7)

where ϕam=2δ2l,am
(
1 + 2ξ2

)
and ϕ′

am=2δ2l,amξ2
(
1 + ξ2

)
.
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D. Hardware Models

The received signals at the APs and ANs are analogy

reformed and forwarded through the fronthaul and backhaul

links, respectively. Two hardware models are employed; clip-

ping and HI models. In general, the noisy distorted signal is

modeled by the Bussgang theorem, as follows [35]

xout = µxin + nd, (8)

where µ∈{µm, µa} denotes the distortion gain. Furthermore,

xin ∼ CN (0, δ2) is input signal, and nd ∼ CN (0, δ2d) is the

distortion noise.

1) Clipping Model: To convert the RF signals to the FSO

form at an AP, we apply a clipping model in which the received

signal is firstly clipped, and then a DC bias is added to make

the optical signal non-negative. Finally, the amplified signal is

transmitted with a laser diode. This technique is called RF-

over-FSO (RoFSO), c.f. Fig. 3 (a). Likewise, the same method

is used for reforming the FSO and/or RF signals to match the

fiber optics at an AN, sequentially named RF-over-fiber (RoF)

and FSO-over-fiber (FSoF), c.f. Fig. 3 (b). For the clipping

model, the distortion gain becomes [24]

µ = µ0 erf

(

Bc
√

2µ2
0δ

2

)

, (9)

where µ0 denotes the laser’s gain, Bc represents the clipping

level, and the variance of the distortion noise is given by [24]

δ2d = B2
c

(

2− µ

µ0

)

+ µ2
0δ

2
(

1− µ

µ0

) µ

µ0

−
√

2B2
cµ

2
0δ

2

π
exp

(

− B2
c

2µ2
0δ

2

)

. (10)

2) Hardware Impairment Model: Since the RF devices

and signal processing are not ideal, the up-conversion of the

received RF signals at an AP and forwarding them over the

RF fronthaul links are subject to the HI, which is named RF-

over-RF (RoR), as shown in Fig. 3 (a). In (8), we set µ=ξ1/2,

where ξ ∈ [0, 1] indicates the hardware quality factor, nd ∼
CN (0, (1 − ξ)δ2) is uncorrelated with the input signal, and

we have E
{
|xout|2

}
=E

{
|xin|2

}
=δ2 [12].

III. CHANNEL TRAINING AND DATA TRANSMISSION

In this section, we firstly present the uplink channel training

phase to estimate the RF and FSO channel coefficients. Then,

the uplink data transmissions are investigated.

A. Uplink Channel Training

In the channel training phase, the UEs and APs indepen-

dently transmit channel training sequences through their access

and fronthaul links, respectively. The channel coefficients of

the RF access links are estimated at each AP after some

mathematical computations. Likewise, the channel gains of the

RF and FSO fronthaul links are acquired at the corresponding

ANs. Without loss of generality, it is assumed that the CPU

knows the estimated channels derived at the APs and ANs.

Likewise, the estimated channels at each AN are shared with

the served APs, which is required for the fronthaul assignment

algorithm.

1) RF channel estimation at APs: All UEs transmit their

τp-length mutually orthogonal pilot sequences
√
τpρpϕk ∈

Cτp×1 for k = 1, 2, ...,K , where ||ϕk||2 = 1 and τp ≥ K .

Therefore, the N×τp received superimposed pilot matrix at

the mth AP is given by

yp,m =
√
τpρp

K∑

k=1

gmkϕ
H
k + ωp,m, (11)

where ρp represents pilot transmission power, and ωp,m ∼
CN (0, σ2

p,mIN) denotes the additive noise matrix with i.i.d.

elements. Afterward, the received signal is multiplied with the

conjugate transpose of the kth UE’s pilot sequence as

ỹp,mk = yp,mϕk =
√
τpρp

K∑

k′=1

gmk′ϕ
H
k′ϕk+ωp,mϕk. (12)

To obtain the wireless channel coefficients at the mth AP, a

linear minimum mean-square error (LMMSE) estimation is

performed as follows

ĝmk =
(

E
{
gmkỹ

H
p,mk

})(

E
{
ỹp,mkỹ

H
p,mk

})−1

ỹp,mk

=

√
τpρpβmk

τpρp
K∑

k′=1

βmk′ |ϕH
k′ϕk|2 + σ2

p,m

ỹp,mk := ζmkỹp,mk,

(13)

and the mean-square of the estimated channel becomes

γmk =: E{ĝH
mkĝmk} =

√
τpρpβmkζmk. (14)
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2) FSO channel estimation at ANs: To measure the FSO

channel gain between the ath AN and the served mth AP, the

AP sends its τp-length mutually orthogonal pilot signal ϕm

through its FSO link, where ||ϕm||2 = 1. Thus, the received

signal at the ath AN is modeled as2

yp,am =
√

τpP FSO
max I

FSO
am ϕm + υp,am, (15)

where P FSO
max is the maximum FSO transmission power at

each AP satisfying the eye-safety regulations, and υp,am ∼
CN (0, (φFSO

p,am)2Iτp) is the additive noise vector with i.i.d.

elements. Similarly, by multiplying yp,am with ϕ
H
m, and

applying the LMMSE3, we have

ÎFSO
am =

√

τpP FSO
max Γ2

am

τpP FSO
max Γ

2
am + (φFSO

p,am)2
ỹp,am := ζFSO

am ỹp,am, (16)

where, by use of (7), Γn
am is

Γn
am =: E{|IFSO

am |n} =
ξ2(I0Il,am)n

ξ2 + n

×exp

[

2
(

ξ2+n
)2

δ2l,am−
(

ξ2+n
)

ϕam

]

ϕ′
am, (17)

and the mean-square of the estimated channel becomes

γFSO
am =: E{|ÎFSO

am |2} =
√

τpP FSO
max Γ2

amζFSO
am . (18)

3) RF channel estimation at ANs: The mth AP transmits

τp-length mutually orthogonal pilot sequence ϕ
′
m to the serv-

ing AN via its RF link. Hence, the τp×1 received pilot vector

at the ath AN is given by

y
′
p,am =

√

τpP RF
maxI

RF
amϕ

′
m + υ

′
p,am, (19)

where P RF
max denotes the maximum wireless transmission power

at each AP, and υ
′
p,am ∼ CN (0, (φRF

p,am)2Iτp) represents the

additive noise vector with i.i.d. components. Since ||ϕ′
m||2=1,

by multiplying y
′
p,am with ϕ

′H
m , and applying the LMMSE,

we have

ÎRF
am =

√
τpP RF

max βam

τpP RF
maxβam + (φRF

p,am)2
ỹ′p,am := ζRF

amỹ′p,am, (20)

and the mean-square of the estimated channel is derived as

γRF
am =: E{|ÎRF

am|2} =
√

τpP RF
max βamζRF

am. (21)

B. Uplink Data Transmission

After receiving the UEs’ data signal in the uplink by each

AP, it reforms and forwards the processed signal over its

fronthaul to the dedicated AN. Then, the corresponding AN

reshapes the received FSO and/or RF signals to the optical

ones and delivers them to the CPU via its MCF backhaul

link. Finally, users’ data recovery is performed at the CPU. In

what follows, the details of data recovery are presented.

2We assume that the FSO detectors are sufficiently spaced to avoid optical
interference and cross-talk [22].

3The LMMSE is a sub-optimal estimation technique for the FSO channels
due to their non-Gaussian statistics.

1) User-centric clustering: In the UC-mMIMO network

[8], the mth AP only supports a subset of all UEs, i.e.,

K(m) ⊆ {1, 2, ...,K}. Consequently, M(k) denotes the set

of APs serving the kth UE, which is defined as M(k) =
{m : k ∈ K(m)}. By applying a neighborhood clustering

mechanism [7], the mth AP classifies the estimated channel

coefficients in a descending order and only serves a limited

number of UEs, i.e., |K(m)|≤K .

2) Data processing at APs: First, the received signal at

the mth AP is given by

yu,m =
√
ρu

K∑

k=1

√
ηkgmksk + ωu,m, (22)

where sk ∼ CN (0, 1) denotes the information symbol of the

kth UE weighted by power control coefficient ηk∈ [0, 1]. Also,

ρu represents the maximum signal transmission power, and

ωu,m ∼ CN (0, σ2
u,mIN ) indicates the additive noise vector

with i.i.d. elements. Then, the received signal is reformed us-

ing the RoFSO and/or RoR techniques and forwarded through

FSO and/or RF fronthaul links, respectively, as follows

x̃u,am = ǫam

(

µmyu,m + nd,m

)

:= ǫamxu,am, (23)

x̃
′
u,am = ǫ′am

(

µ′
myu,m + n

′
d,m

)

:= ǫ′amx
′
u,am, (24)

where µm and µ′
m denote the FSO and RF distortion gains,

respectively. Herein, nd,m ∼ CN (0, δ2d,mIN ) and n
′
d,m ∼

CN (0, δ′2d,mIN ) represent the distortion noises. In addition,

ǫam∈{0, 1} and ǫ′am∈{0, 1} present the fronthaul assignment

indices of the FSO and RF links between the ath AN and the

mth AP, m∈M(a), respectively. With ǫam=1 and ǫ′am=0,

the signal is sent over the FSO-only fronthaul, while with

ǫam =0 and ǫ′am =1, the signal is sent through the RF-only

fronthaul. However, the signal is transmitted over the RF–FSO

fronthaul if ǫam=ǫ′am=1.
3) Data processing at ANs: The received FSO and/or RF

signals at the ath AN are sequentially presented as below

yu,am = ǫam

(

xu,amIFSO
am + υu,am

)

, (25)

y
′
u,am = ǫ′am

(

x
′
u,amIRF

am + υ
′
u,am

)

, (26)

Also, υu,am ∼ CN (0, (φFSO
u,am)2IN ) and υ

′
u,am ∼

CN (0, (φRF
u,am)2IN ) are the additive noise vectors at the AN

with i.i.d. elements. Then, the AN applies the FSoF and RoF

techniques to match the FSO and/or RF signals with the optical

forms, respectively, and sends them over the connected MCF

backhaul link.
4) Data processing at the CPU: The CPU acquires the

reshaped and noisy versions of the FSO and/or RF signal

vectors sequentially as below

ru,am = µamyu,am + ǫam

(

nd,am + νCPU

)

, (27)

r
′
u,am = µ′

amy
′
u,am + ǫ′am

(

n
′
d,am + νCPU

)

, (28)

where µam and µ′
am represent the FSO and RF distor-

tion gains, respectively. Also, nd,am ∼ CN (0, δ2d,amIN) and

n
′
d,am ∼ CN (0, δ′2d,amIN ) illustrate the distortion noises, and
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νCPU ∼ CN (0, φ2
CPUIN) denotes the additive noise at the

CPU. By using (22)–(28), the received signals at the CPU

are rewritten as

ru,am = ǫam

(

JamIFSO
am

K∑

k=1

√
ηkgmksk +Θu,am

)

, (29)

r
′
u,am = ǫ′am

(

J ′
amIRF

am

K∑

k=1

√
ηkgmksk +Θ′

u,am

)

, (30)

where Jam=
√
ρuµmµam, J ′

am=
√
ρuµ

′
mµ′

am, and we have

Θu,am = µmµamIFSO
am ωu,m + µamIFSO

am nd,m

+ µamυu,am + nd,am + νCPU,

Θ′
u,am = µ′

mµ′
amIRF

amωu,m + µ′
amIRF

amn
′
d,m

+ µ′
amυ

′
u,am + n

′
d,am + νCPU,

where E{Θu,am} = E{Θ′
u,am} = 0. Besides, the covariance

matrices of Θu,am and Θ′
u,am are respectively denoted by

Ω2
u,am=Ω2

u,amIN×N and Ω′2
u,am=Ω′2

u,amIN×N , where

Ω2
u,am = µ2

mµ2
amΓ2

amσ2
u,m + µ2

amΓ2
amδ2d,m

+ µ2
am(φFSO

u,am)2 + δ2d,am + φ2
CPU, (31)

Ω′2
u,am = µ′2

mµ′2
amβamσ2

u,m + µ′2
amβamδ′2d,m

+ µ′2
am(φRF

u,am)2 + δ′2d,am + φ2
CPU. (32)

One can show that all terms of the overall additive noises are

mutually uncorrelated. Thus, the variances of the noises, given

in (31) and (32), become equal to the sum of the variances of

superimposed noises.

IV. ACHIEVABLE RATES ANALYSIS

The data recovery and uplink achievable data rates, for the

CF- and UC-mMIMO networks, are discussed in the following

subsections.

A. Uplink Data Recovery

By applying the MRC detection at the CPU, data recovery

is performed for the CF- and UC-mMIMO networks.

1) UC-mMIMO network: The CPU gathers the uplink

signals from A ANs, i.e., (29) and (30), and recovers the data

symbol of the kth UE, i.e. sk, by applying the following MRC

technique

ru,k =
A∑

a=1

∑

m∈Mk(a)

ĝH
mk

(

(ÎFSO
am )∗ru,am+(ÎRF

am)∗r′
u,am

)

, (33)

where Mk(a)=M(a) ∩M(k).
2) CF-mMIMO network: For the CF-mMIMO network,

the data recovery is employed as in (33), only by use of

Mk(a)=M(a).

B. Uplink Achievable Data Rates

Through this subsection, we derive the uplink achievable

data rates for the CF- and UC-mMIMO networks by em-

ploying the well-known use-and-then-forget (UatF) bounding

technique [2].

1) UC-mMIMO network: In the UC-mMIMO network,

(33) is rewritten as

ru,k = DSksk + BUksk +

K∑

k′=1
k′ 6=k

IUIkk′sk′ + Nk

︸ ︷︷ ︸

Effective noise

, (34)

where

• DSk denotes the desired coefficient of the kth UE

DSk =
√
ηk E

{
A∑

a=1

∑

m∈Mk(a)

ǫamJam(ÎFSO
am )∗IFSO

am ĝH
mkgmk

+
A∑

a=1

∑

m∈Mk(a)

ǫ′amJ ′
am(ÎRF

am)∗IRF
amĝH

mkgmk

}

,

(35)

• BUk is the beamforming uncertainty coefficient of the

kth UE due to the statistical knowledge of the CSI, i.e.,

UatF bounding,

BUk =
√
ηk

(
A∑

a=1

∑

m∈Mk(a)

ǫamJam(ÎFSO
am )∗IFSO

am ĝH
mkgmk

− E

{
A∑

a=1

∑

m∈Mk(a)

ǫamJam(ÎFSO
am )∗IFSO

am ĝH
mkgmk

}

+

A∑

a=1

∑

m∈Mk(a)

ǫ′amJ ′
am(ÎRF

am)∗IRF
amĝH

mkgmk

− E

{
A∑

a=1

∑

m∈Mk(a)

ǫ′amJ ′
am(ÎRF

am)∗IRF
amĝH

mkgmk

})

,

(36)

• IUIkk′ represents the inter-user interference coefficient

from the k′th UE

IUIkk′ =
√
ηk′

(
A∑

a=1

∑

m∈Mk(a)

ǫamJam(ÎFSO
am )∗IFSO

am ĝH
mkgmk′

+

A∑

a=1

∑

m∈Mk(a)

ǫ′amJ ′
am(ÎRF

am)∗IRF
amĝH

mkgmk′

)

,

(37)

• Nk indicates the overall additive effective noises

Nk =
A∑

a=1

∑

m∈Mk(a)

ǫam(ÎFSO
am )∗ĝH

mkΘu,am

+

A∑

a=1

∑

m∈Mk(a)

ǫ′am(ÎRF
am)∗ĝH

mkΘ
′
u,am. (38)

One can show that all the given terms in (34) are mutually un-

correlated. Thus, from the information theoretic perspective, to

analyze the worst-case scenario, we assume that the effective

noise is modeled by an equivalent Gaussian random variable.

Thus, the uplink achievable data rates of the kth UE becomes

Ru,k = log2

(

1 + SINRk

)

[bps/Hz], (39)
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where the SINRk is derived in the following Theorem.

Theorem 1. The SINR of the kth UE is computed as follows

SINRk=

ηk

[
A∑

a=1

∑

m∈Mk(a)

(

µmA(k)+µ′
mA′(k)

)]2

A∑

a=1

∑

m∈Mk(a)

[

µ2
m

(

ηkB(k)+
K∑

k′ 6=k

ηk′C(k, k′)
)

+µ′2
m

(

ηkB′(k)+
K∑

k′ 6=k

ηk′C′(k, k′)

)]

+D(k)

,

(40)

where

A(k)=
√
ρuǫamµamγFSO

am γmk,

A′(k)=
√
ρuǫ

′
amµ′

amγRF
amγmk,

B(k)=ρuǫ
2
amµ2

am(γFSO
am )2

(

γmk+2βmk

)

γmk,

B′(k)=ρuǫ
′2
amµ′2

amγRF
am

(

γRF
amβmk+βamγmk+βamβmk

)

,

C(k, k′)=2ρuǫ2amµ2
am(γFSO

am )2
(

ζ2mkσ
2
p,m+γ2

mk/βmk

)

βmk′ ,

C′(k, k′)=

ρuǫ
′2
amµ′2

amγRF
am

(
γRF
am+βam

)(

ζ2mkσ
2
p,m+γ2

mk/βmk

)

βmk′ ,

D(k)=
A∑

a=1

∑

m∈Mk(a)

γmk

(

ǫ2amγFSO
am Ω2

u,am+ǫ′2amγRF
amΩ′2

u,am

)

.

Proof. See Appendix A.

2) CF-mMIMO network: By use of Mk(a) = M(a) in

(40), the SINRk of the CF-mMIMO network is derived.

V. RESOURCE ALLOCATION

In this section, we firstly propose a cognitive fronthaul

assignment algorithm used at each AP. Then, the UEs’ and

APs’ optimal transmission powers are obtained to maximize

the energy efficiencies (EEs) of the CF- and UC-mMIMO

networks.

A. Cognitive Fronthaul Assignment

To assign a fronthaul link, e.g., FSO-only, RF-only, and

RF–FSO, for the mth AP, Algorithm 1 is proposed by use of

the estimated channels and measured FSO beam at the cor-

responding AN. Under different FSO alignment and weather

conditions, the values of ǫam and ǫ′am are assigned. For

measuring the received FSO beam’s alignment at an AN, a

quadrant photodiode (QPD) with 4-quadrant detectors (4QD)

is utilized [36], c.f. Fig 44. Based on the measured FSO beam

at the quadrants of the QPD, namely q1, q2, q3, and q4, we

obtain the FSO alignment condition. Next, an approximate

value of the attenuation coefficient, i.e., γ̂, is derived in

(41) to estimate the weather condition. Finally, the fronthaul

assignment indices are acquired.

4One can show that the bounds for the rs among the ideal alignment and
misalignment are obtained as wz−ra ≤ rs ≤wz+ra. Therefore, we have

1−w−1
z ra≤w−1

z rs≤1+w−1
z ra.

PSfrag replacements

q1q2

q3 q4

wz
rs

ra

(a) (b) (c)

Fig. 4. The (a) poor, (b) moderate, and (c) good FSO alignments at the ath
AN’s QPD. The bold gray and red dashed circles represent FSO aperture and
beam waist, respectively.

Algorithm 1: Cognitive fronthaul assignment

Input: FSO parameters ξ, δl,am, I ′l,am; attenuation

factors of the supposed weather conditions,

e.g., γ; fronthaul length dam; mean-squares of

the estimated channels γFSO
am , γRF

am; received

signals at the QPD q1, q2, q3, q4. Initial

parameters rs, I0.

Output: The fronthaul assignment indices: ǫam, ǫ′am.

1 if qi≫
∑4

j=1
j 6=i

qj , ∀i or qi≃qj≃0, ∀i 6=j then poor

alignment;

2 else if qi≃qj≫0, ∀i 6=j then good alignment;

3 else moderate alignment.

4 Update I0 using rs.

5 Using (4)–(6), estimate γ̂ as below

γ̂ =
1

dam
ln

(√

(ξ2+2)
√

γFSO
am

ξI0I ′l,am

)

−
2δ2l,am
dam

. (41)

6 Compare the γ̂ with the γ of different weather

conditions → clear, rainy, snowy, or foggy.

7 Assign default ǫam=1, ǫ′am=0.

8 if γRF
am≤γFSO

am then goto 16.

9 if poor alignment then ǫam=0, ǫ′am=1;

10 else if moderate alignment then

11 if snowy or foggy weather then ǫam=0, ǫ′am=1;

12 else ǫam=ǫ′am=1;

13 else

14 if snowy weather then ǫam=ǫ′am=1;

15 else if foggy weather then ǫam=0, ǫ′am=1.

16 return ǫam, ǫ′am; stop the process.

B. Power Allocation

Our goal is to maximize the CF- and UC-mMIMO net-

works’ EEs by optimally allocating the UEs’ and APs’

transmission powers, subject to maximum power constraints.

Thereafter, the optimization problem is presented by

P1 : maximize
{ηk≥0},

{Pm≥0, P ′

m≥0}

EE

subject to







C1 : ηk ≤ 1, ∀k,
C2 : Pm ≤ P FSO

max , ∀m,

C3 : P ′
m ≤ P RF

max, ∀m,

(42)
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where Pm and P ′
m are transmission powers at the mth AP’s

FSO and RF terminals, respectively. Also, P FSO
max denotes the

maximum FSO transmission power, satisfying the eye-safety

regulations, and P RF
max represents the maximum RF transmis-

sion power at each AP. The EE of the network is defined as

EE =
τ − τp

τ








BW0

K∑

k=1

log2

(

1 + SINRk

)

Pnet







, (43)

such that

Pnet = ρu

K∑

k=1

ηk

︸ ︷︷ ︸

UEs

+

M∑

m=1

(

Pc,m+Pfh,m

)

︸ ︷︷ ︸

APs and fronthaul links

+

A∑

a=1

(

Pc,a+Pbh,a

)

︸ ︷︷ ︸

ANs and backhaul links

,

(44)

where Pc,m and Pc,a denote the circuit powers at the mth AP

and ath AN, respectively. Besides, Pfh,m indicates the power

consumed by the mth fronthaul link, and Pbh,a depicts the

consumed power at the ath backhaul link. The sum of the

second and third terms in (44) is named as Pfbh for next usages.

Also, Pm, given in C2, is computed as

Pm = E

{

x
H
u,amxu,am

}

= µ2
mρu

K∑

k=1

ηkβmk+µ2
mσ2

u,m+δ2d,m≤P FSO
max , ∀m. (45)

Therefore, we have

µ2
m

(

ρu

K∑

k=1

ηkβmk+σ2
u,m

)

≤P FSO
max −δ2d,m≤P FSO

max , ∀m. (46)

Without loss of generality, by replacing P FSO
max−δ2d,m with P FSO

max ,

the feasible set becomes larger or equivalently we can assume

higher maximum power. It is also worth noting that, numerical

result indicates that the value of δ2d,m is negligible compared

to P FSO
max . Similar to (45)–(46), C3 is rewritten as

µ′2
m

(

ρu

K∑

k=1

ηkβmk+σ2
u,m

)

≤P RF
max, ∀m. (47)

According to (46)–(47), finding the optimal values of µm and

µ′
m is equivalent to obtain the optimal values of Pm and P ′

m.

Therefore, the optimization problem P1 is reformulated as

P2 : maximize
{ηk≥0},

{µm≥0, µ′

m≥0}

τ − τp
τ

(
BW0

P0

) K∑

k=1

log2

(

1 + SINRk

)

subject to

{

C1 : ηk ≤ 1, ∀k,
C2 : (46), C3 : (47), C4 : Pnet ≤ P0.

(48)

Since the optimization problem P2 is a non-convex and NP-

hard problem, we propose two approaches to solve it; high-

SINR approximation and the equivalent W-MMSE method.

Since
τ−τp

τ

(
BW0

P0

)

is constant, it can be removed from the

objective function.

1) High-SINR approximation: By applying the high-SINR

approximation, the objective function is approximated with

τ−τp
τ

(
BW0

P0

)

log2

( K∏

k=1

SINRk

)

. Moreover, because log2(x)≤x,

∀x≥0, the optimization problem is reformulated as follows

P3 : maximize
{ηk≥0},{wk≥0},
{µm≥0, µ′

m≥0}

K∏

k=1

wk

subject to







C1 : ηk ≤ 1, ∀k,
C2 : (46), C3 : (47), C4 : Pnet ≤ P0,

C5 : wk ≤ SINRk, ∀k.

(49)

By inserting (40) into P3 and further algebraic manipulations,

the optimization problem becomes a geometric program (GP)

since the objective function has a monomial form, and all the

inequality constraints are posynomial functions, less than or

equal one. Thus, P3 is solved by using MOSEK in CVX [12].
2) The W-MMSE method: We can derive an equivalent

form of the objective function and break the optimization

problem P2 into subproblems to be solved sequentially [37].

To this end, we have

P4 : minimize
{̺k≥0},{µm≥0, µ′

m≥0},
{ϑk≥0},{uk}

K∑

k=1

(

ϑkek− ln(ϑk)
)

subject to

{

C1 : ̺2k ≤ 1, ∀k,
C2 : (46), C3 : (47), C4 : Pnet ≤ P0,

(50)

where ̺2k = ηk, and ek is given in the following Theorem.

Theorem 2. The mean-square error is computed as

ek = |uk|2
K∑

k′=1

̺2k′

A∑

a=1

∑

m∈Mk(a)

(

µ2
mC(k, k′)+µ′2

mC′(k, k′)

)

+ 2|uk|2Re

{

̺2k

A∑

a=1

∑

m∈Mk(a)

µmµ′
mA(k)A′(k)

− ̺k
|uk|

A∑

a=1

∑

m∈Mk(a)

(

µmA(k)+µ′
mA′(k)

)}

+|uk|2D(k)+1.

(51)

Proof. See Appendix B.

The optimization problem P4 is convex for each of the

block variables ̺k, ηk, ϑk, µm, and µ′
m. Thus, we can apply

the block coordinate descent method to solve P4 [38]. In

this regard, by fixing four of the optimization variables and

updating the fifth one based on the closed-form expressions

obtained in Algorithm 2, the proposed algorithm sequentially

converges to the stationary points ̺∗k, η∗k , ϑ∗
k, µ∗

m, and µ′∗
m

5.

VI. NUMERICAL RESULTS AND DISCUSSIONS

Through this section, we present numerical results to high-

light the advantageous of the optimally allocating the trans-

mission powers and applying the cognitive fronthaul assign-

ments. Conventionally, it is assumed that K = 20 UEs and

5According to the standard steps illustrated in [38, Theorems 1 and 3], one
can show that ̺∗

k
is also a stationary point of P1.
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u
(n)
k =

̺
(n−1)
k

A∑

a=1

∑

m∈Mk(a)

(

µ
(n−1)
m A(k)+µ

′(n−1)
m A′(k)

)

K∑

k′=1

(
̺
(n−1)
k′

)2 A∑

a=1

∑

m∈Mk(a)

(
(
µ
(n−1)
m

)2C(k, k′)+
(
µ
′(n−1)
m

)2C′(k, k′)

)

+2
(
̺
(n−1)
k

)2 A∑

a=1

∑

m∈Mk(a)

µ
(n−1)
m µ

′(n−1)
m A(k)A′(k)+D(k)

. (49)

e
(n)
k = |u(n)

k |2u(n−1)
k − 2̺

(n−1)
k Re

{

u
(n)
k

A∑

a=1

∑

m∈Mk(a)

(

µmA(k)+µ′
mA′(k)

)}

+ 1. (50)

˜̺
(n)
k =

ϑ
(n)
k Re

{

u
(n)
k

A∑

a=1

∑

m∈Mk(a)

(
(
µ
(n−1)
m

)2A(k)+
(
µ
′(n−1)
m

)2A′(k)

)}

K∑

k′=1

ϑ
(n)
k′ |u(n)

k′ |2
A∑

a=1

∑

m∈Mk(a)

(
(
µ
(n−1)
m

)2C(k, k′)+
(
µ
′(n−1)
m

)2C′(k, k′)

)

+2ϑ
(n)
k |u(n)

k |2Re

{
A∑

a=1

∑

m∈Mk(a)

(
µ
(n−1)
m

)2(
µ
′(n−1)
m

)2A(k)A′(k)

}

. (51)

µ̃(n)
m =

ϑ
(n)
k ̺

(n)
k Re

{

u
(n)
k

A∑

a=1

∑

m∈Mk(a)

A(k)

}

−ϑ
(n)
k |u(n)

k |2
(
̺
(n)
k

)2
Re

{
A∑

a=1

∑

m∈Mk(a)

µ
′(n−1)
m A(k)A′(k)

}

K∑

k′=1

ϑ
(n)
k′ |u(n)

k′ |2
(
̺
(n)
k′

)2 A∑

a=1

∑

m∈Mk(a)

C(k, k′)
. (52)

µ̃′(n)
m =

ϑ
(n)
k ̺

(n)
k Re

{

u
(n)
k

A∑

a=1

∑

m∈Mk(a)

A′(k)

}

−ϑ
(n)
k |u(n)

k |2
(
̺
(n)
k

)2
Re

{
A∑

a=1

∑

m∈Mk(a)

µ
(n)
m A(k)A′(k)

}

K∑

k′=1

ϑ
(n)
k′ |u(n)

k′ |2
(
̺
(n)
k′

)2 A∑

a=1

∑

m∈Mk(a)

C′(k, k′)

. (53)

M = 200 APs are uniformly distributed within an area of

D = 1 × 1 [km2]. Also, A = 4 ANs are uniformly spread

over a circle with radius (backhaul length) of 300 [m] and

the constant angle of π/2 [rad] between adjacent ANs, Fig.

5. For the UC-mMIMO, we assume that |K(m)|=10 UEs are

served by each AP. For the good, moderate, and poor FSO

alignments, we initiate w−1
z rs ≤ 0.8, 0.8≤w−1

z rs ≤ 1.2, and

w−1
z rs≥1.2, respectively. Besides, the clear, rainy, snowy, and

foggy weather conditions have the attenuation coefficients of

0.44, 0.523, 4.53, and 50 [dB/km], respectively [24]. For the

large-scale fading, we have βmk = PLmk + σshzmk, where

PLmk [dB] denotes the path-loss and σshzmk is the shadowing

with standard deviation σsh=8 [dB] and shadowing correlation

factor zmk ∼N (0, 1) [4]. Employing the conventional three-

slope propagation model, we have

PLmk=







−L−35log10(dmk), dmk>d1

−L−15log10(d1)−20log10(dmk), d0<dmk≤d1

−L−15log10(d1)−20log10(d0), dmk≤d0
(54)

where d0 = 10 [m] and d1 = 50 [m] are distance references,

dmk denotes the distance between the mth AP and the kth
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Fig. 5. A distribution shot for the UEs, APs, ANs, and CPU, wherein each
AN merely serves the APs located in its coverage area.

UE, and L [dB] is defined as follows

L = 46.3+33.9 log10(f)−13.82 log10(hAP)

− (1.1 log10(f)−0.7)hUE+(1.56 log10(f)−0.8), (55)
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Algorithm 2: Sequential solution for P4

Input: RF large-scale fadings βmk,∀k,m, βam, ∀m, a;

FSO intensities Γ2
am, ∀m, a; power factors ρu,

P FSO
max , P RF

max, P0, Pfbh; noise variances σ2
u,m,

∀m. Stopping accuracy ε. Initial coefficients

̺
(0)
k , ∀k, µ

(0)
m , µ

′(0)
m , ∀m.

Output: The optimal solutions: ̺∗k=̺
(n)
k , ∀k,

µ∗
m=µ

(n)
m , µ′∗

m=µ
′(n)
m , ∀m.

1 Iteration n:

2 Update u
(n)
k using (49).

3 Update ϑ
(n)
k =

(
e
(n)
k

)−1
, where e

(n)
k is defined in (50).

4 Update ̺
(n)
k as follows

̺
(n)
k =min

{

˜̺
(n)
k , 1,

√
√
√
√

P FSO
max −∑M

m=1

(
µ
(n−1)
m )2σ2

u,m

ρu
∑M

m=1

(
µ
(n−1)
m )2βmk

,

√
√
√
√

P RF
max−

∑M
m=1

(
µ
′(n−1)
m )2σ2

u,m

ρu
∑M

m=1

(
µ
′(n−1)
m )2βmk

,

√

P0 −Pfbh

ρu

}

,

where ˜̺
(n)
k is obtained as in (51).

5 Update µ
(n)
m as below

µ(n)
m =min

{

µ̃(n)
m ,

√

P FSO
max

ρu
∑K

k=1

(
̺
(n)
k

)2
βmk+σ2

u,m

}

,

where µ̃
(n)
m is computed as in (52).

6 Update µ
′(n)
m as follows

µ′(n)
m =min

{

µ̃′(n)
m ,

√

P RF
max

ρu
∑K

k=1

(
̺
(n)
k

)2
βmk+σ2

u,m

}

,

where µ̃
′(n)
m is derived in (53).

7 if Stopping criterion

∣
∣
∣

K∑

k=1

R
(n)
u,k −

K∑

k=1

R
(n−1)
u,k

∣
∣
∣≤ε then

stop the process;

8 else goto 9.

9 Save the obtained solution: ̺
(n)
k , ∀k, µ

(n)
m , µ

′(n)
m , ∀m.

Set n=n+1, then goto 1.

where f (in [MHz]) represents access RF frequency, hAP =
15 [m] and hUE=1.65 [m] are the antenna heights of an AP and

a UE, respectively. Similarly, βam is modeled based on (54)

by replacing the dmk with dam, hAP with hAN =30 [m], hUE

with hAP, and so forth. The parameters used for the numerical

results are summarized in Table I; otherwise, they are clearly

mentioned in the paper.

Fig. 6 represents the cumulative distribution function (CDF)

of the CF- and UC-mMIMO networks’ EEs. For depicting this

figure, we assume a clear weather condition and FSO-only

fronthauling with ∆a =0. In both networks, full power allo-

cation mechanisms are compared with the optimal ones based

on the high-SINR and W-MMSE solutions. It is concluded that

optimally allocating the UEs’ and APs’ transmission powers

enhances the CF- and UC-mMIMO networks’ performances

with averagely 15% and 8% better EEs, respectively, in

TABLE I
NETWORK PARAMETERS FOR NUMERICAL RESULTS.

Parameter Symbol Value

Access RF frequency f 1.9 [GHz]

RF bandwidth BW 40 [MHz]

Time coherence interval τ 100

Uplink training time interval τp 20

Fronthaul FSO wavelength λam 1550 [nm]

Index of refraction structure C2
n 5×10−14[m−

2

3 ]

FSO displacement deviation σs 30 [cm]

FSO beam radius wz 2.5 [m]

FSO receiver’s radius ra 10 [cm]

Clipping level Bc 1

Optical RX responsibilities
{

RFSO, ROF

} {

0.5, 1
}

AP’s maximum TX powers
{

P FSO
max , P

RF
max

} {

16, 20
}

[dBm]

UE’s maximum TX powers ρp, ρu 100 [mWatt]

Circuit powers
{

Pc,m, Pc,a

} {

0.2, 0.5
}

[Watt]

Front/backhaul powers
{

Pfh,m, Pbh,m

} {

0.1, 0.5
}

[Watt]

Maximum available power P0 60 [Watt]

Additive noise variances

σ2
p,m, σ2

u,m kB ·T0 ·BW·F

(φFSO
p,am)2,(φFSO

u,am)2 10−14 [A2]

(φRF
p,am)2,(φRF

u,am)2 kB ·T0 ·BWm ·F

φ2

CPU 10−14 [A2]

Boltzmann constant kB 1.381×10−23 [J/K]

Noise temperature T0 290 [K]

Noise figure F 9 [dB]
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Fig. 6. The CDF of EE for K=20, M=200, and A=4. Herein, we assume
clear weather and FSO-only fronthauling.

comparison to the full power allocations. It is also shown that

applying the W-MMSE method, with sensitivity ε = 10−3,

offers a bit better performance compared to the high-SINR

approximation, at the cost of more complex calculations.

Furthermore, the UC-mMIMO network outperforms the CF-

mMIMO one with an average 83% higher EE for both full and

optimal power allocations. The main reason is that, in the CF-

mMIMO network, the APs perform noisy estimations of far
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TABLE II
FSO ALIGNMENT SCENARIOS WITH M=200.

Scenario Good Mod. Poor Scenario Good Mod. Poor

A 20 20 160 C 60 60 80

B 40 40 120 D 80 80 40

PSfrag replacements

N
u
m

b
er

o
f

A
P

s

RF–FSO RF-onlyFSO-only

FoggySnowyRainyClear
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UEs’ distorted channels and imperfectly decode their received

data with low SINRs, unlikely in the UC-mMIMO network.

Fig. 7 is represented to investigate the cognitive fronthaul

assignment proposed in Algorithm 1 under different weather

conditions for the CF- and UC-mMIMO networks. To this

end, we consider four scenarios, wherein the numbers of

FSO links with good, moderate, and poor alignments are

dedicated for each scenario in Table II; scenarios A, B, C,

and D. In Fig. 7, optimal numbers of FSO-only, RF-only,

and RF–FSO fronthaul links, for each weather condition and

alignment scenario, are derived. It is verified that the RF

links replace the FSO ones as the weather condition becomes

unfavorable and the number of poorly-aligned links increases.

For instance, it is suggested to deploy the fronthaul links

using mostly the RF-only technology under the snowy and

foggy states, even though the RF bandwidth is split between

the access and fronthaul links such that the data rates drop.

For intermediate conditions, RF–FSO links are preferred to

enhance the networks’ EEs. For this figure, the transmission

powers at the UEs and APs are optimally allocated by applying

the W-MMSE technique.

In Fig. 8, the EE of the CF-mMIMO network is investigated

and compared for various fronthaul assignment policies and

scenario C; FSO-only, RF-only, RF&FSO, and cognitive as-

signment. The FSO-only links are sensitive to weather condi-

tions and do not offer high EE in snowy and foggy conditions.

Even though the RF-only links are tolerable against adverse

weather conditions, they have lower data rates than the FSO-

only and RF&FSO. Besides, the RF&FSO policy decreases the

EE of the network since the same data are sent in a parallel
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manner over both FSO and RF links with increased consumed

powers, although it provides high sum-rates. Thus, applying

the cognitive assignment boosts the network’s performance for

all weather conditions. Comparing with the RF&FSO policy,

the cognitive fronthaul assignment delivers 64%, 66%, 97%,

and 198% on average higher EE in the clear, rainy, snowy,

and foggy conditions, respectively. Similarly, the results can be

extended to other scenarios and also the UC-mMIMO network.

The CF- and UC-mMIMO networks’ EEs versus their sum

spectral efficiencies (sum-SEs) are illustrated in Fig. 9. For

presenting this figure, we assume a clear weather condition and

the FSO-only fronthauling with ∆a = 0. This figure verifies

the results discussed in Fig. 6 for the CF- and UC-mMIMO

networks with full and optimal power allocations based on the

high-SINR and W-MMSE solutions.

Fig. 10 (a) analyzes the CF-mMIMO network’s performance

for variable numbers of the UEs, i.e., K , and APs, i.e., M ,
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Fig. 10. Sum-SE vs the numbers of the (a) UEs and APs with A=4 and (b)
APs and ANs with K=20.

with the fixed number of the ANs, i.e., A. It is presented

that increasing the K and M continuously enhances the sum-

SE to its highest point, then the growth rate declines. As an

illustrative example, the sum-SE’s growth rate at M = 60
is 1.2 times more than that at M = 120 with K = 10.

Likewise, Fig. 10 (b) presents the sum-SE of the CF-mMIMO

network versus the M and A for the fixed K . Even though the

network’s performance evolves by increasing the numbers of

the APs and ANs, it is saturated for larger parameters. Thus,

adding extra APs and ANs does not guarantee better network

operation with high energy and cost efficiencies. The same

conclusion is also hold for the UC-mMIMO network.

VII. CONCLUSION

We studied the uplink of the CF- and the UC-mMIMO

networks, wherein the APs are clustered and connected to

corresponding ANs via their fronthaul links, and the ANs are

connected to the CPU through their fiber backhaul links. For

the uplink data transmission, all APs and ANs convert their

received signals to be well-matched to the radio or optical

links and transmit them to the other ends. After acquiring the

CSI at the APs and ANs and sharing them with the CPU,

uplink achievable data rates were derived for the CF- and UC-

mMIMO networks by applying the MRC and UatF techniques.

We formulated an optimization problem to maximize the CF-

and UC-mMIMO networks’ EEs via optimally allocating the

transmission powers at the UEs and APs, subject to maximum

transmission and consumed power. Two solutions based on

the high-SINR and W-MMSE approaches were proposed to

overcome the non-convexity of the optimization problem.

Furthermore, a cognitive RF–FSO fronthaul assignment al-

gorithm was suggested to enhance the CF- and UC-mMIMO

networks’ performances under FSO misalignment and adverse

weather conditions. Finally, numerical results were represented

to analyze and compare the performances of the CF- and

UC-mMIMO networks. It was verified that the UC-mMIMO

network overcomes the CF-mMIMO one with 83% on average

higher EE. The optimal power allocations also provide 15%
and 8% increases in the CF- and UC-mMIMO networks’

EEs, respectively. It was shown that even though the RF

bandwidth is shared between the access and RF-only or RF–

FSO fronthaul links, the cognitive assignment algorithm boosts

the CF-mMIMO network’s EE up to 198% in unfavorable

conditions, compared to the one with FSO-only, RF-only, or

RF&FSO fronthaul links.

APPENDIX A

SINR DERIVATION

The SINR of the kth UE is defined as

SINRk =
|DSk|2

E
{
|BUk|2

}
+

K∑

k′=1
k′ 6=k

E
{
|IUIkk′ |2

}
+ E

{
|Nk|2

}
.

(56)

After a sequence of mathematical manipulations, the expres-

sions of all terms given in (56) are derived in the following

parts.

A. DSk

We consider gmk = ĝmk+emk and IRF
am= ÎRF

am+eam, with

emk and eam representing the estimation errors modeled as

zero-mean Gaussian RVs with the variances of βmk−γmk and

βam − γRF
am, respectively, where emk ⊥ ĝmk and eam ⊥ ÎRF

am.

It is assumed that the FSO channels are perfectly estimated,

i.e., Γ2
am = γFSO

am . However, since the channel coefficients are

i.i.d., we attain

DSk =
√
ηk

(
A∑

a=1

∑

m∈Mk(a)

ǫamJamE

{

(ÎFSO
am )∗IFSO

am

}

E

{

ĝH
mkgmk

}

+
A∑

a=1

∑

m∈Mk(a)

ǫ′amJ ′
amE

{

(ÎRF
am)∗IRF

am

}

E

{

ĝH
mkgmk

}
)

=
√
ηk

A∑

a=1

∑

m∈Mk(a)

(

ǫamJamγFSO
am + ǫ′amJ ′

amγRF
am

)

γmk.

(57)
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B. E
{
|BUk|2

}

Since the variance of a sum of independent random variables

is equal to the sum of the variances, we have

E
{
|BUk|2

}
= ηk

A∑

a=1

∑

m∈Mk(a)

(

ǫ2amJ2
am

×E

{∣
∣
∣
∣
(ÎFSO

am )∗IFSO
am ĝH

mkgmk−E

{

(ÎFSO
am )∗IFSO

am ĝH
mkgmk

}∣
∣
∣
∣

2
}

+ ǫ′2amJ ′2
am

×E

{∣
∣
∣
∣
(ÎRF

am)∗IRF
amĝH

mkgmk−E

{

(ÎRF
am)∗IRF

amĝH
mkgmk

}∣
∣
∣
∣

2
})

= ηk

A∑

a=1

∑

m∈Mk(a)

(

ǫ2amJ2
am

×
[

E

{
∣
∣ÎFSO

am

∣
∣
4
}

E

{
∣
∣ĝH

mk

(
ĝmk+emk

)∣
∣
2
}

−
∣
∣
∣
∣
E

{
∣
∣ÎFSO

am

∣
∣
2
}

E

{

ĝH
mk

(
ĝmk+emk

)
}∣
∣
∣
∣

2
]

+ ǫ′2amJ ′2
am

×
[

E

{
∣
∣(ÎRF

am)∗
(
ÎRF
am+eam

)∣
∣
2
}

E

{
∣
∣ĝH

mk

(
ĝmk+emk

)∣
∣
2
}

−
∣
∣
∣
∣
E

{

(ÎRF
am)∗

(
ÎRF
am+eam

)
}

E

{

ĝH
mk

(
ĝmk+emk

)
}∣
∣
∣
∣

2
])

= ηk

A∑

a=1

∑

m∈Mk(a)

γmk

(

ǫ2amJ2
am(γFSO

am )2
(

γmk+2βmk

)

+ ǫ′2amJ ′2
amγRF

am

(

γRF
amβmk+βamγmk+βamβmk

)
)

. (58)

C. E
{
|IUIkk′ |2

}

Since the pilot sequences are mutually orthogonal, we have

E
{
|IUIkk′ |2

}
=

ηk′

(

2
A∑

a=1

∑

m∈Mk(a)

ǫ2amJ2
am(γFSO

am )2E

{∣
∣
∣
∣
ĝH
mkgmk′

∣
∣
∣
∣

2
}

+

A∑

a=1

∑

m∈Mk(a)

ǫ′2amJ ′2
amγRF

am

(
γRF
am+βam

)
E

{∣
∣
∣
∣
ĝH
mkgmk′

∣
∣
∣
∣

2
})

= ηk′

A∑

a=1

∑

m∈Mk(a)

(

2ǫ2amJ2
am(γFSO

am )2

+ ǫ′2amJ ′2
amγRF

am

(
γRF
am+βam

)
)

ζ2mk

[

E

{∣
∣
∣
∣
ϕ

H
k ω

H
p,mgmk′

∣
∣
∣
∣

2
}

+ E

{∣
∣
∣
∣

K∑

k′′=1

ϕ
H
k ϕk′′gH

mk′′gmk′

∣
∣
∣
∣

2
}

= ηk′

A∑

a=1

∑

m∈Mk(a)

βmk′

(

2ǫ2amJ2
am(γFSO

am )2

+ ǫ′2amJ ′2
amγRF

am

(
γRF
am+βam

)
)(

ζ2mkσ
2
p,m+

γ2
mk

βmk

)

. (59)

D. E
{
|Nk|2

}

Because the additive noise consists of the i.i.d. elements, it

can be shown that

E
{
|Nk|2

}
=

A∑

a=1

∑

m∈Mk(a)

ǫ2amγFSO
am E

{∣
∣
∣ĝ

H
mkΘu,am

∣
∣
∣

2
}

+

A∑

a=1

∑

m∈Mk(a)

ǫ′2amγRF
amE

{∣
∣
∣ĝ

H
mkΘ

′
u,am

∣
∣
∣

2
}

=
A∑

a=1

∑

m∈Mk(a)

γmk

(

ǫ2amγFSO
am Ω2

u,am+ǫ′2amγRF
amΩ′2

u,am

)

. (60)

By inserting (57), (58), (59), and (60) into (56), with further

mathematical manipulations, (40) is obtained.

APPENDIX B

MEAN-SQUARE ERROR COMPUTATION

The desired signal sk is decoded by applying a beamforming

coefficient uk, given below

ŝk = ukru,k. (61)

Therefore, the mean-square error of the decoding is computed

as follows

ek = E

{∣
∣ŝk − sk

∣
∣
2
}

= E

{∣
∣ukru,k − sk

∣
∣
2
}

=

E

{∣
∣
∣
∣
uk

√
ηk

A∑

a=1

∑

m∈Mk(a)

ǫamJam(ÎFSO
am )∗IFSO

am ĝH
mkgmk

+ uk
√
ηk

A∑

a=1

∑

m∈Mk(a)

ǫ′amJ ′
am(ÎRF

am)∗IRF
amĝH

mkgmk − 1

∣
∣
∣
∣

2
}

+ |uk|2E
{∣
∣
∣
∣

A∑

a=1

∑

m∈Mk(a)

(

ǫamJam(ÎFSO
am )∗IFSO

am

+ ǫ′amJ ′
am(ÎRF

am)∗IRF
am

) K∑

k′ 6=k

√
ηk′ ĝH

mkgmk′

∣
∣
∣
∣

2
}

+ |uk|2E
{∣
∣
∣
∣

A∑

a=1

∑

m∈Mk(a)

ǫam(ÎFSO
am )∗ĝH

mkΘu,am

∣
∣
∣
∣

2
}

+ |uk|2E
{∣
∣
∣
∣

A∑

a=1

∑

m∈Mk(a)

ǫ′am(ÎRF
am)∗ĝH

mkΘ
′
u,am

∣
∣
∣
∣

2
}

. (62)

After some algebraic manipulations, (51) is obtained.
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