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Abstract

Vehicles in platoons need to process many tasks to support various real-time vehicular applications.

When a task arrives at a vehicle, the vehicle may not process the task due to its limited computation

resource. In this case, it usually requests to offload the task to other vehicles in the platoon for processing.

However, when the computation resources of all the vehicles in the platoon are insufficient, the task cannot

be processed in time through offloading to the other vehicles in the platoon. Vehicular fog computing

(VFC)-assisted platoon can solve this problem through offloading the task to the VFC which is formed

by the vehicles driving near the platoon. Offloading delay is an important performance metric, which

is impacted by both the offloading strategy for deciding where the task is offloaded and the number of

the allocated vehicles in VFC to process the task. Thus, it is critical to propose an offloading strategy

to minimize the offloading delay. In the VFC-assisted platoon system, vehicles usually adopt the IEEE

802.11p distributed coordination function (DCF) mechanism while having various computation resources.

Moreover, when vehicles arrive and depart the VFC randomly, their tasks also arrive at and depart the

system randomly. In this paper, we propose a semi-Markov decision process (SMDP) based offloading
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strategy while considering these factors to obtain the maximal long-term reward reflecting the offloading

delay. Our research provides a robust strategy for task offloading in VFC systems, its effectiveness is

demonstrated through simulation experiments and comparison with benchmark strategies.

Index Terms

Platoons, vehicular fog computing, offloading, delay.

I. INTRODUCTION

With the development of autonomous driving technology, platoons have been widely studied to improve

the road safety. A platoon is composed of several autonomous driving vehicles such as a leader vehicle

and other member vehicles. The leader vehicle controls the velocity, acceleration and driving direction of

the platoon. The member vehicles along the same lane follow the leader vehicle one by one [1], [2]. The

on-board equipments of vehicles in the platoon such as radar and lidar collect a large amount of data to

support various real-time vehicular applications such as automatic navigation, multimedia entertainment,

high definition (HD) map and precise positioning [3]–[6]. These data are usually redundant and thus

vehicles in the platoon could compute and analyze the data to extract useful information. Therefore,

vehicles in platoons may have many tasks to deal with.

When a task arrives at a vehicle in a platoon, the vehicle may not be able to process the arrived task

due to its limited computation resource. In this case, it usually offloads the task to the other vehicles

in the platoon for assistant processing, whose result can be sent back to the vehicle. However, when

the computation resources of the platoon are still insufficient, the task cannot be processed in time by

offloading to the platoon. We have utilized a vehicular fog computing (VFC)-assisted system to tackle this

problem, where the VFC is formed by the personal vehicles near the platoon. In VFC-assisted platoon,

one vehicle is able to request to offload tasks to the VFC to assist the platoon for processing [7]–[9]. When

the requested vehicle offloads a task to the VFC, it transmits the task to the leader vehicle. Afterwards,

the system determines how many vehicles in the VFC to process and then the leader vehicle divides the

task into the corresponding number of subtasks. Then the leader vehicle transmits the subtasks to the

corresponding vehicles in the VFC one by one. After that the vehicles process the assigned subtasks and

send back the computing result to the leader vehicle who further forwards the computing result to the

requested vehicle.

Offloading delay is an important metric for the autonomous vehicles in the VFC-assisted platoon

system [10]. If the offloading delay is large, the requested vehicle in the platoon would take a long time to

receive the result, resulting in unsatisfying the requirements of vehicular applications. The offloading delay
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includes transmitting delay, computing delay, and backhaul delay. In fact, transmitting delay represents

the time that the requested vehicle transmits the task to other vehicles for assistant processing; computing

delay represents the time that the vehicles process the task and the backhaul delay is the time that vehicles

send back the computing result. The offloading delay is impacted by both the locations where tasks are

offloaded and the number of vehicles allocated for task processing. On the one hand, determining the

place where the task is offloaded will affect the offloading delay. Specifically, offloading the task to the

VFC will incur a higher transmitting delay, while the VFC can provide more computation resources to

process the task, which would cause a lower computing delay. Offloading the task to the platoon will incur

a lower transmitting delay, while the computation resources in the platoon are limited, which would cause

a higher computing delay. Hence, it is important to determine where the task is offloaded to minimize

the offloading delay. On the other hand, the number of the allocated vehicles in VFC to process the task

will also affect the offloading delay. Specifically, if more vehicles are chosen for offloading, the sufficient

computation resources reduce the computing delay, while more subtasks would be divided and transmitted

to the vehicles in the VFC in turn, which increases the transmitting delay. Hence, it is another important

problem to determine how many vehicles in the VFC to process tasks to minimize the offloading delay.

As far as we know, there is no work to design a task offloading strategy in the VFC-assisted platoon,

which motivates us to conduct this work.

In the VFC-assisted platoon system, vehicles usually adopt the IEEE 802.11p distributed coordination

function (DCF) mechanism to offload tasks [11]–[15]. The computation resources of vehicles in the

platoon are usually different. Meanwhile, tasks arrive and depart the system randomly, and the vehicles

also arrive and depart the VFC randomly. These factors pose challenges to design the optimal offloading

strategy to obtain the maximal the long-term reward related to offloading delay of the system. This

paper jointly considers the 802.11p DCF mechanism and some factors, i.e., heterogeneous computation

resource of vehicles in the platoon, the random task arrival and departure as well as the random arrival and

departure of vehicles in the VFC, to design an semi-Markov decision process (SMDP) based offloading

strategy by maximizing the long-term reward in the VFC-assisted platoon. The main contributions of this

paper are summarized as follows.

1) We propose an offloading strategy for a VFC-assisted platoon system. This strategy takes into account

several factors, i.e., the heterogeneous computation resources of vehicles in the platoon, the random

arrival and departure of task, the random arrival and departure of the vehicles in the VFC, and the

802.11p DCF mechanism.

2) We adopt the SMDP to model the task offloading process and design the SMDP framework including
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state, action, reward and transition probability, where the transmitting delay is derived according to

the 802.11p DCF mechanism to determine the reward.

3) We propose an iterative algorithm to solve the SMDP model to obtain the optimal offloading strategy.

Extensive experiments demonstrated that the proposed offloading strategy outperforms the baseline

strategy.

The rest of this paper is organized as follows. Section II reviews the related work. Section III describes

the system model briefly. Section IV sets up the SMDP framework to model the offloading process in

VFC-assisted platoon. Section V solves the SMDP model by an iterative algorithm. Section VI presents

the simulation results. Section VII concludes this paper.

II. RELATED WORK

In this section, we review the state-of-art works on the offloading in platoons and offloading in VFC.

A. Task offloading in platoons

In recent years, some works designed the task offloading strategy in platoon to optimize various

performances. In [16], Fan et al. designed the task offloading strategy in the mobile edge computing

(MEC)-assisted platoon. They adopted the directed acyclic graph to model the task offloading process,

and then employed the Lagrangian relaxation-based aggregated cost (LARAC) algorithm to minimize the

cost of the task offloading. In [17], Ma et al. considered the change of vehicle velocity in the platoon and

proposed a task offloading and task take-back strategy. The reinforcement learning is adopted to enhance

the offloading efficiency and avoid the link disconnection resulting from task processing failures. In [18],

Hu et al. designed the task offloading strategy in the MEC -assisted platoon under the stable condition

of task queues. The Lyapunov optimization algorithm is employed to reduce the energy consumption of

task execution and improve the offloading efficiency considering transmitting delay as well as computing

delay. In [19], Du et al. considered the sensing, computation, communication and storage resources of a

single autonomous vehicle and proposed a communication strategy for autonomous driving platoon. In

addition, they adopted the genetic algorithm to design the offloading strategy to achieve the minimized

processing delay. In [20], Zheng et al. proposed a platoon task offloading strategy based on the dynamic

non-orthogonal multiple access (NOMA). The long-term energy consumption is minimized by optimizing

the allocation of both the communication and computation resource based on the Lyapunov and block

successive upper bound minimization (BSUM) methods. In [21], Xiao et al. considered a scenario where

the requested vehicle offloads tasks to the vehicles in the platoon and proposed a resource allocation

strategy based on the requested vehicle’s service pricing to effectively utilize the resources in the platoon.
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However, the computation resource in a platoon is limited. When the resources in the platoon are not

enough to process the task, a potential threat will be posed for safety. In this situation, the vehicles

driving near the platoon may form a VFC to provide computation resource.

B. Task offloading in VFC

Many works have studied task offloading in the VFC. In [22], Liao et al. considered the uncertain

information and designed a task offloading strategy in the VFC to get the minimized total network delay.

In [23], Zhou et al. considered a two-stage VFC framework and designed a task offloading strategy

according to the price-based matching algorithm to minimize the long-term task offloading delay. In

[24], Shi et al. proposed a task offloading strategy, where vehicles are likely to share idle computation

resources by dynamic pricing strategy to maximize the utility of offloading tasks. In [25], Yadav et

al. considered the vehicular node mobility and end-to-end latency deadline constraints and designed an

energy-efficient dynamic computation offloading and resources allocation strategy (ECOS) in the VFC to

minimize energy consumption and service latency. In [26], Xie et al. considered the parallel computation

task offloading problem in the VFC and proposed an offloading strategy to reduce the service time

and improve the amount of the finished tasks by using the hidden Markov model. In [27], Lqbal et al.

designed an offloading strategy to improve the performance of queuing delay, end-to-end delay and task

completion rate based on the computing capacity and the workload of vehicles in the VFC. In [28],

Misra et al. proposed a task offloading strategy in a software-defined VFC network to reduce the task

computing delay and minimize the control overhead in the network. In [29], Liu et al. considered the

dynamic requirements and resource constraints in the two-layer VFC architecture and proposed a task

offloading strategy to maximize the task service rate. In [30], Wang et al. proposed an online learning-

based task offloading algorithm in the VFC to minimize the task offloading latency. In [31], Zhu et al.

proposed an event-triggered dynamic task allocation framework in the VFC by using linear programming-

based optimization and binary particle swarm optimization to minimize average service latency. In [32],

Zhao et al. proposed a contract-based incentive mechanism that combines resource contribution and

resource utilization in the VFC to improve the quality of service of vehicles. Moreover, they proposed

a task offloading strategy based on the queuing model to enhance the performance of task offloading

and resource allocation. In [33], Tang et al. considered the task deadline and proposed an offloading

strategy in the VFC to enhance the offloading efficiency. In [34], Yang et al. considered the effective

time of tasks in the VFC at the crossroads and proposed a low-cost offloading strategy to enhance the

offloading efficiency among vehicles. In [35], Mourad et al. considered the intrusion detection tasks in

the VFC and proposed a task offloading strategy to minimize the computation execution time and energy



IEEE XXX, VOL. XX, NO. XX, XXX 2023

consumption and meanwhile maximize the offloading survivability. In [36], Liu et al. considered a two-

layer VFC and proposed an adaptive task offloading mechanism to get the maximal tasks’ completion

ratio. In [37], Cho et al. adopted the adversarial multi-armed bandit theory to propose an adversarial

online learning algorithm with bandit feedback, which aimed to optimize the selection of vehicles in

the VFC to minimize the offloading service costs including the delay and energy. In [38], Wu et al.

considered directional vehicle mobility to propose a network model to minimize the average response

time of the tasks. They further chose the neighboring vehicles to assist to process task based on a greedy

algorithm. In [39], Huang et al. jointly considered the task type as well as the velocity of vehicle to

propose the task offloading and resource allocation strategy, which decreases the vehicles’ energy cost

and increases the income of the vehicles considering the delay constraint. In [40], Alam et al. developed

a three-layer generic decentralized cooperative VFC system to overcome the lack of robustness against

the high mobility environment. In [41], Fan et al. proposed a joint task offloading and resource allocation

strategy for a VFC including devices and vehicles covered by a base station. In [42], Chen et al. focused

on a energy-powered multi-server VFC system with cybertwin, where vehicles send the current status

of network and unprocessed vehicular application tasks to the macro base station to get the efficient

resources allocation. In [43], Chen et al. proposed a distributed multi-hop task offloading model to get a

low delay for the task execution in the VFC. In [44], Lin et al. proposed an online task offloading strategy

for the unknown dynamics heterogeneous VFC environment based on the online clustering of bandits

(CAB) approaches to minimize the expectation of total offloading energy consumption while satisfy

stringent delay requirements by learning the relationship between historical observations and rewards. In

[45], Liu et al. considered the vehicle mobility and proposed a task offloading strategy by exploiting the

computation resources of vehicles in the VFC to get the minimized weighted sum of execution delay

as well as computation cost. In [46], Ma et al. proposed a traffic routing-based computation offloading

strategy in the cybertwin-driven VFC for vehicle-to-everything applications to reduce latency. However,

these works have not considered the platooning scenario.

The works mentioned above show that the strategy of task offloading in VFC has been studied

intensively, but for task offloading in the VFC-assisted platoon, to mitigate the limited computation

resource, has not been studied. This motivates us to conduct this work. Different from the existing

works about task offloading in VFC or platoons, we jointly take into account several factors, i.e., the

heterogeneous computation resources of vehicles in the platoon, the random arrival and departure of task,

the random arrival and departure of the vehicles in the VFC, and the 802.11p DCF mechanism. Moreover,

we adopt the SMDP to model the task offloading process and design the SMDP framework including

state, action, reward and transition probability.
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III. SYSTEM MODEL

In this section, we first describe the VFC-assisted system, and then briefly review the IEEE 802.11p

DCF mechanism.

1) The VFC-assisted platoon: Consider N autonomous vehicles in a platoon driving on a lane with

the same velocity and a VFC consisting of the personal vehicles within the communication range of the

head vehicle of the platoon. The i-th vehicle in the platoon is Vi (i = 1, . . . , N), where V1 is the leader

vehicle and V2, V3, . . . , VN are member vehicles. The computing rate of Vi, i.e., central processing unit

(CPU) cycles per second, is denoted as fi(i = 1, . . . , N). The resource of each vehicle in the VFC is

virtualized as a resource unit (RU) [47]. Each RU’s computing rate is the same and denoted as fv. We

consider the computing rate of an autonomous vehicle in the platoon is larger than the computing rate

of a RU, thus fi > fv. The arrival and departure rate of vehicles in the VFC are denoted as λv and µv,

respectively. The maximum number of vehicles in the VFC system is K (K ≥ 1).

Resource VirtualizationResource Virtualization

VFCVFC

V1V1V1

Vehicle with available 

resource

Vehicle with available 

resource

Vehicle with occupied  

resource

Vehicle with occupied  

resource

Offload task to VFCOffload task to VFC

Vehicle with available 

resource

Vehicle with occupied  

resource

Offload task to VFC

VFC returns the resultVFC returns the resultVFC returns the result

V1VN V2V3Vi

Available resourceAvailable resource

Occupied resourceOccupied resource

Available resource

Occupied resource

Offload task to platoonOffload task to platoon

Platoon returns the resultPlatoon returns the result

v
l

v
m

platoon

Fig. 1: The task offloading in the VFC-assisted platoon system

The tasks arrive at each vehicle in the platoon according to the Poisson distribution with arrival rate

λp. When a task arrives at a vehicle in the platoon, the system will make a decision to offload the task

to the platoon, VFC, or to discard the task according to the available resources in the platoon and VFC.

We consider the following two most general cases, (1) the task can be offloaded to only one vehicle in

the platoon due to the sufficient computing rate of each vehicle in the platoon and (2) the task can be

offloaded to multiple RUs in the VFC due to the limited computing rate of each RU. Specifically, if the

available resources in the platoon are sufficient, the vehicle with the arrival task will request to offload
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Fig. 2: Transmitting process of 802.11p DCF

the task to the platoon. Otherwise, the system will check if the VFC has sufficient computation resource

and offload the task to it instead. In this case, the requested vehicle first transmits the task to the leader

vehicle of the platoon, then the system determines the vehicles in the VFC with available resources to

process. The leader vehicle divides the task into the corresponding number of subtasks, and transmits

the subtasks to the corresponding vehicles in the VFC one by one. After that each vehicle processes the

assigned subtasks to him. Once all the subtasks are executed, the result is sent back to the leader vehicle

and further forwarded to the requested vehicle. Note that after the system determines the VFC vehicles,

they will not be occupied by other subtasks until all of them have finished the processing. Since the result

is of small size, the backhaul delay is significantly small and thus can be neglected [48]. If the available

resources are scarce in the platoon and VFC, the system will discard the task. Fig. 1 shows an example

for the offloading process including task offloading to platoon and to VFC. The task offloading to platoon

in Fig. 1 is described as follows. When a task arrives at V 2 in the platoon, and another vehicle Vi in

the same platoon has available resource, V 2 offloads the task to Vi for processing. After Vi completes

processing the task, it returns the result back to V 2. The task offloading to VFC in Fig. 1 is described as

follows. When another task arrives at VN and all the sources of the vehicles in the platoon are occupied.

VN first offloads the task to the leader vehicle V1 in the platoon. Then V1 offloads the task to three RUs

in the VFC for processing. After processing, the result is returned to V1 and then returned back to VN .

In the offloading process, it is assumed that all vehicles in the platoon and VFC communicate with each

other within one-hop communication area by adopting the 802.11p DCF mechanism. We will introduce

the process of the 802.11p DCF mechanism.
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2) 802.11p DCF mechanism: At the beginning, each vehicle sets the minimum contention window

(Wmin) based on 802.11p DCF mechanism [49]. When a vehicle transmits a task to Nv (Nv = 1, 2, 3...)

vehicles, the vehicle will partition the task into Nv sub-tasks. When the vehicle transmits the one sub-task

to an allocated vehicle, it first detects the state of the channel. If the channel keeps idle for distributed

inter-frame space (DIFS), the vehicle will transmit the sub-task. Otherwise, if the channel is busy, the

vehicle will continue to detect the channel state until the channel keeps idle for DIFS. Then a back-off

process is initialized to transmit the sub-task. Specifically, the vehicle randomly selects a natural number

within [0,W − 1] for the backoff counter, where W is the contention window and is initialized as Wmin

(i.e., the minimum contention window). The value of the backoff counter is decremented by one if the

vehicle detects the idle state in a time slot. The vehicle will transmit the sub-task if the backoff counter

is decreased to zero.

The sub-task is transmitted successfully if the vehicle receives an acknowledgment (ACK) after a

short inter-frame space (SIFS). If the vehicle has not received an ACK after a specific ACK time out

interval, the transmission fails. Then the vehicle will initialize another backoff process to retransmit the

sub-task, where the contention window is doubled. If the number of retransmissions k does not reach

the retransmission limit m, the contention window W will be doubled to 2kWmin and a new back-

off process is initialized for retransmission. Otherwise, if the number of retransmissions k reaches the

maximum number m, the vehicle will discard the sub-task and reset the contention window as Wmin to

transmit the next sub-task. The following sub-tasks are transmitted sequentially according to the above

procedure until all sub-tasks are transmitted successfully. Fig. 2 shows the process that the leader vehicle

V1 transmits three sub-tasks to three vehicles (denoted as Va, Vb and Vc) in the VFC system.

IV. SMDP FRAMEWORK

In this section, we adopt the SMDP to model the task offloading process in the VFC-assisted platoon

system, where the system learns the offloading decision by interacting with the environment in continuous

time steps. The duration of each time step follows an exponential distribution. In each step, the system

observes the state and then makes an action according to a policy. Afterwards, the system receives a

reward which is related to the offloading delay to evaluate the benefit of the system under the state and

action. The state transits to the next one according to the state transition probability. After that the system

starts the next time step and repeats the above procedures. The target of the SMDP is to find the optimal

policy to maximize the long-term reward. Next, we construct the SMDP framework which includes the

state set, action set, reward function and state transition probability. For clearity, the notations in this

paper are listed in Table I.
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TABLE I: Notations used in this paper

Notation Description Notation Description

N Number of vehicles in the platoon. k Number of retransmission.

Vi The i-th vehicle in the platoon. λv/µv Vehicles’ arriving /departing rate.

λp Task arrival rate. K Maximum number of RUs.

d Required CPU cycles to process each

task.

fi
Computing rate of vehicle Vi (CPU

cycles per second).

fv Computing rate of each RU. Wmin Minimum contention window.

m Maximum number of retransmissions. A A task arrives at the system.

Di
A task which occupies the resource of

Vi departs the system.
Lj

A task which occupies j RUs departs

the system.

NR
Maximum number of RUs that each

task can occupy.
F+1/F−1 A vehicle arrives at/ departs the VFC.

b The system discards the task. bpi Vehicle Vi is allocated to process the

task.

bvfj
The system allocates j RUs in the

VFC to process the task.
ni A binary to indicate whether the re-

source of Vi is occupied.

Bj Number of the tasks that occupy j
RUs.

P State transition probability of the sys-

tem.

M Total number of RUs. El Delay that processing the task locally.

Tp

Transmitting delay that a vehicle

transmits the task to another vehicle

in the platoon.

T vf
j Transmitting delay that the leader ve-

hicle transmits the task to j RUs.

η Saved price of each time unit. θ
Number of the sub-tasks need to be

transmitted.

Etr
Average number of time slots to trans-

mit a task.
Tslot Average length of a time slot.

Ntr

Number of vehicles in the one-hop

communication area when a vehicle

transmits a task.

qidle/qs/qc Probability of idle/successful trans-

mission/collision.

Tidle/Ts/Tc
Duration of idle/successful transmis-

sion/collision.
E [P ] Length of a task.

δ Propagation delay. ω
Transmission probability of a vehicle

in a time slot.

q
Collision probability when a vehicle is

transmitting.
ζ

Punishment of the system discarding

the task/the vehicle which is process-

ing the task departs the system.

α Continuous-time discount factor.
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A. State set

The states reflect the resource conditions of the system, which is influenced by the events including a

task’s arrival and departure, a vehicle’s arrival and departure in the VFC. Hence, we formulate the states

as the resource conditions when different events occur. The state set S is formulated as

S = {n1, . . . , nN , B1, . . . , BNR
,M, e}, (1)

where ni (i = 1, . . . , N ) is a binary to indicate whether the resource of Vi is occupied or not, i.e., ni = 1

indicates that the resource of Vi is occupied and ni = 0 indicates that the resource of Vi is available. Bj

(j = 1, . . . , NR) is the number of the tasks that occupy j RUs, NR is the maximum number of RUs that

each task can occupy, M is the total number of RUs in the VFC. Thus, the total number of occupied

RUs is calculated as
∑NR

r=1 rBr, where r is the number of RUs a task occupies, and Br is the number

of the tasks that occupy r RUs. Then rBr represents the number of the occupied RUs for the tasks

occupied r RUs. The total number of occupied RUs should not exceed the total number of RUs in VFC,

i.e.,
∑NR

r=1 rBr ≤ M . e ∈ {A,D1, . . . ,DN , L1, . . . , LNR
, F+1, F−1} is an event, where A denotes that

a task arrives at the system, Di denotes that a task occupying the resource of Vi leaves the system, Lj

denotes that a task occupying j RUs in the VFC leaves the system, F+1 denotes that a vehicle arrives at

the VFC, F−1 denotes that a vehicle leaves the VFC.

B. Action set

The actions reflect the offloading decisions of the system, depending on different events. Specifically,

when there is a task arriving, the system will make an offloading decision such as offloading to the

platoon, offloading to the VFC or discarding the task, while the system will make no decision when

other events occur. Thus, the action set A is formulated as

A =



















{b, bp1, . . . , b
p
N , bvf1 , . . . , bvfNR

}, e = A

{b−1}, e ∈ {D1, . . . ,DN , L1, . . . , LNR
, F+1, F−1}

, (2)

where bpi indicates that vehicle Vi in the platoon is allocated to process the offloaded task, bvfj indicates

that the system offloads the task to the VFC and allocates total j RUs in the VFC to process the task,

b indicates that the system discards the task. b−1 indicates that the system takes no action in the current

moment.
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C. Reward function

The reward function reflects the benefit which is related to the offloading delay under different states

and actions. The system will transit from the current state s to the next state when an action a is taken,

thus it gets an income U(s, a) when taking action a under state s, and incurs a cost G(s, a) during the

duration from state s to the next state. Hence, the reward function under state s and action a is calculated

as

R(s, a) = U(s, a)−G(s, a). (3)

Next, we will formulate U(s, a) and G(s, a), respectively.

1) Income: The state changes when an event occurs. Hence, we will formulate the income U(s, a)

under the following situations.

(a) a = bpi , e = A: When there is a task arriving and the available resources of the platoon are sufficient,

the system makes an offloading decision to offload the task to vehicle Vi in the platoon. In this case,

it has a lower offloading delay than being processed locally. The income is the saved delay. Hence,

the income is formulated as η (El − Tp − d/fi), where η is a constant to denote the saved price of

each time unit [47], El is the delay for processing the task locally, the transmitting delay Tp means

the duration that a vehicle transmits the task to another vehicle in the platoon, d is the required CPU

cycles to process each task, thus the processing delay of vehicle Vi is d/fi.

(b) a = bvfj , e = A: When there is a task arriving, VFC may have sufficient resources but not for the

platoon, the system allocates j RUs to process the task. Thus the task will be first transmitted to the

leader vehicle, which then transmits the task to j RUs for processing. Hence, task offloading delay

is formulated as η(El − Tp − T vf
j − d/(jfv)), where T vf

j is the transmitting delay that the leader

vehicle transmits the task to j RUs, and d/(jfv) is the processing delay of j RUs.

(c) a = b, e = A: When there is a task arriving and the available resources of both platoon and VFC

are insufficient, the system will make a decision to discard the task. This decision is detrimental

because the vehicle cannot receive the result, thus the system receives a punishment −ζ .

(d) a = b−1, e ∈ {D1, . . . ,DN , L1, . . . , LNR
, F+1}: When a task departs the system or there is a vehicle

arriving at the VFC, the system do not take action. In this situation, the income of the system is 0.

(e) a = b−1, e = F−1,
∑NR

r=1 rBr < M : When there is a vehicle departing the VFC and the VFC has

the available RUs, the system takes no action and the income is also 0.

(f) a = b−1, e = F−1,
∑NR

r=1 rBr = M : When a vehicle departs the VFC and there is no available RU

in the VFC, the system also does not take action, but the departing vehicle will interrupt its task

processing. Hence, the system receives a punishment −ζ .
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Conclusively, the income of system is expressed as

U(s, a) =






















































η(El − Tp −
d
fi
), a = bpi , e = A

η(El − Tp − T vf
j − d

jfv
), a = bvfj , e = A

−ζ, a = b, e = A

0, a = b−1, e ∈ {D1, . . . ,DN , L1, . . . , LNR
, F+1}

0, a = b−1, e = F−1,
∑NR

r=1 rBr < M

−ζ, a = b−1, e = F−1,
∑NR

r=1 rBr = M

.
(4)

In (4), as Tp and T vf
j depend on the 802.11p DCF mechanism, we will derive Tp and T vf

j accordingly.

Let θ be the number of transmitted sub-tasks, Tslot be the average length of a time slot, Etr be the

average number of time slots to transmit a task, thus the transmitting delay Ttr is calculated as

Ttr = θTslotEtr. (5)

When a vehicle transmits the task to another vehicle in the platoon, the task is not divided and θ = 1.

In this case, Tp = TslotEtr . When the leader vehicle of the platoon transmits a task to j RUs, the task

is partitioned into j sub-tasks and θ = j, and thus we can get T vf
j = jTslotEtr.

Next, we will further derive Tslot and Etr , respectively. For the 802.11p DCF mechanism, a time slot

may be at different statuses, such as successful transmission, collision or idle. Thus the average duration

of a time slot can be expressed as

Tslot = qidleTidle + qsTs + qcTc, (6)

where qidle, qs and qc are the probabilities of idle, successful transmission and collision, respectively.

Tidle, Ts and Tc indicates the durations of idle, successful transmission and collision, respectively.

Based on the 802.11p DCF mechanism [50]–[52], Ts and Tc are calculated, respectively, as







Ts = Hh + E[P ]/θ + SIFS + δ +ACK +DIFS + δ

Tc = Hh+E[P ]/θ + SIFS + δ +ACKtimeout

, (7)

where Hh denotes the packet header’s length, E[P ] is a task’s length, δ is the propagation delay, SIFS,

ACK and DIFS are the length of SIFS, ACK and DIFS, respectively, and ACKtimeout is the ACK

time out interval’s length.

Next, qidle, qs and qc are further derived. A time slot is idle when no other vehicles are transmitting

in the one-hop communication range, which facilitates one vehicle to execute a successful transmission.



IEEE XXX, VOL. XX, NO. XX, XXX 2023

Thus we have

qidle = (1− ω)Ntr , (8)

qs = ωNtr(1− ω)Ntr−1, (9)

qc = 1− qidle − qs, (10)

where ω is the transmission probability of a vehicle in a time slot and Ntr is the number of vehicles

in the one-hop communication area when a vehicle transmits a task. Note that vehicles in the platoon

communicate with each other by one-hop communication over a common channel and the head vehicle

communicates with the vehicles in the VFC through one-hop communication over another channel. Thus

Ntr equals to N when a vehicle is transmitting the task to another vehicle in the platoon while Ntr

becomes M + 1 when the leader vehicle is transmitting the task to vehicles in the VFC.

In Eqs. (8)-(10), ω can be calculated by solving the following equations [53], i.e.,

q = 1− (1− ω)Ntr−1, (11)

ω =
2(1− 2q)

(1− 2q)(Wmin + 1) + qWmin(1− (2q)m)
, (12)

where q is the collision probability when a vehicle is transmitting and Wmin is the minimum contention

window.

Moreover, according to [54], Etr in (5) can be calculated as

Etr =
1− (m+ 2)qm+1 + (m+ 1)qm+2

2(1− q)
+

(1− q)[1− (2q)m+1]Wmin

1− 2q
−

(1− qm+1)Wmin

2
+

qm+1

2
[m+ 1 + (2m+1 − 1)Wmin+

(2− q)(2mWmin + 1)

1− q
]

. (13)

As derived above, given Wmin, one can calculate Tslot and Etr according to Eqs. (6)-(13), and Tp and

T vf
j according to (5), then we can get the income according to (4).

2) Cost: We consider the long-term expected discounted cost during the time step as the cost G(s, a).

Since the duration of each time step is assumed to follow an exponential distribution with parameter α,
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G(s, a) is calculated as [55]:

G (s, a) = C (s, a)Ea
s







τ
∫

0

e−αtdt







= C (s, a)Ea
s

{

1− e−ατ

α

}

=
C(s, a)

α+ β(s, a)

, (14)

where α is the continuous-time discount factor, C (s, a) is the expected service time’s cost rate under

state s and action a, which is calculated as the number of vehicles that are occupied in the system, i.e.,

C(s, a) =
∑N

k=1
nk +

∑NR

r=1
rBr. (15)

Meanwhile, β(s, a) is the sum of the rate of all events under state s and action a. In the system, the

rate that the vehicles arrive at the system is λv, the rate that the vehicles depart the system is µv, and

the rate that tasks arrive at the system is Nλp. In addition, the number of the tasks occupying vehicle

Vi and j RUs are ni and Bj , respectively, thus the rates that the departure tasks depart the system after

being processed at vehicles in the platoon and VFC can be expressed as
∑N

r=1 nk
fk
d

and
∑NR

r=1 rBr
fv
d

,

respectively. Since the state is changed when an event occurs, we will further analyze β(s, a) under

different actions for different events.

(a) a = bpi , e = A: When there is a task arriving, the system offloads the task to Vi. Thus the rate that

the tasks occupying the vehicles in the platoon depart the system becomes
∑N

r=1 nk
fk
d
+ fi

d
.

(b) a = bvfj , e = A: When there is a task arriving, system offloads the task to j vehicles in VFC.

Thus the rate that the tasks depart the system after being processed at vehicles of the VFC becomes
∑NR

r=1 rBr
fv
d
+ j fv

d
.

(c) a = b−1, e = Di: When there is a task occupying vehicle Vi in the platoon, i.e., ni = 1, departs

the system, the system makes no action. Thus the rate that the tasks occupying the vehicles in the

platoon depart the system becomes
∑N

r=1 nk
fk
d
− fi

d
.

(d) a = b−1, e = Lj: When a task occupying r vehicles in the VFC departs from the system, the system

makes no action. Thus the corresponding event rate becomes
∑NR

r=1 rBr
fv
d
− r fv

d
.

(e) a = b−1, e = F+1/F−1: When there is a vehicle arriving/departing the system, the system makes

no action. Thus the rate of each event does not change.
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Based on analysis above, β(s, a) is summarized as:

β(s, a) =






































































































Nλp + λv + µv +
∑N

r=1 nk
fk
d
+
∑NR

r=1Brr
fv
d
+ fi

d
,

e = A, a = bpi

Nλp + λv + µv +
∑N

k=1 nk
fk
d
+
∑NR

r=1Brr
fv
d
+ j fv

d
,

e = A, a = bvfj

Nλp + λv + µv +
∑N

k=1 nk
fk
d
+
∑NR

r=1Brr
fv
d
− fi

d
,

e = Di, a = b−1

Nλp + λv + µv +
∑N

k=1 nk
fk
d
+
∑NR

r=1Brr
fv
d
− j fv

d
,

e = Lj , a = b−1

Nλp + λv + µv +
∑N

k=1 nk
fk
d
+
∑NR

r=1Brr
fv
d
.

e = F+1/F−1, a = b−1

(16)

Finally, G(s, a) can be calculated by substituting Eqs. (15) and (16) into (14).

D. State Transition Probability

In this section, we will derive the state transition probability from the current state s to the next state s′

after taking action a. Let e′ be the event at the next state s′, P (s′|s, a) be the state transition probability

from the current state s to the next state s′ after taking action a. The definition of P (s′|s, a) is discussed

in the following six cases.

When a task arrives under the current state and the task is offloaded to vehicle Vi in the platoon, the

number of the tasks occupying vehicle Vi is incremented by one. In this case, six kinds of different rates

are listed as follows: the rate that tasks arrive at the system is Nλp, the rate that tasks occupying vehicle

Vi depart the system is (ni + 1) fi
d

, the rate that the tasks occupying vehicle u (u 6= i) depart from the

system is nu
fu
d

, the rate that the tasks occupying j RUs depart the system is jBj
fv
d

, the rate that vehicles

arrive and depart the VFC are λv and µv, respectively.

Therefore, the corresponding P (s′|s, a) are calculated respectively as follows:

(a) If the next event is a task arriving at the system, P (s′|s, a) is calculated as
Nλp

β(s,a) .

(b) If the next event is that a task occupying vehicle Vi leaves the system, P (s′|s, a) is calculated as

(ni+1)
fi

d

β(s,a) .

(c) If the next event is that a task occupying vehicle u (u 6= i) leaves the system, P (s′|s, a) is calculated

as
nu

fu
d

β(s,a) .

(d) If the next event is that a task occupying j vehicles in the VFC leaves the system, P (s′|s, a) is

calculated as
Bj

jfv
d

β(s,a) .
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(e) If the next event is a vehicle arriving at the VFC, P (s′|s, a) is calculated as λv

β(s,a) .

(f) If the next event is a vehicle leaving the VFC, P (s′|s, a) is calculated as µv

β(s,a) .

Based on the above analysis, when s = (n1, . . . , nN , B1, . . . , BNR
,M,A) and a = bpi , the transition

probability P (s′|s, a) is given by

P (s′|s, a) =






























































































































Nλp

β(s,a) ,

s′ = (n1, . . . , ni + 1, . . . , nN , B1, . . . , BNR
,M,A)

(ni+1)
fi
d

β(s,a) ,

s′ = (n1, . . . , ni + 1, . . . , nN , B1, . . . , BNR
,M,Di)

nu
fu

d

β(s,a) , u 6= i,

s′ = (n1, . . . , ni + 1, . . . , nN , B1, . . . , BNR
,M,Du)

Bj
jfv
d

β(s,a) ,

s′ = (n1, . . . , ni + 1, . . . , nN , B1, . . . , BNR
,M,Lj)

λv

β(s,a) ,

s′ = (n1, . . . , ni + 1, . . . , nN , B1, . . . , BNR
,M,F+1)

µv

β(s,a) ,

s′ = (n1, . . . , ni + 1, . . . , nN , B1, . . . , BNR
,M,F−1)

.
(17)

Similarly, the transition probability P (s′|s, a) under other events and actions is calculated as Eqs.

(18)-(22).
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When s = (n1, . . . , nN , B1, . . . , BNR
,M,A), a = bvfj :

P (s′|s, a) =






























































































































Nλp

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj + 1, . . . , BNR
,M,A)

ni
fi
d

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj + 1, . . . , BNR
,M,Di)

(Bj+1)
jfv
d

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj + 1, . . . , BNR
,M,Lj)

Bc
cfv
d

β(s,a) , c 6= j,

s′ = (n1, . . . , nN , B1, . . . , Bj + 1, . . . , BNR
,M,Lc)

λv

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj + 1, . . . , BNR
,M,F+1)

µv

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj + 1, . . . , BNR
,M,F−1)

.
(18)

When s = (n1, . . . , sN , B1, . . . , BNR
,M,Di), a = b−1:

P (s′|s, a) =






























































































































Nλp

β(s,a) ,

s′ = (n1, . . . , ni − 1, . . . , nN , B1, . . . , BNR
,M,A)

(ni−1)
fi
d

β(s,a) ,

s′ = (n1, . . . , ni − 1, . . . , nN , B1, . . . , BNR
,M,Di)

nk
fk
d

β(s,a) , k 6= i,

s′ = (n1, . . . , ni − 1, . . . , nN , B1, . . . , BNR
,M,Dk)

Bjj
fv
d

β(s,a) ,

s′ = (n1, . . . , ni − 1, . . . , nN , B1, . . . , BNR
,M,Lj)

λv

β(s,a) ,

s′ = (n1, . . . , ni − 1, . . . , nN , B1, . . . , BNR
,M,F+1)

µv

β(s,a) ,

s′ = (n1, . . . , ni − 1, . . . , nN , B1, . . . , BNR
,M,F−1)

.
(19)

When s = (n1, . . . , nN , B1, . . . , BNR
,M,Lj), a = b−1:
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P (s′|s, a) =






























































































































Nλp

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj − 1, . . . , BNR
,M,A)

ni
fi

d

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj − 1, . . . , BNR
,M,Di)

(Bj−1)j fv
d

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj − 1, . . . , BNR
,M,Lj)

Bcc
fv

d

β(s,a) , c 6= j,

s′ = (n1, . . . , nN , B1, . . . , Bj − 1, . . . , BNR
,M,Lc)

λv

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj − 1, . . . , BNR
,M,F+1)

µv

β(s,a) ,

s′ = (n1, . . . , nN , B1, . . . , Bj − 1, . . . , BNR
,M,F−1)

.
(20)

When s = (n1, . . . , nN , B1, . . . , BNR
,M,F+1), a = b−1:

P (s′|s, a) =










































Nλp

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M + 1, A)
ni

fi

d

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M + 1,Di)
Bjj

fv
d

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M + 1, Lj)

λv

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M + 1, F+1)

µv

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M + 1, F−1)

.
(21)

When s = (n1, . . . , nN , B1, . . . , BNR
,M,F−1), a = b−1:

P (s′|s, a) =










































Nλp

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M − 1, A)
ni

fi
d

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M − 1,Di)
Bjj

fv
d

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M − 1, Lj)

λv

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M − 1, F+1)

µv

β(s,a) , s
′ = (n1, . . . , nN , B1, . . . , BNR

,M − 1, F−1)

.
(22)

V. SOLUTION

In this section, we will employ an value iterative algorithm to derive the optimal policy, thus maximizing

the long-term reward. Next, we will describe our algorithm in detail.
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At the beginning, the iteration number and the value function of each state are initialized to zero.

Then, for each iteration l, the maximum value function of each state under different actions is calculated

based on the Bellman equation until the maximum value function of each state converges. Specifically,

the continuous-time SMDP model is first transformed into the discrete-time SMDP model to enable the

value iterative algorithm to solve it, where a normalization factor y is introduced to normalize the reward,

discount factor and state transition probability of the constructed continuous-time SMDP model [56], i.e.,

R̃(s, a) = R(s, a)
α+ β(s, a)

α+ y
, (23)

γ̃ =
y

α+ y
, (24)

P̃ (s′|s, a) =







1− [1−P (s|s,a)]β(s,a)
y

, s′ = s

P (s′|s,a)β(s,a)
y

, s′ 6= s
, (25)

where y is much larger than β(s, a) and is calculated as y = Nλp + λv + µv +
∑N

i=1 fi +MNRfv/d.

Substituting Eqs. (23)-(25) into Bellman equation [57], it calculates the normalized maximum value

function of each state s for iteration l + 1 by

ṽl+1(s) = max
a∈A

[

R̃(s, a) + γ̃
∑

s′∈S

P̃ (s′|s, a)ṽl(s
′)

]

. (26)

Then the absolute difference of this function of each state between two consecutive iterations, i.e.,

‖ṽl+1(s)− ṽl(s)‖, is calculated. The algorithm is terminated if the absolute difference is smaller than a

very small positive threshold, i.e., ‖ṽl+1(s)− ṽl(s)‖ < ε(1 − γ̃)/2γ̃. Otherwise, the algorithm moves to

the next iteration until it is terminated.

When the algorithm is terminated, it outputs the optimal policy under each state, i.e.,

π∗ = argmax
a∈A

[

R̃(s, a) + γ̃
∑

s′∈S

P̃ (s′|s, a)ṽ(s′)

]

. (27)

The optimal offloading strategy is the actions under the optimal policy π∗.

The pseudo-code of the value iteration algorithm is shown in Algorithm 1.

VI. SIMULATION RESULTS

In this section, we conduct simulation experiments to validate our strategy. We use two different

strategies as benchmarks:

1) Greedy strategy, which always selects the maximum available resources in the system to offload

tasks.
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Algorithm 1: Value Iteration Algorithm

Input: s,A, R(s, a), P (s′|s, a), ε(1 − γ̃)/2γ̃
Output: the optimal policy π∗

1 Initialize v(s)=0, k = 0, for each s ∈ S;

2 for each s ∈ S do

3 ṽl+1(s) = max
a∈A

[

R̃(s, a) + γ̃
∑

s′∈S

P̃ (s′|s, a)ṽl(s
′)

]

;

4 if ‖ṽl+1(s)− ṽl(s)‖ < ε(1 − γ̃)/2γ̃ then

5 for each s ∈ S do

6 π∗ = argmax
a∈A

[

R̃(s, a) + γ̃
∑

s′∈S
P̃ (s′|s, a)ṽ(s′)

]

;

7 else

8 l = l + 1;

9 return to Line 2;

10 return the optimal policy π∗;

TABLE II: Parameters of simulation

Parameter Value Parameter Value

N 4 M 4-10

λv 9 µv 8

fv 350cycles/s f1 600cycles/s
f2 660cycles/s f3 620cycles/s
f4 650cycles/s NR 3

Wmin 3 m 1

El 100ms η 5

ζ 28 α 0.1
Tidle 20us δ 2us
DIFS 50us SIFS 10us
Header 400bits E[P ] 1920bytes
ACK 240bits ACKtimeout 292bits

ε 10

2) Equal probability strategy, where it does not consider the event and each action has an equal

probability of being selected as specified in (2).

SMDP-based strategy has the polynomial complexity of O(N2) [58], while the complexities of the greedy

strategy and equal probability strategy are O(N) [59]. The experiment tool is MATLAB 2019a and the

simulation scenario is described in section III. Some key parameters are listed in Table II by referring

to [54].

In the simulation, Case0, Case1 and Case2 represent the decisions to offload the arriving tasks to

the platoon, VFC or to discard the tasks, respectively. A1, A2 and A3 represent that the system allocates

one, two and three RUs of the VFC for processing, respectively.

Fig. 3 shows the probabilities of Case0, Case1 and Case2 for different maximum number of RUs

in VFC when the task arrival rate is 20 task/s and d is 40 cycles. We can see that the probability of
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Fig. 3: Probabilities of Case0, Case1 and Case2 for different maximum number of vehicles in VFC (λp=20

task/s, d=40 cycles)

Case2 always keeps a small value, which validates that our strategy can process most of tasks with high

probability and only discard few tasks. In addition, the probability of Case0 is always larger than that

of Case1. This is because that the platoon has more available resources than VFC, and the system tends

to offload the task to the platoon. Moreover, the probability of Case1 first gradually increases and the

probability of Case0 first gradually decreases, because the resources in the VFC are gradually increasing

with the increase of the maximum number of RUs in the VFC. In this case, more RUs in the VFC can

be allocated to process tasks, which decreases the computing delay, thus the system tends to offload the

tasks to the VFC to get a larger long-term reward. It also can be seen that the probability of Case0

is increasing while the probability of Case1 is decreasing as the maximum number of RUs continues

to increase, because as the maximum number of RUs continues to increase, more vehicles in the VFC

will face a higher collision probability and thus prolongs the transmitting delay. In this case, the system

tends to offload the task to the platoon to get a higher long-term reward. In summary, there exists one

best number of vehicles in VFC to deal with the tasks. This result will help us to control the number of

VFC’s vehicles when designing VFC in applications.
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Fig. 4: Probabilities of A1, A2 and A3 for different maximum number of vehicles in VFC (λp=20 task/s, d=40

cycles)

Fig. 4 shows the probabilities of A1, A2 and A3 when the task arrival rate is 20 task/s and d is

40 cycles. We can see that the probability of A3 is always larger than those of A1 and A2, and the

probability of A2 is larger than that of A1 at the beginning. This is because that the VFC needs to

process a lot of tasks when the task arrival rate is 20 task/s. The system tends to allocate RUs as many

as possible to process the task, and the computing delay can be reduced. In addition, the probabilities

of A1 and A2 first decrease and the probability of A3 first increases with the increase of maximum

number of RUs. This is because the resources in VFC gradually increase as the maximum number of

RUs increases. The system tends to allocate more RUs in the VFC to reduce the computing delay and

obtain a higher long-term reward. Moreover, the probability of A2 becomes smaller than that of A1 as

the maximum number of RUs continues to increase. This is due to that the system allocates more RUs

to process tasks due to the high probability of A3 in the VFC, which increases the collision probability

and transmitting delay. In this case, the system tends to allocate tasks to one RU rather than two RUs to

reduce the collision probability. We can also observe that the probabilities of A1 and A2 increase and

the probability of A3 decreases as the maximum number of RUs continues to increase. This is because
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that more vehicles transmit data with the increase of the maximum number of RUs, which increases the

collision probability and incurs a large transmitting delay. Thus the system will tend to allocate less RUs

to process the task.
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Fig. 5: Long-term rewards for different maximum number of vehicles in VFC (λp=13 or 20 task/s, d=40 cycles)

Fig. 5 shows the long-term rewards for different maximum numbers of vehicles in VFC, different

strategies and task arrival rates when d is 40 cycles. We can see that the long-term reward of the system

gradually under different strategies increases with the increase of the maximum number of vehicles in

VFC. This is because that the available resource increases as the maximum number of vehicles in VFC

increases, which reduces both computing delay and transmitting delay and further improves the long-term

reward. In addition, we can find that under different task arrival rates, our proposed strategy can obtain

a larger long-term reward than the greedy strategy while the equal probability strategy is inferior to

greedy strategy. The reason is that the equal probability strategy does not consider the potential available

resources in platoons and VFC, and the greedy strategy always allocates the maximum available resource

in the system without considering the long-term reward, while our strategy jointly considers various

factors to maximize the long-term reward. Moreover, we can see the long-term reward of our strategy for
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the task arrival rate λp being 20 task/s is smaller than that for λp being 13 task/s. This is because that

when λp increases, there are more tasks in the system and thus the time of transmitting and processing

tasks becomes longer, which results in smaller long-term reward. We also see that the long-term rewards

of the greedy strategy and equal probability strategy are almost the same under different task arrival rates.

This is because that the greedy strategy always allocates the maximum available resources for processing,

and the equal probability strategy allocates resource based on equal probabilities without considering the

variation of the task arrival rate.
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Fig. 6: Probabilities of Case0, Case1 and Case2 for different task arrival rates (d=40 cycles, K=6)

Fig. 6 shows the probabilities of Case0, Case1 and Case2 for different task arrival rates when d is

40 cycles and K is 6. We can see that our system can keep a small probability of discarding the tasks,

which validates that our strategy can process most of tasks with high probability and only discard few

tasks. In addition, the probability of Case0 is always larger than that of Case1. This is because that the

platoon has more available resources than VFC, and the system tends to offload the task to the platoon.

When the task arrival rate is increasing, the probability of Case0 is decreasing and the probability of

Case1 is increasing. This is because that the resources in the platoon are fixed, and thus when the task
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arriving rate is large, system tends to allocate more tasks to VFC to process quickly.
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Fig. 7: Probabilities of A1, A2 and A3 for different task arrival rates (d=40 cycles, K=6)

Fig. 7 shows the probabilities of A1, A2 and A3 for different task arrival rates when d is 40 cycles

and K is 6. We can see that when the task arrival rate increases, the probability of A1 decreases, the

probability of A2 increases, and the probability of A3 first increases and then decreases. This is becase

that when the task arrival rate is small, the collision probability is small and allocating more RUs will

lead to fast task processing. As the task arrival rate keeps increasing, allocating 3 RUs will lead a large

collision probability because that each task will be divided to 3 subtasks to transmit. In this case, the

negative impact caused by the collision probability will lead a large delay, which outweights the positive

impact of fast task processing. Therefore, the probability of A3 decreases when the task arrival rate is

large.

Fig. 8 shows the delay of offloading a task for different required CPU cycles to process each task

and different strategies when λp is 20 task/s and K is 6. We can see that the offloading delay under

different strategies increases with the increasing of required CPU cycles to process each task. This is the

time of processing a task becoming longer, thus the offloading delay is also increased. We also see that
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Fig. 8: Delay of offloading a task for different required CPU cycles to process each task (λp=20 task/s, K=6)

the delay of the equal probability strategy is the highest and the delay of our strategy is slightly higher

than that of the greedy strategy. This is because that the equal probability strategy allocates resource

randomly without considering the performance including delay and resources consumption. In addition,

our strategy has a slightly higher delay than that of the greedy strategy. This is because the optimization

object of our strategy is not only the offloading delay but also the resource occupancy, which is detailed

in Eq. (15). However, the system adopting greedy algorithm always chooses the available resource to

minimize the offloading delay without considering the resource occupancy, thus its offloading delay is

lower but its long-term reward is inferior to that of our strategy.

Fig. 9 shows the delay of offloading a task for different maximum numbers of vehicles and different

strategies in VFC when λp is 20 task/s and d is 40 cycles. We can see that the delay of different

strategies increases with the maximum number of vehicles in VFC increases. It is because that with the

number of vehicles in VFC increases, the collision probability increases, which causes more transmitting

delay. Moreover, the delay of equal probability strategy is the highest and the delay of greedy algorithm

is slightly lower than that of our strategy. This is due to the same reason as shown in Fig. 8.
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Fig. 9: Delay of offloading a task for different maximum number of vehicles in VFC (λp=20 task/s, d=40)

VII. CONCLUSIONS

In this paper, we jointly considered the 802.11p DCF mechanism, heterogeneous computation resource

of vehicles in the platoon, random task arrival and departure as well as the random arrival and departure

of vehicles in VFC. Then we proposed an offloading strategy to obtain the maximal long-term reward

based on the SMDP. We first adopted the SMDP to model the offloading process and designed the SMDP

framework including state set, action set, reward function and transition probability, where the transmitting

delay are derived based on to the 802.11p DCF mechanism to determine the reward. Then we adopt the

value iteration algorithm to solve the SMDP model to obtain the optimal offloading strategy. Extensive

experiments have been conducted to demonstrate the outperformance of our strategy. According to the

theoretical analysis and simulation results, the following conclusions are summarized:

• Our strategy can process most of tasks and discard few tasks. In addition, the system prefers to

offload to the platoon because the available resources in the platoon are larger than that in VFC.

Moreover, there are more available RUs as the resources in the VFC increase, thus the system tends

to offload task to the VFC. As the resources in the VFC keep increasing, the system tends to offload
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to the platoon due to the increase of the collision probability in the VFC.

• The system under our strategy tends to allocate more RUs in the VFC for processing as increase

of the resources in the VFC, but as the resources in the VFC keep increasing, the system tends to

allocate less RUs for processing due to the increased collision probability in the platoon.

• Our strategy performs better than the greedy strategy because the 802.11p DCF, heterogeneous

computation resource of vehicles in the platoon, the random task arrival and departure as well as

random arrival and departure of vehicles in VFC have been jointly considered to get the maximal

long-term reward.

• When the task is allocated to more RUs, the total delay which includes the transmitting delay in the

platoon, transmitting delay form the leader vehicle to VFC and the computing delay in the RUs is

small.

• When d and K are fixed, different task arrival rates will influence the action probability of A1, A2,

A3, Case0, Case1 and Case2. The offloading delay is increasing with the increase of required

CPU cycles due to the increasing computing delay in the RUs.
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