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Abstract—As the demand on artificial intelligence (AI)-based
applications increases, the freshness of sensed data becomes
crucial in the wireless sensor networks. Since those applications
require a large amount of computation for processing the sensed
data, it is essential to offload the computation load to the edge
computing (EC) server. In this paper, we propose the sensing and
computing decision (SCD) algorithms for data freshness in the
EC-enabled wireless sensor networks. We define the η-coverage
probability to show the probability of maintaining fresh data for
more than η ratio of the network, where the spatial-temporal
correlation of information is considered. We then propose the
probability-based SCD for the single pre-charged sensor case
with providing the optimal point after deriving the η-coverage
probability. We also propose the reinforcement learning (RL)-
based SCD by training the SCD policy of sensors for both the
single pre-charged and multiple energy harvesting (EH) sensor
cases, to make a real-time decision based on its observation.
Our simulation results verify the performance of the proposed
algorithms under various environment settings, and show that the
RL-based SCD algorithm achieves higher performance compared
to baseline algorithms for both the single pre-charged sensor and
multiple EH sensor cases.

Index Terms—Wireless sensor networks, edge computing, sen-
sor activation, age of information, reinforcement learning.

I. INTRODUCTION

The new generation of wireless networks will realize the

intelligence of everything, which integrates the digital world

and the physical world by sensing everything [2]. This will

lead to the change on the role of wireless sensor networks

(WSN) from providing sensed data efficiently to providing

fresh data reliably. The data freshness is especially crucial for

artificial intelligence (AI)-based decision making applications

and services such as the autonomous driving and the security

surveillance [3]. In those services, the outdated information

can cause the fatal problems such as the car accident or the

invasion. For maintaining the data freshness in the sensor
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networks, the sensor should be continuously activated and

transmit the sensed data to the sink node that manages the data.

However, because of the limited battery capacity of sensors,

frequent sensing and transmission may shorten the sensor

lifetime and fail to maintain the data freshness in the networks.

Hence, both the energy consumption and the data freshness

should be considered in the design of sensor networks.

Furthermore, as the demand on AI-based applications and

services is increasing, the processing of the sensed data re-

quires a larger amount of computation. The large computation

might not be able to be done at the sensors due to the large

energy consumption as well as the long processing delay from

the low computing capability of sensors. Hence, the edge

computing (EC), which is to offload the computation load of

sensors to the EC server, becomes essential for energy-efficient

wireless sensor networks [4], [5].

Recently, the data freshness has been considered in many

works for the energy-efficient sensor networks [6]–[14]. Here,

to measure the data freshness, the age of information (AoI)

has been used, which is the elapsed time since the generation

of the data [15]. For the single sensor case, the average

AoI [7] and the probability mass function (PMF) of AoI [6]

are studied for given sensing decision period. The sensing

decision algorithms are presented to minimize the average

AoI of the single sensor using the threshold-based [8], [9]

and the reinforcement learning (RL)-based approach [10]. By

considering multiple sensors, the average AoI is analyzed in

[11], when the sensing instances are determined randomly and

independently with the exponentially-distributed intervals. The

sensing decision algorithms are also presented to minimize the

average AoI of sensors using the Lyapunov optimization and

the RL-based approach [12]. However, in those works, the EC

is not considered in the design of the sensor networks.

The EC-enabled sensor networks have been introduced

in recent works [16], [17]. In those works, the computing

decision has been studied to determine whether the sensor

computes the task locally or offloads it to the EC server.

Specifically, for multiple sensor case, the computing decision

algorithms are presented to minimize the latency and the

computing energy consumption using the convex optimization-

based [16] and the game theory-based approach [17]. Recently,

in [18], the data freshness is also considered in the comput-

ing decision algorithm, which is designed to minimize the

weighted sum of computing delay and energy consumption

with guaranteeing the data freshness constraint. As such, most

existing studies are focused on either sensing or computing

http://arxiv.org/abs/2401.13936v1


2

decision. Nevertheless, since both the sensing decision and

computing decision affect the performance of the wireless

sensor networks, they should be jointly designed.

The joint sensing and computing decision (SCD) has been

designed for data freshness in [19], [20]. For the single sensor

case, the RL-based SCD algorithm is proposed to minimize

the average AoI. Moreover, for the multiple sensor case, the

Lyapunov optimization-based SCD algorithm is presented to

minimize the peak AoI. Generally, the sensed data has a

temporal correlation, which means it can be similar to the

data, sensed in a short time ago [21]. Furthermore, in the

wireless sensor networks, where sensors are densely deployed,

the sensing coverage of nearby sensors can have overlapping

areas, which means the sensed data from the sensors can have

a spatial correlation as well [22]. Those correlation affect the

accuracy of the sensed data, which decreases over time and as

the distance to the sensing point increases [13]. Therefore,

in the energy-efficient design of the SCD for the multiple

sensor case, the temporal and the spatial correlation of sensed

data should be jointly considered, but in [19], [20], only the

temporal correlation is considered.

Thus, in this paper, we propose the SCD algorithms for

data freshness in the EC-enabled wireless sensor networks

by considering the spatial-temporal correlation of information.

Specifically, we consider that the information at different

locations, estimated from the sensed data, has the error, which

increases with the distance from the sensor and the elapsed

time from sensing. Therefore, we define the error-tolerable

network coverage ratio as the portion of network area with

smaller error than certain threshold. We then propose the η-

coverage probability as a performance metric, which is the

probability that the network coverage ratio is greater than the

target value η. To maximize the η-coverage probability, we

propose the SCD algorithms for two cases: the single pre-

charged sensor case and the multiple energy harvesting (EH)

sensor case, respectively. We first propose the probability-

based SCD algorithm, where each sensor makes a decision

based on the sensing and EC probabilities. Next, we propose

the RL-based SCD algorithm, where each sensor takes an

action based on the real-time information as an observation.

The main contributions of this paper can be summarized as

follows.

• We propose the SCD algorithms for data freshness in the

EC-enabled wireless sensor networks. To the best of our

knowledge, this is the first work that jointly decides the

sensing and computation considering both the spatial and

the temporal correlation.

• In the probability-based SCD algorithm, we derive the

η-coverage probability and provide the optimal sensing

probability that maximizes the η-coverage probability in

a closed form for the single pre-charged sensor case. We

also provide the method to obtain the optimal sensing and

EC probabilities for the multiple EH sensor case.

• In the RL-based SCD algorithm, we train the policy for

each sensor to make the SCD according to the dynamic

change of environments including the battery level of the

sensors and the channel fading gain for the multiple EH

sensor case as well as the single pre-charged sensor case.

Fig. 1: Network description of EC-enabled wireless sensor

networks.

• In simulation results, we verify the η-coverage probabil-

ity of the proposed algorithms for various environment

settings such as the target network coverage ratio, the

distance between the sensor and the sink node, the

number of sensors, and the computing energy.

The remainder of this paper is outlined as follows. In

Section II, we firstly describe the EC-enabled wireless sensor

networks model, and define the η-coverage probability as a

performance metric by introducing the AoI. To maximize the

η-coverage probability for both the single pre-charged and the

multiple EH sensor cases, we propose two algorithms, the

probability-based SCD in Section III and the RL-based SCD in

Section IV. In Section V, the simulation results are presented

and compared with baselines. Finally, the conclusion of this

paper is given in Section VI.

II. EDGE COMPUTING-ENABLED WIRELESS SENSOR

NETWORKS MODEL

In this section, we describe the EC-enabled wireless sensor

networks model with the transmission and energy models of

the networks. After that, we define the η-coverage probability

by introducing the AoI.

A. Network Description

We consider the EC-enabled wireless sensor networks,

operating in a time-slotted fashion, which are composed of

sink nodes distributed according to a homogeneous Poisson

point process (PPP) with intensity λ.1 Each sink node equipped

with the EC server is associated with nearby Ns sensors

and collects the data from them. An example of the sink

node and the associated sensors is given in Fig. 1. We use

N = {1, 2, · · · , Ns} as the index set of sensors associated

with the sink node, and they have limited battery capacity.

Each sensor makes the SCD at the beginning of each round,

which consists of τr time slots. If the sensor performs sensing,

it collects the data with size Le from the surrounding area (e.g.,

temperature and humidity) for one time slot with consuming

the energy ES. Then, the sensed data needs to be computed

1Note that we have employed the PPP model to consider the realistic node
deployment [23] as well as the realistic distribution of uplink interference.



3

and transmitted to the sink node. Both the sensors and the EC

server have computing capability, so the sensed data can be

locally computed at the sensor, i.e., local computing (LC), or

offloaded to the EC server, i.e., EC. If the sensor chooses the

LC, the data is processed at the sensor for τℓ time slots with

consuming the energy EC, and it is transmitted to the sink

node and the status of the sensor is updated. On the other

hand, if the sensor chooses the EC, the data is transmitted to

the sink node and computed at the EC server. When the newly

sensed data of a sensor arrives at the EC server, but the pre-

generated old data of the corresponding sensor still exists at

the queue, the old data is replaced with the fresh data.2 After

the EC server processes the data of the sensor for τe time slots,

the status of the sensor is updated.3 Generally, the computing

capability of EC server is higher than that of the sensor, so

τe < τℓ. Note that after the computation, the data size reduces

to Lℓ where Lℓ < Le.4

B. Transmission Model

The n-th sensor located at xn transmits the data with the

transmission power Ptx to the sink node, located at o, with

consuming the energy ET. When the sink node receives the

sensed data from the n-th sensor, the signal-to-interference-

plus-noise ratio (SINR) ζxn,o is given by

ζxn,o =
Ptxhxn,od

−α
xn,o

σ2 + In
, (1)

where hxn,o is the channel fading gain, dxn,o is the distance

between the n-th sensor and the sink node, α is the path loss

exponent, σ2 is the Additive White Gaussian Noise (AWGN)

power. In (1), In is the inter-cell interference. Each sink node

has one sensor that uses the same frequency band with the

n-th sensor [25]. The distribution of interfering sensors does

not constitute a homogeneous PPP due to the dependency of

their locations to the sink nodes, but it is shown that this

dependency is weak [26]. Hence, we assume the distribution

of sensors interfering the n-th sensor follows a PPP with

intensity λ. When the probability of using the same frequency

resource in other sink nodes for sensors is pt, the density of

interfering nodes becomes λI = λpt, and their distribution is a

PPP from the thinning property [27]. Therefore, the inter-cell

interference, In, is given by

In =
∑

x′∈Ψn′

Ptxhx′,od
−α
x′,o, (2)

where Ψn′ is the location of sensors that use the same

frequency resource with the n-th sensor.

The transmission can be successful if the data rate is larger

than the target data rate. When the Rayleigh fading channel is

2By processing the lately sensed data instead of the existing data in the
queue, the sink node can obtain the latest data generated at the sensor which
reduces the AoI at the sink node (will be described in Section II-D).

3When the data of the n-th sensor arrives at the EC server, it might need to
wait for the computing as there can be other computing jobs of other sensors,
arrived earlier.

4In general, the output data size after the computation is smaller than the
input data size [24].

considered, i.e., hxn,o ∼ exp(1), for the k-th data transmission,

the outage probability can be given by [28]

po,k = P[W log2(1 + ζxn,o) < Rmk
]

= EIn



P



hxn,o <
dαxn,o(σ

2 + In)(2
Rmk
W − 1)

Ptx









= 1− exp
(

−Aσ2
)

LIn (A) ,

(3)

where mk indicates the computing decision, i.e., mk = e

for EC or mk = ℓ for LC, W is the bandwidth, and

A = (2Rmk
/W − 1)dαxn,o/Ptx. Here, Rmk

is the target data

rate that a sensor needs to transmit within time duration τt

(i.e., a time slot) [29], so Re = Le/τt and Rℓ = Lℓ/τt. Using

the definition of the Laplace transform, we have [23, Eq. 3.21]

LIn (A) = EIn

[

e−AIn
]

= exp

{

−πλI(APtx)
2
α

2π

α sin(2π/α)

}

.

(4)

By combining (4) with (3), we get the outage probability as

po,k = 1− exp

{

−Aσ2 − πλI(APtx)
2
α

2π

α sin(2π/α)

}

. (5)

Here, po,k > po,j where mk = e and mj = ℓ as Re > Rℓ due

to Le > Lℓ.

To improve the data freshness at the sink node, we adopt

a retransmission scheme so that the sensor can transmit the

data up to δ times when the current transmission fails. If the

transmission fails for δ times, the sensor drops the data and

becomes idle until it has the new data by sensing to prevent

the excessive energy consumption.

C. Energy Model

In wireless sensor networks, sensors are equipped with the

battery instead of receiving power via the wire since the

deployment of sensors for wired sensor networks may be

infeasible, especially in hostile area. Furthermore, the wireless

sensor networks have advantages in terms of the installing and

maintaining cost, compared to the wired sensor networks [30].

We consider two battery models, generally considered in

wireless sensor networks: pre-charged battery model and EH

battery model.5 In this subsection, we describe both models.

1) Pre-Charged Battery Model: In this model, the battery

of the sensor is fully charged in advance [31]. Hence, when

we consider Nr rounds (i.e., Nrτr time slots), the consumed

energy at the n-th sensor is limited as
∑Nrτr

i=1 bn[i] ≤ Bth,

where bn[i] ∈ {ES, ET, EC, 0} is the consumed energy of

the n-th sensor at the i-th time slot, and Bth is the battery

constraint for Nr rounds.

2) EH Model: In this model, sensors can be charged by

harvesting energy. We consider a random energy arrival model

with the mean harvested energy EH for each time slot, i.e.,

E[εn[i]] = EH, n ∈ N , ∀i, where εn[i] is the harvested energy

5Note that the proposed algorithms can also be applicable for the hybrid
energy model, i.e., the battery has both pre-charged energy and harvesting
capability, as the same manner, used for the EH model case.
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Fig. 2: Example path of ∆rx
n (t) for EH model.

of the n-th sensor during the i-th time slot [32]. An evolution

of the battery level of the n-th sensor is then given by

Bn(t) = min [Bn(ti)− bn[i] + εn[i], Bmax] ≥ 0, (6)

for ti ≤ t < ti+1, where tj is the starting time of the j-

th time slot, and Bmax is the battery capacity. Here, εn[i]
follows the uniform distribution, i.e., εn[i] ∼ U [εmin, εmax]
where εmin and εmax are the minimum and maximum values of

harvested energy at each time slot, respectively [33]. Note that

the sensor can perform sensing, transmission, or LC only when

the current battery level is sufficient to perform that mode.

D. η-Coverage Probability

For the data of the n-th sensor, the AoI can be defined

at both the sensor and the sink node, denoted as ∆tx
n(t) and

∆rx
n (t), respectively. The AoI at the sensor, ∆tx

n(t), becomes

τt (i.e., one time slot length) when the sensor obtains new

data by sensing. Otherwise, the AoI increases linearly over

the time. On the other hand, the AoI at the sink node, ∆rx
n (t),

is defined as the time gap from sensing to the time when the

sink node obtains the computed data. Hence, ∆tx
n(t) and ∆rx

n (t)
are respectively given by

∆tx
n(t) = t− ttx

g,n, (7)

∆rx
n (t) = t− trx

g,n, (8)

where ttx
g,n is the latest data generation time at the n-th sensor,

and trx
g,n is the generation time of the lately updated data of the

n-th sensor at the sink node. Note that ∆rx
n (t) and ∆tx

n(t) will

be used for defining and analyzing the η-coverage probability

in Section II, III and the RL-based algorithm in Section IV,

respectively.

Figure 2 represents an example path of ∆rx
n (t) over time

for τr = 6, τe = 1, τℓ = 2, and δ = 2 for the EH model. At

the beginning of the j-th round, the n-th sensor decides to

perform sensing and choose LC. After sensing and computing

at the sensor, the sensor transmits the computed data to the sink

node, and ∆rx
n (t) is updated once it is successfully received.

At the beginning of the (j + 1)-th round, the sensor decides

to perform sensing and choose EC. Since the sensor does not

have sufficient energy for transmission, it waits to get more

energy by harvesting. Once the data is successfully received

at the sink node, ∆rx
n (t) can be updated after completing the

computation. Here, when the transmission fails δ (e.g., two

in this example) times, the data is dropped as shown in the

(j + 2)-th round.

In sensor networks, the sensed data is generally correlated

in time and space [34]. Hence, we can estimate the data at

certain point y at time t with the lately generated or updated

data of the n-th sensor, located at xn, at time ttx
g,n or trx

g,n. Here,

the estimator of the data that minimizes the mean square error

becomes the conditional expectation, which is given by [34]

Ĥ = E
[

H(y, t)|H(xn, t
ι
g,n)

]

, ι ∈ {tx, rx}, (9)

where H(z, t) is the data at z and the time t.
When the sensed data follows a stationary Gaussian process,

the correlation coefficient is represented using the covariance

model with the AoI, i.e., ∆ι
n(t) = t− tιg,n, given by [13]

ρxn,y(∆
ι
n(t)) = exp (−β1dxn,y − β2∆

ι
n(t)), ι ∈ {tx, rx},

(10)

where dxn,y is the Euclidean distance between xn and y, β1

and β2 are the weights of the spatial error and temporal error,

respectively. Since the variance of the estimation error of (9)

linearly increases with 1−{ρxn,y(∆
ι
n(t))}

2 [34], the estimation

error at y is determined by (10) as [13]

ǫxn,y(∆
ι
n(t)) = 1− {ρxn,y(∆

ι
n(t))}

2

= 1− exp (−2β1dxn,y − 2β2∆
ι
n(t)), ι ∈ {tx, rx}.

(11)

From (11), we can observe that the estimation error increases

as dxn,y increases or ∆ι
n(t) increases. We assume the estimated

data of y at t from the sensed data at xn and time tιg,n becomes

invalid when the estimation error, ǫxn,y(∆
ι
n(t)), is greater than

the threshold ǫ0 as

ǫxn,y(∆
ι
n(t)) > ǫ0, ι ∈ {tx, rx}. (12)

Then, the sensing coverage of the n-th sensor can be defined

as the area that the sensed data can be used to estimate the data

of the area with less error than ǫ0 [35]. The sensing coverage

becomes a circle with radius rc(∆
ι
n(t), ǫ0), given by

rc(∆
ι
n(t), ǫ0) =

−2β2∆
ι
n(t)− log(1− ǫ0)

2β1
, ι ∈ {tx, rx},

(13)

which can be obtained by substituting (11) into (12) for

ǫxn,y(∆
ι
n(t)) = ǫ0. Since the sink node collects and manages

the information of sensors, we focus on the AoI at the sink

node, i.e., ∆rx
n (t), and from (13), we can see that rc(∆

rx
n (t), ǫ0)

decreases as ∆rx
n (t) increases.

Next, we define the error-tolerable network coverage ratio

from the sensing coverage model. We consider a 2-D discrete

grid network Φ. We define an event cxn,y(t) that the point at

y is in the coverage of the n-th sensor at time t, given by

cxn,y(t) =

{

1, dxn,y ≤ rc(∆
rx
n (t), ǫ0),

0, otherwise.
(14)

Since the sensor network consists of multiple sensors, we

can regard the point at y is in the network coverage if it
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is covered by at least one sensor. Here, the sink node uses

the data which has the minimum estimation error among the

sensors, i.e., min
n∈N

ǫxn,y(∆
rx
n (t)). Then, whether the point at y

is covered or not in the network is indicated as Cy ∈ {0, 1},
given by

Cy(t) = 1−
∏

n∈N

(1− cxn,y(t)). (15)

From (15), at time t, we can define the network coverage ratio

φcov(t) as the ratio of the area, covered by at least one sensor,

to the whole network area |Φ| as

φcov(t) =

∑

y∈ΦCy(t)

|Φ|
. (16)

Finally, we define the η-coverage probability Pc(η) as the

probability that φcov(t) is larger than a target coverage ratio

η, which is given by [35]

Pc(η) = P[φcov(t) ≥ η]. (17)

Note that Pc(η) can also show the portion of the network area

where the sink node has the data with smaller error than ǫ0.

E. Two SCD Approaches

To enhance the η-coverage probability, we can design the

SCD algorithm in two approaches: 1) the probability-based

SCD and 2) the RL-based SCD. For the probability-based

SCD, the optimal probabilities for sensing and EC, which

maximize the η-coverage probability in average sense, are

used without requiring the real-time information from other

sensors or EC server. However, in this algorithm, the sensors

cannot utilize network status such as the AoI and battery

level, which may lead to a low performance. On the other

hand, in the RL-based SCD, each sensor makes the decision

based on the current network status to improve the η-coverage

probability through the training process. Specifically, the real-

time information of the network status such as the AoI and

the battery level are needed, but it generally achieves the

higher performance than the probability-based SCD algorithm

as it makes decisions based on the current status information.6

In the following sections, we provide the probability-based

SCD algorithm (Section III) and the RL-based SCD algorithm

(Section IV).

III. PROBABILITY-BASED SCD ALGORITHM

In this section, we propose the probability-based SCD

algorithm, which determines to sense with the probability

ps and determines to compute at the EC server with the

probability pe at each round. To maximize the η-coverage

probability, we optimize ps and pe in the probability-based

SCD algorithm. For that, in this section, we first derive the

η-coverage probability for the single pre-charged sensor case,

and provide the optimal ps and pe. We then discuss how to

obtain the optimal ps and pe for the multiple EH sensor case.

6Note that the probability-based SCD algorithm has an advantage in terms
of implementation simplicity, and the RL-based SCD algorithm can perform
worse when the status information from neighboring sensors and the EC server
are not reliably provided.

Fig. 3: Example of the AoI path of the single pre-charged

sensor case, ∆tx(t) and ∆rx(t), from the (k − 1)-th to the

(k + 1)-th successful update.

A. Single Pre-Charged Sensor Case

1) η-Coverage Probability Analysis: We first analyze the

η-coverage probability in the single pre-charged sensor case.

Here, we consider a 2-D network Φsg with a sink node and

a sensor, and omit index n for simplicity. In this case, Cy(t)
in (15) becomes cx,y(t), and in (16), we have

∑

y∈Φsg
Cy(t) =

∑

y∈Φsg
cx,y(t), which indicates the sensing coverage of the

sensor. The radius of the sensing coverage is rc(∆
rx(t), ǫ0), so

the sensing coverage area can be presented as πr2c (∆
rx(t), ǫ0).

7

When the sensing coverage is completely included in Φsg,

φcov(t) can be given by

φcov(t) =
πr2c (∆

rx(t), ǫ0)

|Φsg|
=

π{−2β2∆
rx(t)− log(1 − ǫ0)}2

4β2
1 |Φsg|

,

(18)

where |Φsg| is the considered network area in the single sensor

case. From (17) and (18), Pc(η) is given by

Pc(η) = P

[

π{−2β2∆
rx(t)− log(1− ǫ0)}2

4β2
1 |Φsg|

≥ η

]

= 1− P [∆rx(t) > vth] ,

(19)

where the target AoI is vth = −β1

β2

√

η|Φsg|
π − log(1−ǫ0)

2β2
. From

(19), we can see that in the single pre-charged sensor case, the

η-coverage probability can be represented as the AoI violation

probability P [∆rx(t) > vth], which is the probability that the

AoI, ∆rx(t), violates the target AoI vth.

For the analysis of the η-coverage probability, we first define

some time intervals in the AoI path as follows. An example

of the AoI path of the single pre-charged sensor case, ∆tx(t)
and ∆rx(t), from the (k − 1)-th to the (k + 1)-th successful

update are presented in Fig. 3. For the k-th successful update,

we denote the time interval from the sensing instance to the

successful update as Zk, the time interval from the beginning

of the first round after the (k− 1)-th successful update to the

k-th successful update time as Xk, the inter update time as

Uk, and the violation time for k-th successful update as gk.

7When the resolution of grid is high in the discrete grid networks, the
sensing coverage area can be approximated as the circle with subtle error.
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We use mk ∈ {e, ℓ} to indicate whether the information of

the k-th successful update is computed by the EC (mk = e)

or LC (mk = ℓ).
Next, we analytically obtain the η-coverage probability in

(19) for the single pre-charged sensor case. we first assume

sensing, computing, and transmission caused by the current

round are completed before starting the next round, i.e., 1 +
δ+τk ≤ τr, τk ∈ {τe, τℓ}. Note that for the single sensor case,

we assume that the waiting time at the EC server is negligible

as it only handles the information from one sensor.

The AoI violation probability is given by [36]

P [∆rx(t) > vth] =
E[gk]

E[Uk]
, (20)

where E[Uk] and E[gk] are the expected inter-update and

violation time, respectively. Here, Uk and gk are presented

as

Uk = τr − Zk−1 +Xk, (21)

gk =











τr +Xk − Zk−1, if vth < Zk−1,

τr +Xk − (⌊vth⌋+ 1), if Zk−1 ≤ vth < τr +Xk,

0, if τr +Xk ≤ vth,

(22)

where ⌊x⌋ is a floor function that gives the greatest integer

less than or equal to x. In the following lemma, we obtain

E[Uk] for given ps and pe.

Lemma 1 (Expected Inter-Update Time): The expected inter-

update time E[Uk] in (20) is obtained as

E[Uk] =
τr

pδ
, (23)

where pδ is given by

pδ = ps[pe{1− (po,e)
δ}+ (1− pe){1− (po,ℓ)

δ}]. (24)

Proof: See Appendix A.

In the following lemma, we also obtain E[gk] for given ps

and pe.

Lemma 2 (Expected Violation Time): E[gk] in (20) is ob-

tained as

E[gk] =
∑

mk−1∈{e,ℓ}

∑

mk∈{e,ℓ}

pu(mk−1)pu(mk)G(mk−1,mk),

(25)

where pu(mk) is the probability that EC (mk = e) or LC

(mk = ℓ) is chosen, conditioned on the successful update,

given by

pu(mk) =







pe{1−(po,e)
δ}

pe{1−(po,e)δ}+(1−pe){1−(po,ℓ)δ}
, if mk = e,

(1−pe){1−(po,ℓ)
δ}

pe{1−(po,e)δ}+(1−pe){1−(po,ℓ)δ}
, if mk = ℓ.

(26)

Here, G(mk−1,mk) is presented in (32) according to the range

of vth, where

v1,k = 2 + τk−1,

v2,k = 1 + δ + τk−1,

v3,k(y) = yτr + 2 + τk,

v4,k(y) = yτr + 1 + δ + τk,

(27)

for y = 1, 2, · · · . In (32), ̺c,k, fδ,k, hδ,k(y) and κk(y) are

respectively defined as

̺c,k = 1− (po,k)
c, c ∈ {1, 2, · · · , δ}, (28)

fδ,k =
1

̺1,k
−

δpδo,k̺1,k

̺δ,k
, (29)

hδ,k(y) = 1 + δ + τk + τr(y − 1), (30)

κk(y) = ⌊vth⌋ − τk − τry − 1. (31)

Proof: See Appendix B.

From Lemma 1 and Lemma 2, the AoI violation probability

P [∆rx(t) > vth] is then derived by dividing E[gk] into E[Uk]
as (20). Finally, by using (20) in (19), we can obtain the η-

coverage probability for the single pre-charged sensor case for

given ps and pe, obtained as

Pη
c (ps, pe)

= 1−
pδ
τr

∑

mk−1∈{e,ℓ}

∑

mk∈{e,ℓ}

pu(mk−1)pu(mk)G(mk−1,mk).

(33)

Here, we change the notation Pc(η) to Pη
c (ps, pe) to use it for

optimizing ps and pe in the following section.

2) Optimal Probability of Sensing and Computing: We

obtain the optimal ps and pe that maximize the η-coverage

probability. For that, we first obtain the average energy con-

sumption per the time duration of a round τr, denoted as

Ēt. The average energy consumption over τr when the sensor

chooses EC, Ēe, is given by

Ēe = ES + ETN̄e(po,e), (34)

where N̄mk
(po,k) is the average number of transmissions,

given by

N̄mk
(po,k) =

δ
∑

c=1

cpc−1
o,k (1− po,k) + δpδo,k =

̺δ,k
̺1,k

. (35)

Similarly, the average energy consumption over τr when the

sensor chooses LC, Ēℓ, is given by

Ēℓ = ES + EC + ETN̄ℓ(po,ℓ). (36)

For given ps and pe, Ēt is then obtained as

Ēt = pspeĒe + ps(1 − pe)Ēℓ. (37)

Note that the consumed energy over Nr rounds needs to be

less than or equal to Bth in the pre-charged battery model, i.e.,

NrĒt ≤ Bth, as described in Section II-C.

We now formulate the η-coverage probability maximization

problem for the single pre-charged sensor case.

Problem 1 (η-Coverage Probability Maximization in Single

Pre-Charged Sensor Case):

max
ps,pe

Pη
c (ps, pe) (38)

s.t. NrĒt ≤ Bth, (39)

0 ≤ ps ≤ 1, (40)

0 ≤ pe ≤ 1. (41)

To solve Problem 1, we first discuss the effect of ps on

Pη
c (ps, pe) in the following remark.



7

G(mk−1,mk) =






















































τr

pδ
+ τk − τk−1 + fδ,k − fδ,k−1, vth < v1,k,

τr

pδ
+ τk − τk−1 + fδ,k −

⌊vth⌋−τk−1−p
⌊vth⌋−1−τk−1
o,k−1 −δpδ

o,k−1

̺δ,k−1
−

p
⌊vth⌋−1−τk−1
o,k−1 −pδ

o,k−1

̺δ,k−1̺1,k−1
, v1,k ≤ vth < v2,k,

τr

pδ
+ τk + fδ,k − ⌊vth⌋, v2,k ≤ vth < v3,k(y = 1),

(1− pδ)
y−1

[

(1− pδ)
{

hδ,k(y) +
τr

pδ
− δ

̺δ,k
+ 1

̺1,k

}

+ (1− τr + ⌊vth⌋)
{

pδ̺κk(y),k

̺δ,k
− 1

}

+ pδ

̺δ,k

{

̺
κk(y)
1,k (⌊vth⌋ − τr)− ̺δ1,khδ,k(y) +

̺
κk(y)

1,k
−̺δ

1,k

po,k

}]

, v3,k(y) ≤ vth < v4,k(y),

(1− pδ)
y
{

−κk(y)− 1 + τr

pδ
+ 1

̺1,k
+ δ

(

1− 1
̺δ,k

)}

, v4,k(y) ≤ vth < v3,k(y + 1).

(32)

Remark 1: For given pe, Pη
c (ps, pe) is a monotonically

increasing function of ps. For example, for v1,k ≤ vth < v2,k
for both mk−1 = e and mk−1 = ℓ, i.e., 2 + τe ≤ 2 + τℓ ≤
vth < 1+ δ+ τe ≤ 1+ δ+ τℓ, the first derivative of Pη

c (ps, pe)
with respect to ps is given by

∂Pη
c (ps, pe)

∂ps

=
1

τr

[

⌊vth⌋ − {peτe + (1− pe)τℓ}

−

{

pe

̺⌊vth⌋−τe,e

̺1,e
+ (1− pe)

̺⌊vth⌋−τℓ,ℓ

̺1,ℓ

}

]

.

(42)

Here, from (28), ̺⌊vth⌋−τe,e/̺1,e and ̺⌊vth⌋−τℓ,ℓ/̺1,ℓ in (42)

are expressed as

̺⌊vth⌋−τk,k

̺1,k
=

1− (po,k)
⌊vth⌋−τk

1− po,k

=

⌊vth⌋−τk−1
∑

c=0

(po,k)
c < ⌊vth⌋ − τk,mk ∈ {e, ℓ},

(43)

where the inequality in (43) holds since the outage probability

is less than 1, i.e., po,k < 1. Then, from (43), (42) can be

obtained as

∂Pη
c (ps, pe)

∂ps

>
1

τr

[

⌊vth⌋ − {peτe + (1− pe)τℓ}

− {pe(⌊vth⌋ − τe) + (1 − pe)(⌊vth⌋ − τℓ)}
]

= 0.

(44)

Thus, Pη
c (ps, pe) is a monotonically increasing function of ps.

8

Let p⋆s (pe) denote an optimal sensing probability for given

pe. We equivalently convert the constraint in (37) to

ps ≤
Bth

Nr{Ēepe + Ēℓ(1 − pe)}
. (45)

Therefore, from (45) and Remark 1, p⋆s (pe), is obtained as

p⋆s (pe) = min

[

Bth

Nr{Ēepe + Ēℓ(1− pe)}
, 1

]

. (46)

Unlike ps, it is not guaranteed that Pη
c (ps, pe) monotonically

increases or decreases with pe. Specifically, the trend of

8Similarly, by differentiating Pη
c (ps, pe) with respect to ps, it is also proved

that Pη
c (ps, pe) is a monotonically increasing function of ps for other cases.

Pη
c (ps, pe) with pe depends on parameters such as the outage

probability, the computing energy, and the computing time.

Therefore, we use an exhaustive search to obtain (p∗s , p
∗
e ), i.e.,

p∗e = argmaxpe
Pη

c

(

p⋆s (pe), pe

)

and p∗s = p⋆s (p
∗
e ).

B. Multiple EH Sensor Case

In the multiple EH sensor case, it is difficult to clearly

analyze the effect of ps and pe on Pη
c (ps, pe) by deriving the

AoI violation probability due to the overlapped coverage of the

sensors. Furthermore, it is hard to formulate the optimization

problem for the probability-based SCD algorithm in EH case

since the energy level of sensor dynamically changes and the

sensor cannot perform sensing even it is decided to sense when

the battery is insufficient. Thus, in the multiple EH sensor

case, we need to obtain the optimal solution (p∗s , p
∗
e ) using

the exhaustive search by evaluating the η-coverage probability

using simulation.9

In the probability-based SCD algorithm, even though

(p∗s , p
∗
e ) can be obtainable, it is difficult to obtain the high

η-coverage probability since this algorithm cannot consider

the real-time dynamics. For instance, when the battery level

is low, decreasing the frequency of sensing may increase the

η-coverage probability by reducing the energy consumption.

However, the sensor in the probability-based SCD algorithm

cannot make dynamic decision. Therefore, in the following

section, we develop an algorithm where each sensor can make

real-time decision in the dynamic and complex environment to

enhance the η-coverage probability in the EC-enabled wireless

sensor networks.

IV. RL-BASED SCD ALGORITHM

In this section, we propose the RL-based SCD algorithm

to maximize the η-coverage probability. Firstly, we formulate

a partially observable Markov decision process (POMDP)

problem for both the single pre-charged and the multiple EH

sensor cases, and then develop an RL algorithm and a network

architecture to solve the POMDP problems.

9Note that for sparse sensor networks, i.e., when sensors rarely have the
overlapping area in their coverage, the optimal probabilities of single pre-
charged sensor (obtained in Section III-A) can be used as a guideline for the
ones of the multiple EH sensor case.
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A. POMDP Formulation

In the RL-based SCD algorithm, sensors are trained to make

the decision in the way of maximizing the η-coverage proba-

bility. In this algorithm, we consider an episodic environment

with the episode length Tep, where each episode consists of

Nr rounds, i.e., Tep = Nrτr.

Next, we consider an Ns-agent POMDP, where the n-th

agent makes an action an[j] based on the observation on[j] and

obtains a reward rn[j] at the j-th round. Each agent aims to

maximize a return Rn =
∑Nr

j=1 γ
j−1rn[j], where γ ∈ [0, 1] is

a discount factor. In the presented EC-enabled wireless sensor

networks, the η-coverage probability maximization problem

can be formulated as the POMDP, where each sensor acts as

an agent. The observation, action, and reward of each sensor

are given as follows.

• Observation: Each sensor has its observation range dobs.

Then, the observed sensor set at the n-th sensor, Ñn, is

given by

Ñn = {m|dxn,xm ≤ dobs,m ∈ N}, (47)

where dxn,xm is the distance between the n-th and m-

th sensors. When the j-th round begins, i.e., t̃j , the

observation of the n-th sensor contains the information

of sensors in Ñn, given by

on[j] = ({Bm(t̃j),∆
rx
m(t̃j),∆

tx
m(t̃j)|m ∈ Ñn}, s

w
n(t̃j)).

(48)

As shown in (48), the observation contains the informa-

tion about the battery level, the AoI at the sensor and the

sink node side of sensors in Ñn, and the local information

on the waiting time at the EC server, sw
n(t̃j).

• Action: Each sensor independently makes SCD as an

action at the start of each round. The action for the

n-th sensor at the j-th round is denoted as an[j] ∈
{EC, LC, IDLE}, where EC denotes the sensing with

EC, LC denotes the sensing with LC, and IDLE denotes

no sensing and computing. Here, the sensor can choose

EC or LC only when the battery level of the sensor is

sufficient for performing sensing, i.e., Bn(t̃j) ≥ ES.

• Reward: The objective of the problem is to maximize

the η-coverage probability. For this, in the episodic envi-

ronment, we set the reward of the n-th sensor as

rn[j] =

τr−1
∑

i=0

(1[φcov(t
′) ≥ η]− ν1[φcov(t

′) < η]) , (49)

where t′ = {(j − 1)τr + i}τt and ν is the penalty factor.

Here, we set all sensors to get the shared reward, i.e.,

rn[j] = r[j], ∀n ∈ N .

B. Proposed Network Architecture

We develop the RL-based SCD algorithm by implementing

the centralized training with decentralized execution (CTDE)

framework, as shown in Fig. 4. The proposed algorithm con-

tains the actor and critic networks for each sensor. Moreover,

the target actor and the critic networks are separated from

the original networks to stabilize the training. Specifically,

Fig. 4: Proposed RL-based SCD algorithm. For readability, the

neural networks for only two sensors are shown in the figure.

Algorithm Proposed RL-based SCD algorithm.

Output: trained network parameters ωn, θn, n ∈ N
1: for episode = 1 : Ttrain do

2: Initialize observation o, action a, reward r
3: for round j = 1 : Nr do

4: for n = 1 : Ns do

5: Select action an = Ggumbel(µθn(on))

6: for t = t̃j : τt : t̃j+1 do

7: Update the network status and calculate φcov(t)

8: Get shared reward r, new observation o
′

9: Store (o, a, r,o′) in replay buffer

10: for n = 1 : Ns do

11: Sample a mini-batch of trajectories (o, a, r,o′)
12: Update critic parameter ωn using (50)

13: Update actor parameter θn using (51)

14: ω′
n ← χωn + (1 − χ)ω′

n

15: θ′n ← χθn + (1− χ)θ′n

each sensor makes the decision using its actor network,

which can reduce the action dimension and communication

burden compared to the centralized execution framework. On

the other hand, the critic network estimates the action-value

function and aims to minimize the temporal-difference error.

In addition, the sink node collects the observation, the action,

and the reward from the sensors to centrally train the actor

and critic network parameters.

The pseudo-code of the proposed algorithm is given in

Algorithm. The objective of the proposed algorithm is to

train the actor network and critic network of the sensors,

parameterized by θn and ωn, respectively. Moreover, the

target actor and the critic networks are separated from the

original networks to stabilize the learning, parameterized by

θ′n and ω′
n, respectively. We train the neural networks over

the Ttrain episodes, and at the beginning of each episode,

observations, actions, and rewards of the sensors are initialized

(Line 2). Here, the bold symbols o and a are the observations

and actions of the all sensors in the current round, i.e.,

o = {o1, · · · , oNs
} and a = {a1, · · · , aNs

}, respectively.10

10For simplicity, the round index j is omitted in this subsection.
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At the beginning of each round, each sensor selects and

executes the action based on its observation (Line 5). To

implement the proposed CTDE-based algorithm, we adopt

the multi-agent deep deterministic policy gradient (MADDPG)

algorithm [37]. In this algorithm, a deterministic policy, µθn ,

is used to determine the action from the observation. Here,

Ggumbel(·) is Gumbel-Softmax estimator [38], which is used

to support a discrete action space. Next, the network status is

updated and the network coverage ratio φcov(t) is calculated

(Line 7). At the end of each round, sensors obtain the shared

reward r; the observations of all sensors at the subsequent

round o
′ are updated (Line 8); and the experience (o, a, r,o′)

is stored in the replay buffer (Line 9).

At the end of each episode, the mini-batch is sampled from

the replay buffer, and ωn, θn, n ∈ N are centrally trained at

the sink node (Lines 11-13). In order to train ωn, the loss for

the critic network, L(ωn), is given by

L(ωn) = E
[

(Qωn
(o, a)− r − γQω′

n
(o′, a′))2

]

, (50)

where Qωn
(o, a) denotes the action-value function, ω′

n is

the target critic network parameters, and a
′ is the actions

of all sensors at the subsequent round, respectively. Next,

the direction of the gradient of the expected return J(µθn),
∇θnJ(µθn), is written as

∇θnJ(µθn) = E[∇θnµθn(an|on)∇an
Qωn

(o, a)|an=µθ′n
(on)],

(51)

where θ′n is the target actor network parameters. Finally,

θ′n and ω′
n are updated by adopting the soft-update with

parameter χ (Lines 14-15). Note that the proposed RL-based

SCD algorithm also can be applied to both the single pre-

charged sensor and the multiple EH sensor cases.

Unlike tabular RL environments, the proposed RL-based

SCD algorithm, which is the multi-agent deep RL algorithm,

generally cannot guarantee the global optimality [39] nor show

the performance gain theoretically. This is because the η-

coverage probability is affected by sequential decisions of

multiple sensors as well as the excessively many factors such

as harvesting energy and channel state information during the

episode. However, this algorithm is trained to converge to a

local optimum for enhancing the η-coverage probability. In

addition, we leverage the CTDE framework to enhance coordi-

nation among the sensors which can improve the performance.

Moreover, we further utilize the information of the neighboring

sensors by adopting the observation range.

C. Complexity Analysis

In this subsection, we provide the complexity analysis about

the proposed RL-based SCD algorithm. Here, we focus on

the complexity at the sensor, which has limited computational

capability and battery, because the training is processed in cen-

tralized sink node, which generally has much higher computa-

tion capability and sufficient energy. Since the actor network

is used to decide the action, the computational complexity for

the sensor n is affected by the size of observation, action, and

TABLE I: Parameter Table

Description Value Description Value

τt 10 ms W 10 MHz

τe 1 τℓ 2

σ2 −100 dBm λ 10−4 nodes/m2

Ptx 15 dBm α 4

ǫ0 0.6 τr 8

Le 6 Kbit Lℓ 500 bit

β1 0.0045 β2 1.35

Tep 20 dobs 100 m

γ 0.95 Ttrain 20, 000

χ 0.005 ν 1

the number of hidden layers and nodes [40], [41]. Hence, the

complexity for execution at each round can be expressed as

O
(

|on|H1 +H1H2 + · · ·+HLA−1HLA
+HLA

|an|
)

, (52)

where | · | is the cardinality of the set, |an| = 3 because

an ∈ {EC, LC, IDLE}, Hl is the number of hidden nodes of

the l-th layer, and LA is the number of hidden layers of the

actor network. From (48), |on| depends on the number of the

neighboring sensors within the observation range dobs. Hence,

the range of |on| can be determined as

4 ≤ |on| ≤ 3Ns + 1, (53)

which has the minimum value four when there is no neighbor-

ing sensor within the observation range, and has the maximum

value when the sensor uses the information of all Ns sensors.

V. SIMULATION RESULTS

In this section, we evaluate the performance of proposed

probability-based and RL-based SCD algorithms. We set Nr =
20, δ = 3, ES = 10 (mJ), ET = 13.55 (mJ) [42], pt = 1 and

η = 0.9. For the single pre-charged sensor case, we consider

the network Φsg as a circle with the radius of 50 (m), and

the sensor is placed at a center of the network. In this case,

EC = 12 (mJ) and the battery constraint during Nr rounds is

Bth = 400 (mJ). For multiple EH sensor case, we consider the

network Φ as 250 m × 250 (m) square area where the sensors

are irregularly placed in the network. In this case, Ns = 10,

EC = 20 (mJ), Bmax = 50 (mJ) and harvested energy during

one time slot is εn[i] ∼ U [1.5, 4.5] (mJ), ∀n, i with the average

harvesting energy EH = 3 (mJ) [32]. In this case, we compare

the performance of the following algorithms.

• Probability-based SCD (Probability-SCD): This is the

algorithm to make the SCD with certain probabilities

[43], [44]. For this case, the optimal sensing and com-

puting probabilities that maximize the η-coverage proba-

bility, provided in Section III, are used.

• RL-based SCD (RL-SCD): This is the proposed algo-

rithm that makes the SCD at sensors based on the policy

trained by Algorithm in Section IV.
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• RL-based sensing decision with EC (RL-SD (EC)):

Sensors make sensing decisions based on policy trained

by the RL algorithm, and the generated data is computed

at the EC server.

• RL-based sensing decision with LC (RL-SD (LC)):

Sensors make sensing decisions based on policy trained

by the RL algorithm, and the generated data is locally

computed.

• RL-based SCD with confident information coverage

(RL-SCD (CIC)) [22]: Sensors make SCD based on

the policy trained by the RL algorithm, but the temporal

correlation of information is not considered, as in [22].

The sensing coverage becomes a circle with radius rCIC =
rc(τrτt, ǫ0) from the instant of the successful update until

the next round, where rc(τrτt, ǫ0) is the sensing radius at

the end of the current round, defined in (13).

To train the sensors, we use an actor-critic neural network,

where both networks have two fully connected hidden layers

with 64 neurons for each layer, i.e., LA = LC = 2, H1 =
H2 = 64.11 Here, LC is the number of hidden layers of critic

network. In addition, we use Adam optimizer with mini-batch

size as 512. Other parameters used in the simulation are shown

in Table I.

First, we show the η-coverage probability of the single pre-

charged sensor case in Fig. 5. Figure 5(a) shows the η-coverage

probability as a function of the target coverage ratio, η, for

different maximum number of transmission attempts δ and

the battery constraint Bth when dx1,o = 100 (m). From Fig.

5(a), we first see that the simulation result of Probability-SCD

matches well with our analysis, described in Section III-A and

Remark 1. In this figure, the η-coverage probability decreases

with η due to the decrease of the target AoI vth, as shown in

(19). In addition, the η-coverage probability is higher when Bth

= 400 (mJ) compared to that when Bth = 200 (mJ) because the

sensor can perform sensing more frequently with higher Bth.

Moreover, the η-coverage probability is higher with δ = 3
compared to that with δ = 1 because the data can reliably

reach the sink node by adopting more retransmission opportu-

nities, which is helpful in maintaining the data freshness. Note

that RL-SCD outperforms the Probability-SCD as it utilizes

the current AoI and battery level for the sensing and computing

decision.

Figure 5(b) shows the η-coverage probability with the op-

timal sensing and EC probabilities, p∗s and p∗e , of Probability-

SCD. Specifically, we show the effects of the distance between

the sensor and the sink node, dx1,o, on the performance of

Probability-SCD. When dx1,o is short, the outage probability is

low, as shown in (5), and the average number of transmissions

is reduced, which decreases Ēe in (34) and Ēℓ in (36). In

addition, Ēe < Ēℓ because the sensor does not consume the

computing energy when the sensed data is computed at the

EC server. Therefore, from Fig. 5(b), p∗e is equal to one when

dx1,o ≤ 80 (m). However, when dx1,o > 80 (m), from (5), EC

is more likely to have larger increase in outage probability and

11Due to the simple network structure with a small number of nodes and
layers, the sensor can make decisions with low complexity through the actor
network.
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Fig. 5: η-coverage probability for the single pre-charged sensor

case.

the energy consumption due to the larger data size to transmit,

compared to LC, so p∗e becomes zero. Here, p∗e becomes

one or zero in Fig. 5(b) because only the communication

and computation performance affect the η-coverage probability

and the waiting time at the EC server is negligible in the

single pre-charged sensor case, as explained in Section III-A.

Additionally, since Ēe and Ēℓ increase with dx1,o, from (46),

p∗s also decreases with dx1,o. Accordingly, we can also see

that the η-coverage probability decreases with dx1,o because

the sensor cannot perform sensing frequently for low p∗s .

Next, we show the simulation results of the multiple EH

sensor case in Figs. 6 - 8. Figure 6 shows training curves,

averaged over different seeds. In Fig. 6(a), the proposed RL-

SCD algorithm can achieve the higher η-coverage probability

with the penalty factor ν = 1, compared to those with

ν = 0 and ν = 2, so we adopt ν = 1 for implementing

the RL-based algorithms. Figure 6(b) presents the training

curves of the proposed RL-SCD and baseline algorithms.

From this figure, we observe that the η-coverage probability

increases and converges as the training proceeds for RL-based
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(a) Training curve of proposed RL-SCD algorithm for different penalty
factor ν.

(b) Training curve of the proposed RL-SCD algorithm and baseline
algorithms.

Fig. 6: Training curve for the multiple EH sensor case.

algorithms. Note that the Probability-SCD is not a learning-

based algorithm, there is no training curve. However, we

present the η-coverage probability for this case as a line for

the performance comparison purpose. We can observe that

the proposed RL-SCD achieves higher performance than other

algorithms. From Fig. 6(b), we can see that the RL-SCD (CIC)

has lower performance even than Probability-SCD, which

shows the importance of exploiting the temporal correlation

of information for the sensing and computing decision.

Figure 7 shows the effect of the number of sensors, Ns,

on the network performance. Firstly, Fig. 7(a) shows the η-

coverage probability as a function of Ns for different η. From

this figure, we find that the η-coverage probability increases

with Ns because more sensors can cover larger area, as shown

in (15). We can also observe that the proposed algorithm can

achieve the higher η-coverage probability compared to the

baseline algorithms even for high η.

In Fig. 7(b), we present the average network coverage ratio

(E[φcov(t)]), the ratios of performing (deciding) sensings or

EC in each round, when Ns = 8 and Ns = 14. For Probability-

SCD, we use the optimal p∗s and p∗e , obtained in Section III,
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and EC ratio of RL-SCD and Probability-SCD for Ns = 8 and
Ns = 14 when η = 0.9.

Fig. 7: Effect of the number of sensors, Ns, on the network

performance.

which are the same as the obtained sensing ratio and the EC

ratio, respectively, in this case. Firstly, we observe that when

the number of sensors is changed from Ns = 8 to Ns = 14,

both the sensing ratio and the EC ratio become lower, to reduce

the excessive energy consumption and the computation load

at the EC server. From this figure, we can see that the EC

ratio of RL-SCD is smaller than that of Probability-SCD. This

is because, in RL-SCD, the AoI and the waiting time at the

EC server are used as an observation to avoid the excessive

waiting at the EC server. From Fig. 7(b), we can also see that

the sensing ratio of RL-SCD is lower than that of Probability-

SCD, which shows RL-SCD can achieve higher coverage ratio

even with fewer sensing.

Figure 8 shows the effect of the computing energy, EC, on

the network performance when Ns = 10. Figure 8(a) shows the

η-coverage probability of the proposed and baseline algorithms

as a function of EC for different resource reuse probability pt.

From Fig. 8(a), we can see that the η-coverage probability

decreases as EC increases, except for RL-SD (EC), which is

not affected by EC as it does not perform LC. Moreover, the η-
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Fig. 8: Effect of the computing energy, EC, on the network

performance.

coverage probability becomes lower with pt = 1 compared to

that with pt = 0.5 because higher pt means larger interference

from other sensors, which increases the outage probability.

However, RL-SCD can still achieve the higher η-coverage

probability than other algorithms for all ranges of EC in Fig.

8.

Figure 8(b) shows the average network coverage ratio

E[φcov(t)], the sensing ratio, and the EC ratio when EC = 12
(mJ) and EC = 28 (mJ). From Fig. 8(b), we can see that when

EC is changed from 12 (mJ) to 28 (mJ), the sensing ratio

becomes lower and the EC ratio becomes higher, to prevent

the excessive energy consumption for sensing and computing.

VI. CONCLUSION

This paper proposes the probability-based SCD and the RL-

based SCD algorithms for data freshness in the EC-enabled

wireless sensor networks. Firstly, we propose the novel sensing

coverage which is jointly affected by the spatial and the

temporal correlation of information. Then, we design the

probability-based SCD algorithm and derive the η-coverage

probability in a closed form in the single pre-charged sensor

case. Next, we obtain the optimal sensing and EC probabilities

that maximize the η-coverage probability. We also design

the RL-based SCD algorithm by training the policy of the

sensors to take the real-time decision based on its observation

in both the single pre-charged sensor and the multiple EH

sensor cases. Through the simulation results, we first show the

RL-based SCD algorithm can achieve the higher η-coverage

probability than other baseline algorithms. We also provide

some insights on the SCD, i.e., in the single pre-charged

sensor case, as the distance between the sensor and the sink

node increases, choosing the LC rather than EC, is helpful to

enhance the η-coverage probability. In addition, in the multiple

EH sensor case, we find that both the sensing ratio and EC

ratio decrease with the number of sensors, while the EC ratio

increases with the computing energy.

APPENDIX

A. Proof of Lemma 1

The expected inter update time E[Uk] is represented as

E[Uk] = E [τr − Zk−1 +Xk]
(a)
= τr − E[Zk] + E[Xk], (54)

where Zk is the time interval from the sensing instance to the

successful update, and Xk is the time interval from the first

sensing decision time after the (k− 1)-th successful update to

the k-th successful update. Here, (a) holds because 1) (k−1)-
th update and k-th update are independent and 2) Zk−1 and

Zk are identically distributed.

Since E[Zk] and E[Xk] are affected by what computing

model is used for the k-th successful update, i.e., mk ∈ {e, ℓ},
both terms are expressed as the sum of conditional expecta-

tions E[Zk|mk] and E[Xk|mk] as follows

E[Zk] = pu(e)E[Zk|e] + pu(ℓ)E[Zk|ℓ], (55)

E[Xk] = pu(e)E[Xk|e] + pu(ℓ)E[Xk|ℓ]. (56)

We first obtain E[Zk|mk]. For given mk, Zk is determined

by the number of retransmissions attempted by the sensor until

the transmission succeeds, denoted as c, so its distribution is

modeled as the geometric distribution. P[Zk|mk] is given by

P[Zk = 1 + c+ τk|mk] =
pc−1

o,k ̺1,k

̺δ,k
. (57)

From (57), E[Zk|mk] is then obtained as

E[Zk|mk] =

δ
∑

c=1

(1 + c+ τk)
pc−1

o,k ̺1,k

̺δ,k
= 1 + τk + fδ,k,

(58)

where fδ,k is defined at (29). From this, the expectation of

the time interval from the sensing instance to the successful

update E[Zk] can be obtained.

Similarly, we obtain E[Xk|mk]. For given mk, Xk is

affected by the number of rounds until the k-th update occurs,

denoted as Yk. When the k-th update occurs from (k − 1)th
update to Yk rounds after, the PMF P[Yk = y|mk] is given by

P [Yk = y|mk] = pδ(1− pδ)
y−1. (59)
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The conditional expectation E[Xk|mk] is then obtained as

E[Xk|mk] =

∞
∑

y=1

P[Yk = y|mk]{(y − 1)τr + E[Zk|mk]}

=
τr

pδ
− τr + 1 + τk + fδ,k.

(60)

By substituting (26), (58) and (60) into (55) and (56), the

expected inter-update time E[Uk] can be obtained as (23).

B. Proof of Lemma 2

To show the proof of the Lemma 2, we define the probability

that the target AoI vth exists in the given ranges below,

represented as

P̂1(vth) = P[vth < Zk−1|mk−1], (61)

P̂2(vth) = P[Zk−1 ≤ vth < τr +Xk|(mk−1,mk)], (62)

P̂3(vth) = P[τr +Xk ≤ vth|(mk−1,mk)]. (63)

From (22), gk is jointly affected by mk−1 and mk. Hence, as

shown in (25), we analyze the E[gk] by splitting it into mk−1

and mk, i.e., G(mk−1,mk) = E[gk|(mk−1,mk)], which is

expressed as

G(mk−1,mk)

= P̂1(vth)E[τr − Zk−1 +Xk|vth < Zk−1, (mk−1,mk)]

+P̂2(vth)E [τr +Xk − (⌊vth⌋+ 1)|

Zk−1 ≤ vth < τr +Xk, (mk−1,mk)] .
(64)

Since (64) depends on the range of vth, G(mk−1,mk) is

obtained by following cases.

For vth < 2+ τk−1, the AoI at the sink node ∆rx(t) always

violates vth because the minimum time for the update with

the sensed data is 2+ τk−1 when the transmission succeeds at

once, i.e., c = 1. Hence, vth is always lower than Zk−1, and

we have

P̂1(vth) = 1, P̂2(vth) = 0, P̂3(vth) = 0. (65)

By substituting (65) into (64), G(mk−1,mk) is obtained as

G(mk−1,mk) = E[τr − Zk−1 +Xk|(mk−1,mk)]

= τr − E[Zk−1|mk−1] + E[Xk|mk],
(66)

where the result is given in (32), case vth < v1.

For 2 + τk−1 ≤ vth < 1 + δ + τk−1, the maximum number

of retransmissions is limited by ⌊vth⌋ − 1 − τk−1 to satisfy

vth ≥ Zk−1. Hence, we have

P̂2(vth) =

⌊vth⌋−1−τk−1
∑

c=1

pc−1
o,k−1̺1,k−1

̺δ,k−1
=

̺⌊vth⌋−1−τk−1,k−1

̺δ,k−1
,

P̂1(vth) = 1− P̂2(vth), P̂3(vth) = 0.
(67)

Since P̂1(vth) + P̂2(vth) = 1, (64) can be rewritten as

G(mk−1,mk) = τr + E[Xk|mk]− P̂2(vth)(⌊vth⌋+ 1)

− P̂1(vth)E[Zk−1|vth < Zk−1,mk−1].
(68)

Here, E[Zk−1|vth < Zk−1,mk−1] is represented as

E[Zk−1|vth < Zk−1,mk−1]

=

δ
∑

c=⌊vth⌋−τk−1

(1 + c+ τk−1)
pc−1

o,k−1̺1,k−1

p
⌊vth⌋−1−τk−1

o,k−1 − pδo,k−1

= 1 + τk−1 +
1

̺1,k−1

+
(⌊vth⌋ − 1− τk−1)p

⌊vth⌋−1−τk−1

o,k−1 − δpδo,k−1

p
⌊vth⌋−1−τk−1

o,k−1 − pδo,k−1

.

(69)

By substituting (67) and (69) into (68), G(mk−1,mk) can be

obtained where the result is given in (32), case v1 ≤ vth < v2.

For 1 + δ + τk−1 ≤ vth < τr + 2 + τk, we have

P̂1(vth) = 0, P̂2(vth) = 1, P̂3(vth) = 0. (70)

By substituting (70) into (64), G(mk−1,mk) can be obtained

where the result is given in (32), case v2 ≤ vth < v3,y=1.

For yτr + 2 + τk ≤ vth < yτr + 1 + δ + τk, y = 1, 2, · · · ,
vth is always larger than Zk−1, i.e., P̂1(vth) = 0. In addition,

τr + Xk ≤ vth is satisfied when the update succeeds within

(y − 1) rounds or within κk(y) slots at y-th round, where

κk(y) is defined in (31). Hence, we have

P̂1(vth) = 0,

P̂3(vth) = 1 + (1 − pδ)
y−1

(

pδ
̺κk(y),k

̺δ,k
− 1

)

,

P̂2(vth) = 1− P̂3(vth)

= −(1− pδ)
y−1

(

pδ
̺κk(y),k

̺δ,k
− 1

)

.

(71)

By substituting (73) into (64), G(mk−1,mk) is given as

G(mk−1,mk)

= P̂2(vth)E[τr +Xk − (⌊vth⌋+ 1)|Zk−1 ≤ vth < τr +Xk]

= pδ(1− pδ)
y−1

δ
∑

c=κk(y)+1

{(y − 1)τr + 1 + c+ τk}

×
pc−1

o,k ̺1,k

̺δ,k
+

∞
∑

Y=y

pδ(1− pδ)
Y {Y τr + E[Zk|mk]}

− (1− pδ)
y−1

(

pδ
̺κk(y),k

̺δ,k
− 1

)

{τr − (⌊vth⌋+ 1)},

(72)

where the result is given in (32), case v3(y) ≤ vth < v4(y).

For yτr + 1 + δ + τk ≤ vth < (y + 1)τr + 2 + τk, y =
1, 2, · · · , P̂1(vth) = 0, similar to the above case. In addition,

τr +Xk ≤ vth is satisfied when the update succeeds within y
rounds, so we have

P̂1(vth) = 0, P̂3(vth) =

y
∑

Y=1

pδ(1− pδ)
Y −1 = 1− (1 − pδ)

y,

P̂2(vth) = 1− P̂3(vth) = (1− pδ)
y.

(73)
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By substituting (73) into (64), G(mk−1,mk) is obtained as

G(mk−1,mk)

=
∞
∑

Y=y+1

pδ(1− pδ)
Y−1{(Y − 1)τr + E[Zk|mk]}

+ (1− pδ)
y{τr − (⌊vth⌋+ 1)},

(74)

where the result is given in (32), case v4(y) ≤ vth < v3(y+1).

From (32), the expected violation time E[gk] can be ob-

tained by (25). Finally, from (20), the AoI violation probability

can be expressed by dividing the obtained E[gk] into E[Uk].
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