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Abstract 

In this work, we propose an adversarial attack-based data augmentation method to improve the deep-learning-based 

segmentation algorithm for the delineation of Organs-At-Risk (OAR) in abdominal Computed Tomography (CT) to 

facilitate radiation therapy. We introduce Adversarial Feature Attack for Medical Image (AFA-MI) augmentation, which 

forces the segmentation network to learn out-of-distribution statistics and improve generalization and robustness to noises. 

AFA-MI augmentation consists of three steps: 1) generate adversarial noises by Fast Gradient Sign Method (FGSM) on 

the intermediate features of the segmentation network’s encoder; 2) inject the generated adversarial noises into the network, 

intentionally compromising performance; 3) optimize the network with both clean and adversarial features. The 

effectiveness of the AFA-MI augmentation was validated on nnUnet. Experiments are conducted segmenting the heart, 

left and right kidney, liver, left and right lung, spinal cord, and stomach in an institutional dataset collected from 60 patients. 

We firstly evaluate the AFA-MI augmentation using nnUnet and Token-based Transformer Vnet (TT-Vnet) on the test 

data from a public abdominal dataset and an institutional dataset. In addition, we validate how AFA-MI affects the 

networks’ robustness to the noisy data by evaluating the networks with added Gaussian noises of varying magnitudes to 

the institutional dataset. Network performance is quantitatively evaluated using Dice Similarity Coefficient (DSC) for 

volume-based accuracy. Also, Hausdorff Distance (HD) is applied for surface-based accuracy. On the public dataset, 

nnUnet with AFA-MI achieves DSC = 0.85 and HD = 6.16 millimeters (mm); and TT-Vnet achieves DSC = 0.86 and HD 

= 5.62 mm. AFA-MI is observed to improve the segmentation DSC score ranging from 0.055 to 0.003 across all organs 

relative to clean inputs. AFA-MI augmentation further improves all contour accuracies up to 0.217 as measured by the 

DSC score when tested on images with Gaussian noises. AFA-MI augmentation is therefore demonstrated to improve 

segmentation performance and robustness in CT multi-organ segmentation. 

 

I. Introduction 
The radiotherapy treatment planning requires accurate OAR delineation aiming to control the OAR exposure to the 

radiation when tailoring the prescribed dose to the target. Treatment outcomes are therefore heavily reliant upon the 

accuracy of target and organ contouring. While physician-led manual segmentation achieves accurate organ contours, it is 

time-consuming, labor-intensive, and observer-dependent. Accordingly, automatic segmentation approaches are proposed 

as an effective and efficient solution for accurate and reproducible organ delineation. Currently, machine learning and deep 

learning models are prevalent in various medical tasks, including image classification and detection [1-5], registration [6] 

and synthesis [7, 8], and demonstrates state-of-the-art accuracy and efficiency. Similarly, for the segmentation, deep 

learning algorithms are frequently applied in this setting due to their superior ability to detect organ contours [9, 10]. More 

specifically, U-shaped convolutional neural networks (CNNs) such as Unet [11], Vnet [12], and recent vision transformer-

based networks such as convolutional vision transformer [13-15], Token-based Transformer V-net (TT-Vnet) [16], or 

Multi-linear Perceptron Mixers [17-19] are among the most popular automatic segmentation algorithms that are capable 

of state-of-the-art performance across many segmentation tasks.  

However, U-shaped networks require abundant data with high variability in organ size, appearance, and position 

during training to accurately model abdominal structures and reach optimal performance. Deep learning networks are also 

vulnerable to data corruption regularly encountered in real-world applications (e.g., noise, artifacts): network performance 

degrades when applied to real images harboring these defects. In this work, we propose a novel Adversarial Feature Attack 

for Medical Image (AFA-MI) augmentation to improve segmentation performance and robustness. We posit that an 

adversarial attack of noises injected during training into intermediate features of segmentation networks will not only result 

in accurate segmentation maps but will further improve generalization to new data and improve robustness to real-world 

data corruptions [20].  



 

 

 

II. Method 
As illustrated in Figure 1, a U-shaped CNN is trained to map the input abdominal scans to multi-organ segmentation maps. 

Typically, the network consists of an encoder and a decoder. The encoder is a contracting path consisting of multiple down-

sampling blocks to capture the compressed semantic information from the input scans. The decoder is an expanding path 

to decompress the features back to the original size of the input and obtain a final segmentation map for each organ. Given 

the input abdomen scan as 𝑥, network as 𝑓, and the target segmentation map 𝑔, the network is optimized by the following 

objective function: 

argmin
𝑓

𝐿𝑠𝑒𝑔 (𝑥, 𝑓, 𝑔) = argmin
𝑓

 [𝛾𝐷𝑖𝑐𝑒(𝑓(𝑥), 𝑔) + (1 − 𝛾)𝐶𝐸(𝑓(𝑥), 𝑔)] 

where 𝛾 is a weight that empirically chosen as 0.5, 𝐷𝑖𝑐𝑒 is the dice loss, and 𝐶𝐸 is the cross-entropy loss. 

 
Figure 1: The pipeline of the proposed AFA-MI augmentation. During the training process, the network will first generate 

multi-scale adversarial attack noises targeting the i'th layer, intended to negatively impact final segmentation accuracy. 

The noises are then fused with the clean features of the same layer. As a result, the network is trained in an end-to-end 

fashion to obtain segmentation maps referencing not only the clean features, but also the features with the superimposed 

noises. 

II.A Adversarial attack-based data augmentation  

Adversarial attack-based data augmentation, which trains a network with adversarial noises in the input or modifies 

intermediate features [21-24], can be a reliable approach to increasing a network’s robustness to high-frequency noise and 

texture distortion. In addition, it can improve network performance on clean images. In our work, the AFA-MI includes 

three steps: 1) generate adversarial noises on the intermediate features of the segmentation network’s encoder; 2) inject 

the generated adversarial noises into the network, intentionally compromising performance; 3) optimize the network with 

both clean and adversarial features. 

 

II.A.1 Adversarial feature noise generation 

We attack the 𝑖′𝑡ℎ down-sampling block of the encoder using the well-known Fast Gradient Sign Method (FGSM) [25]. 

FGSM generates adversarial noises, through the backward gradient (Fig. 1), which maximizes the segmentation objective 

function thereby reducing network performance. We denote the set of the first layer to the 𝑖′𝑡ℎ layer as 𝑓𝑖, and the rest of 

the network as 𝑓1−𝑖, so 𝑓(𝑥) = 𝑓1−𝑖(𝑓𝑖(𝑥)): 

𝑓𝑖
𝑎𝑑𝑣,𝑆𝑟(𝑥) = 𝑆𝑟(𝑓𝑖(𝑥) + 𝜆 + 𝜖 ∗ 𝑠𝑖𝑔𝑛(∇𝑓𝑖

𝐿𝑠𝑒𝑔(𝑥, 𝑓, 𝑔))) 

where 𝜆 is noise initialized by a Gaussian distribution with mean 0 and standard deviation 1, 𝜖 is the adversarial noise 

strength, 𝑆  is the constraint of mean square intensity of the noise and 𝑟 is the constraint ratio, i.e., 𝑆0.1(. ) =

[0.9 min(𝑓𝑖(𝑥)) , 1.1max (𝑓𝑖(𝑥))].  Empirically, 𝜖 is chosen as 0.003, and 𝑟 is 0.1. 



 

 

 

II.A.2 Adversarial feature noise injection 

We compute the statistics of the generated adversarial noises to inject the adversarial features into clean features [21], 

intentionally compromising network performance. The adversarial feature noise injection is described as follows: 

𝑓𝑖
𝑛𝑜𝑖𝑠𝑦,𝑆𝑟(𝑥) = 𝜎𝑎𝑑𝑣

𝑓𝑖
𝑐𝑙𝑒𝑎𝑛 − 𝜇𝑐𝑙𝑒𝑎𝑛

𝜎𝑐𝑙𝑒𝑎𝑛
+ 𝜇𝑎𝑑𝑣 

where 𝜇  is the first-order moment, 𝜎  is the second-order moment, (𝜇𝑐𝑙𝑒𝑎𝑛 , 𝜎𝑐𝑙𝑒𝑎𝑛)  is computed from 𝑓𝑖
𝑐𝑙𝑒𝑎𝑛 , and 

(𝜇𝑎𝑑𝑣 , 𝜎𝑎𝑑𝑣) is computed from 𝑓𝑖
𝑎𝑑𝑣,𝑆𝑟 . The noisy adversarial feature 𝑓𝑖

𝑛𝑜𝑖𝑠𝑦,𝑆𝑟  is then passed into the network to replace 

the clean feature 𝑓𝑖
𝑐𝑙𝑒𝑎𝑛. 

 

 
Figure 2: Example segmentation results against varying levels of additive Gaussian noises from the public dataset. Two 

patient scans with the manual contours, the automatic segmentations from nnUnet [28] and TT-Vnet [16] with/without the 

AFA-MI augmentation (in column-wise). The segmentations contain the left kidney (orange), right kidney (green), 

gallbladder (yellow), liver (light blue), stomach (blue), aorta (purple), and inferior vena cave (cyan). 

 

II.A.3 Overall optimization objective 

After generating the adversarial features, the network, instead of training only with clean features, is trained with the clean 

and adversarial features together to obtain accurate segmentation maps for the intended organs. We train with multi-scale 

feature attacks to further bolster model generalization and robustness. The final objective function of the proposed AFA-

MI augmentation training scheme is: 

∑ argmin
𝑓

𝐿𝑠𝑒𝑔 (𝑥, 𝑓𝑖
𝑛𝑜𝑖𝑠𝑦,𝑆𝑘

𝑖
, 𝑓1−𝑖 , 𝑔)

𝑘=0.1,0.05,0.025,0.0125

 

 

III. Data Acquisition and Preprocessing 
We aim to segment the left and right kidney, gallbladder, liver, stomach, aorta, and inferior vena cava on 3D patient scans 

from a public dataset from the Beyond the Cranial Vault (BCTV) [26] segmentation challenge presented in 2015 at the 

18th International Conference on Medical Image Computing and Computer-Assisted Intervention (MICCAI).  In addition, 

we aim to segment heart, left and right kidney, liver, left and right lung, spinal, and stomach from an institutional CT 

dataset collected from 60 patients. Each CT volume and the corresponding organ contours are resampled to 2×2×3 

millimeters (mm). The first 80% of the data are used for training, and the rest 20% of the data are used for testing. During 

training, we randomly select 4 patches with a size of 64×64×32 mm from each scan in each iteration. During testing, the 

segmentation map is predicted in a sliding-window manner with a window size equal to the patch size with 80% overlap. 

Mixup [27] data augmentation with Mixup parameter = 0.2 is applied to improve generalizability. For both training and 

testing, the intensity range of all images is normalized to -1 to 1 across the dataset. During testing, the network outputs are 



 

 

resampled to the original size of the inputs. Finally, Softmax and argmax functions are applied to the outputs, yielding 

final segmentation results. 

 
Figure 3: Example segmentation results against varying levels of additive Gaussian noises from the institutional dataset. 

In the top half, the central slices contain the heart (red), lung (orange and light blue), and spinal cord (blue). In the bottom 

half, the central slices contain the kidneys (light orange and green), liver (yellow), spinal cord (blue), and stomach (purple). 

From left to right, the input scan has additive Gaussian noises with a mean of 0 and standard deviations of 0.01, 0.005, 

0.001, and 0.0005, respectively. From top to bottom within each slice: manual contours (ground truth), with AFA-MI 

augmentation, and nnUnet without augmentation. 

 

IV. Implementation Details and Performance Evaluation  

We evaluate the network performance using the Dice Similarity Coefficient (DSC), where a high DSC score indicates 

good performance. In addition, we applied Hausdorff Distance (HD) for surface-based accuracy, where a lower HD 

indicates better performance. We apply the proposed AFA-MI augmentation to nnUnet [28] and Token-based transformer 

Vnet [16], two state-of-the-art medical image segmentation networks. In our experiments, we validate two effects of AFA-

MI. First, we evaluate its augmentation effect on clean CT scans (i.e., without additive noise). On this clean test set, we 

compare the performance of both networks with AFA-MI against a corresponding network without AFA-MI. Second, we 



 

 

evaluate AFA-MI’s augmentation effect on noisy scans from the institutional dataset. We add multi-scale Gaussian noises, 

with a mean of 0 and standard deviations of 0.01, 0.005, 0.001, and 0.0005, to the test set. We then compare the 

performance of the networks with and without AFA-MI augmentation. The Mann-Whitney U-test is applied to evaluate 

whether the proposed AFA-MI yields significant improvements over the network without augmentation. 

 

V. Results 

The segmentation visualization of nnUnet and TT-Vnet is shown in Figure 2. The quantitative evaluation is given in Table 

1. The visual comparison of nnUnet with and without AFA-MI augmentation against noisy scans is shown in Figure 3. 

Furthermore, the quantitative evaluation of the network on the noisy images is shown in Table. 2.  

On the BCTV dataset, nnUnet and TT-Vnet with AFA-MI augmentation demonstrate better DSC on the left and right 

kidney, gallbladder, liver, aorta, and inferior vena cava. In terms of statistical tests, nnUnet with AFA-MI augmentation 

shows statistically significant improvement (p-values < 0.05) on the gallbladder, liver, and aorta, while TT-Vnet with 

AFA-MI shows statistical improvement on stomach. On the other hand, in terms of the HD, AFA-MI augmentation 

improves both nnUnet’s and TT-Vnet’s performance on the left and right kidney, gallbladder, liver, aorta, and inferior 

vena cava. The statistical evaluation also demonstrates that AFA-MI augmentation not only improves a traditional nnUnet 

performance on the gallbladder, liver, and aorta, but also improves TT-Vnet on the gallbladder and liver. 

In the experiment on the noisy institutional images, with clean images (i.e., without Gaussian noises), the network 

with AFA-MI augmentation achieves a better DSC score than the network without augmentation. The quantitative 

improvement ranges from 0.055 to 0.003 across all organs. AFA-MI demonstrates statistically significant improvement in 

segmentations of the heart, left and right kidneys, left and right lungs, and spinal cord. With increased additive Gaussian 

noises, AFA-MI quantitatively improves the accuracy by a more considerable margin in most organs. In the most severe 

case, AFA-MI achieves a quantitative improvement from 0.217 to 0.045 and statistically significant improvements across 

all the organs. 

 

Table 1. The DSC and HD comparison between nnUnet/TT-Vnet with and without AFA-MI augmentation. Improvement 

indicates the difference in accuracy between a network with and without AFA-MI, where positive values indicate superior 

performance with AFA-MI. p <0.05 indicates AFA-MI brings statistically significant improvement to the network. Better 

results are bolded. 

 DSC score Left kidney Right kidney Gallbladder Liver Stomach Aorta Vena cava 

nnUnet 

AFA-MI 0.82±0.11 0.84±0.22 0.82±0.12 0.96±0.04 0.84±0.32 0.91±0.02 0.75±0.15 

No AFA-MI 0.81±0.23 0.84±0.24 0.79±0.19 0.94±0.01 0.85±0.17 0.89±0.07 0.73±0.12 

P-value 0.512 0.467 0.013 0.032 N/A 0.067 <0.01 

 HD (mm) Left kidney Right kidney Gallbladder Liver Stomach Aorta Vena cava 

nnUnet 

AFA-MI 6.56±5.42 6.43±6.32 6.43±3.45 3.78±2.98 4.74±7.43 6.15±3.12 9.00±4.56 

No AFA-MI 6.80±6.67 6.65±10.68 8.04±3.48 5.10±2.29 4.66±9.09 6.61±3.70 9.49±9.73 

P-value 0.54 0.311 <0.01 <0.01 N/A <0.01 0.078 

 DSC score Left kidney Right kidney Gallbladder Liver Stomach Aorta Vena cava 

TT-Vnet 

AFA-MI 0.83±0.15 0.85±0.11 0.83±0.09 0.96±0.03 0.89±0.19 0.90±0.10 0.78±0.07 

No AFA-MI 0.83±0.13 0.84±0.15 0.81±0.33 0.95±0.04 0.87±0.21 0.89±0.11 0.76±0.08 

P-value 0.891 0.365 0.052 0.143 0.041 0.241 0.093 

 HD (mm) Left kidney Right kidney Gallbladder Liver Stomach Aorta Vena cava 

TT-Vnet 

AFA-MI 5.36±5.13 6.12±6.31 7.12±4.23 3.21±3.68 4.51±6.44 5.44±2.43 7.81±7.32 

No AFA-MI 5.89±4.56 6.39±7.12 7.55±4.12 4.21±2.01 4.85±6.17 5.78±5.44 7.67±8.31 

P-value 0.112 0.211 0.031 <0.01 0.321 0.087 N/A 

 



 

 

Table 2. The DSC score comparison between nnUnet with and without AFA-MI augmentation. Improvement indicates 

the difference in accuracy between nnUnet with and without AFA-MI, where positive values indicate superior performance 

with AFA-MI. p <0.05 indicates AFA-MI brings statistically significant improvement to the network. Noise 

~𝑁(𝑚𝑒𝑎𝑛, 𝑠𝑡𝑑) indicates the mean and standard deviation of the additive Gaussian noises introduced into the input scans. 

Better results are bolded. 

 DSC score Heart Left kidney Right kidney Liver Left lung Right lung Spinal cord Stomach Average 

N
o

is
e 

 

𝑁
(0

,0
) 

nnUnet 

 (AFA-MI) 
0.92±0.04 0.95±0.03 0.93±0.09 0.92±0.04 0.98±0.01 0.98±0.01 0.84±0.06 0.80±0.09 0.92 

nnUnet  

(No AFA-MI) 
0.92±0.04 0.94±0.04 0.91±0.10 0.92±0.04 0.98±0.01 0.98±0.01 0.79±0.07 0.77±0.13 0.90 

Improvement 0.005 0.010 0.020 0.006 0.005 0.003 0.055 0.030 0.02 

P-value 0.041 0.033 0.026 0.248 0.003 0.013 0.008 0.424 N/A 

N
o

is
e 

 

𝑁
(0

,0
.0

0
0

5
) 

nnUnet  
(AFA-MI) 

0.92±0.04 0.94±0.04 0.92±0.09 0.92±0.04 0.98±0.01 0.98±0.01 0.83±0.06 0.77±0.09 0.91 

nnUnet  

(No AFA-MI) 
0.91±0.04 0.93±0.05 0.90±0.10 0.91±0.04 0.97±0.02 0.97±0.01 0.78±0.07 0.74±0.13 0.89 

Improvement 0.008 0.014 0.024 0.010 0.010 0.005 0.049 0.032 0.02 

P-value 0.033 0.026 0.026 0.026 0.010 0.328 0.006 0.213 N/A 

N
o

is
e 

𝑁
(0

,0
.0

0
1

) 

nnUnet  

(AFA-MI) 
0.91±0.04 0.93±0.04 0.91±0.09 0.91±0.04 0.97±0.01 0.97±0.01 0.83±0.07 0.76±0.10 0.90 

nnUnet  

(No AFA-MI) 
0.90±0.04 0.92±0.05 0.88±0.10 0.89±0.05 0.95±0.04 0.96±0.02 0.77±0.07 0.72±0.14 0.88 

Improvement 0.010 0.009 0.024 0.017 0.022 0.010 0.051 0.033 0.02 

P-value 0.010 0.110 0.010 0.006 0.050 0.213 0.008 0.213 N/A 

N
o

is
e 

𝑁
(0

,0
.0

0
5

) 

nnUnet  

(AFA-MI) 
0.85±0.06 0.86±0.08 0.84±0.1 0.86±0.07 0.9±0.03 0.85±0.07 0.75±0.09 0.64±0.13 0.82 

nnUnet  
(No AFA-MI) 

0.79±0.08 0.85±0.09 0.8±0.11 0.82±0.07 0.66±0.09 0.59±0.15 0.61±0.12 0.58±0.18 0.71 

Improvement 0.063 0.015 0.049 0.037 0.242 0.260 0.140 0.060 0.11 

P-value 0.013 0.328 0.004 0.008 0.003 0.003 0.003 0.131 N/A 

N
o

is
e 

𝑁
(0

,0
.0

1
) 

nnUnet  

(AFA-MI) 
0.74±0.11 0.78±0.11 0.75±0.13 0.77±0.10 0.71±0.10 0.42±0.15 0.66±0.11 0.53±0.17 0.67 

nnUnet  

(No AFA-MI) 
0.60±0.11 0.71±0.18 0.66±0.16 0.73±0.10 0.19±0.10 0.12±0.07 0.44±0.14 0.44±0.19 0.48 

Improvement 0.148 0.073 0.092 0.045 0.527 0.304 0.217 0.094 0.19 

P-value 0.003 0.016 0.010 0.010 0.003 0.003 0.003 0.033 N/A 

 

VI. Conclusion 

This work presents an efficient data augmentation routine by adversarial attacks, which improves the segmentation 

performance and robustness of a U-shaped deep learning network in abdominal CT scans. The proposed adversarial feature 

attack (AFA-MI) data augmentation consists of two steps: 1) the AFA-MI generates noise to “attack” the features learned 

by maximizing the loss between the network’s prediction and the target contour; 2) the network needs to generate accurate 

segmentation even with the attack to increase its robustness. With the proposed adversarial attack-based data augmentation 

AFA-MI, segmentation networks achieve better accuracy on a public abdomen CT dataset and an institutional CT dataset. 

Moreover, the networks with AFA-MI achieve significantly better results on noisy scans compared to those without AFA-

MI, demonstrating that networks with AFA-MI can be more robust against noisy samples. In future work, we plan to apply 

AFA-MI to segmentation tasks on the dataset with potential severe noise or artifacts (e.g., Cone beam CT dataset). In 

addition, other networks will be experimented with to validate whether the AFA-MI augmentation can be generalized to 

other deep learning segmentation networks. Furthermore, we plan to use additional evaluation metrics, e.g., the mean 

surface distance for surface-based accuracy, to characterize the effectiveness of AFA-MI better. 
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