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Multibump, Blow-Up, Self-Similar Solutions of the Complex Ginzburg—Landau
Equation*

C. J. Buddf, V. Rottschifert, and J. F. Williams*

Abstract. In this article we construct, both asymptotically and numerically, multibump, blow-up, self-similar
solutions to the complex Ginzburg-Landau equation (CGL) in the limit of small dissipation. Through
a careful asymptotic analysis, involving a balance of both algebraic and exponential terms, we de-
termine the parameter range over which these solutions may exist. Most intriguingly, we determine
a branch of solutions that are not perturbations of solutions to the nonlinear Schrédinger equation
(NLS); moreover, they are not monotone, but they are stable. Furthermore, these axisymmetric
ring-like solutions exist over a broader parameter regime than the monotone profile.
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1. Introduction. The complex Ginzburg-Landau equation (CGL),

(1.1) z'aa—(f+(1—¢e)v2<1>+(1+z'5)|c1>12<1>:0, zeRY t>0,
arises as a model equation in a variety of problems from physics, biology, and chemistry. These
include nonlinear optics, models of turbulence, Rayleigh—Bénard convection, superconductiv-
ity, superfluidity, Taylor—Couette flow, and reaction-diffusion systems; see [18, 3, 23, 8, 9] and
in particular the review article [1]. The CGL can be seen as a normal form that describes the
leading order behavior of small perturbations in “marginally unstable” systems of nonlinear
PDEs defined on unbounded domains [17]. Hence, it is relevant for understanding the dynam-
ics of “instabilities” in a wide variety of physical and other contexts. The coefficients in the
equation can be expressed in terms of the coefficients of the underlying system of PDEs and
thus their meaning depends on the problem at hand [1]. As such, in this paper we would like
to consider the dynamics of the CGL for a wide range of parameters.

In the limit of ¢ = § = 0 the CGL reduces to the well-known nonlinear Schrodinger
equation (NLS), which lies at the heart of many physical problems related to wave modulation.
This limit can be obtained from the standard form of the CGL

Ay =1A+ (1 +ib)VZA+ (1 +ic)|A*A,  bceR,
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by rescaling and considering the limit |b|, |¢] — oo. The case of € > 0 which we consider in
this paper is a dissipative perturbation of the NLS.

The cubic NLS has the important property that when posed in dimension d > 2, there are
sets of initial data that lead to solutions which become infinite (blow up) at a finite time 7.
This phenomenon is called self-focusing in the context of nonlinear optics and collapses when
applied to problems on turbulence. We will study the related question of blow-up in the CGL
in this article. We focus on € < 1 and 6 < 1 to study the case where the CGL can be seen
as a small perturbation of the NLS.

Blow-up in the NLS has been extensively studied by many authors, and a recent mono-
graph [24] gives a survey of the current literature. The dimension d = 2 is critical for the
cubic NLS and marks the boundary between blow-up and integrable behavior. When d = 2
the singularity formation is approzimately self-similar where ||®||o is believed to be propor-
tional to log | log(T —t)|(T'—t)~'/? [24]. When d > 2 the blow-up takes a self-similar form with
|®|| proportional to (T’ —t)~Y/2 as t — T. A proof of the existence and local uniqueness of
radially symmetric, monotone, self-similar, blow-up solutions for d close to 2 is given in [15],
with an extension of this result given in [21]. In [5] and [4] numerical calculations supported
by formal asymptotic calculations give evidence for the existence of further multibump, self-
similar, blow-up solutions for d > 2 where multibump is in the sense that |®| may have many
local maxima. Moreover, the existence and local uniqueness of these multibump, blow-up,
self-similar solutions is proved in [22].

The NLS is an example of a Hamiltonian PDE of hyperbolic type with various conserved
quantities. While |®| becomes singular at a single point, the unitary nature of the NLS implies
that ® has a constant L?-norm (power) and a conserved Hamiltonian

1
(1.2) H= / Vo - 5\<1>|4 dv.

In this article we will explore the nontrivial relationship between blow-up solutions in the
CGL and the NLS. In particular, we determine for which values of the dimension d and the
parameters € and ¢ self-similar blow-up is observed. This relationship was first considered by
Fibich and Levy [11] who looked at the CGL problem in the limit of small € and ¢ by using
modulation theory. Their analysis concentrates on the blow-up of solutions in two dimensions.
In [12] the asymptotic results are extended by applying a modulational approach to general
perturbations of NLS-type equations for fixed d = 2. The main result of this analysis was
the observation that when o = € + 26 > 0 there are no stable blow-up solutions which are
modulated NLS blow-up solutions. Indeed, it is established that the solutions are bounded, for
all time, by a term exponentially large in a~'. In contrast, finite time blow-up is observed if
a < 0. The latter results are not unexpected since, if we consider spatially uniform solutions,
then blow-up in the ODE i¢; = —(1 + i6)¢|¢|? occurs only for § < 0. Similarly for e < 0,
the CGL is a nondissipative perturbation of NLS and is close to the backward heat equation.
What is remarkable is that blow-up can be observed if € or ¢ is positive but only for d > 2.
It is the range of values for which this occurs that is of interest to us in this article.

The radially symmetric, blow-up solutions of the CGL in dimensions d higher than 2
were already studied in [19]. There it is assumed that the blow-up profile is self-similar
and a similarity reduction is made; we review this dynamical rescaling in section 2. The
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Figure 1. The (k = 1)-solution branch, the solutions with one mazimum on (—oo,00), and the (k = 2)-
solution branch, the solutions with two maxima on (—oo0, o), plotted in the (e, a)-plane, where d = 3 and 6 = 0.
The solutions corresponding to the *’s are given in Figure 2. On the upper part of the (k = 1)-solution branch
and the lower part of the (k = 2)-solution branch the solutions are found to be stable, whereas on the other
parts the solutions are unstable. The parameter a relates to the length scale of rescaled solutions. It is one of
the governing parameters in this problem and is fully described in section 2.

rescaling reduces the study of the radially symmetric blow-up solutions of the CGL to that
of a related second order complex ODE combined with certain far field conditions on the
solutions at infinity. While no rigorous proof of the existence of the solutions of this ODE is
available (although some partial results are known) strong numerical evidence reported in [19]
indicates that when d > 2, the self-similar blow-up solutions of the NLS described in [4]
smoothly continue as €, § increase from zero, to give a family of multibump, self-similar, blow-
up solutions. We show that for 6 = 0, multibump solutions appear to exist in a parameter
range 0 < ¢ < €4(d), where €;(d) — 0 as d — 2 and k is an integer index denoting the
number of maxima of the modulus of a solution on the real line. Every k-solution branch
consists of two parts which coalesce in a fold bifurcation at ¢ = €} (d). The solutions on
the upper part of the branch are smooth perturbations of the NLS self-similar solutions.
In contrast, the solutions on the lower part of the branch, which tends weakly to zero as
¢ — 0, are not a simple perturbation of the solutions of the NLS. In Figure 1, we give two
of these branches where solutions are found in the (e, a)-plane; these branches were obtained
numerically (see section 7). Here a is a small parameter that will appear when introducing
the dynamical rescaling into the equation in section 2. The two solution branches given in
the figure correspond to solutions with one maximum at £ = 0, kK = 1, and with two maxima,
k = 2, on the real line. The norm of the solutions that are found on the upper and lower parts
of both of the branches at £ = 0.1, the points indicated by the *’s, are given in Figure 2.

The study by Plecha¢ and Sverak [19] is primarily numerical in nature. They computed
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Figure 2. Final-time profiles in the rescaled variables for d = 3, § = 0, and ¢ = 0.1. The solutions
correspond to the *’s in Figure 1. The rescaled ampliture Q and spatial variable £ are fully described in
section 2.

both the bifurcation diagrams presented here and the spectrum of the linearization about
these discrete solutions. In this paper we carry their numerical computations further along
the lower solution branch and also perform full time-dependent PDE simulations. Moreover,
we asymptotically describe both the structure of the bifurcation diagram in the limit a — 0
and the structure of the ring-like solutions. We present an asymptotic analysis which supports
both the numerical results presented here and those in [19]. The form of the monotonically
decreasing solution, £ = 1, and the solution with two maxima on the real line, k = 2, are
determined. Also, an indication of how to extend these results to a general k-solution is given.
Furthermore, an asymptotic description of the branches of the various multibump solutions
is obtained, including an estimate of the location of the fold bifurcation point €;(d). An
interesting feature of this calculation is that whereas the description of the solutions on the
upper part of a branch (which are perturbations of the solutions of the NLS) is valid only
for d — 2 small, the description of the solutions on the lower part of the branch remains
valid in the case of quite general d (for small ¢), including the physically interesting case of
d = 3. A particular conclusion of the present study is the estimate for the location of the
fold bifurcation. While this can be calculated in principle for general ¢ it is easiest to express
when 6 = 0.

Proposition 1.1. In the limit d — 2%, for the case of 6 = 0, the range of € for which
a multibump, self-similar, blow-up solution may exist on the k-solution branch is given by
0 <e <¢ei(d), where

d—2
(1.3) ep(d) = Cpb——5—,
| log(%)]
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to leading order. Here C > 0 and Dy > 0 are constants that can be determined explicitly and
that depend upon the structure of the solution. For instance, in the special case of a multibump
solution with two maxima on the real line, for which k = 2, we have

i} Ao(d —2) 1
(1.4) e5(d) = log(3X2/(d — 2)) O (W) 7

where Ao = %’T — @

In Table 1 in section 3 a comparison is made between the asymptotic formula above and
the results of numerical computations of the fold location for £k = 1 and k = 2. These show
excellent agreement.

We use a numerical method for ODEs (on infinite domains) to obtain the branches in
Figure 1 and the solutions in Figure 2. Note that in Figure 1 the range of € for which
(k = 2)-solutions exist is larger than that of the monotone (k = 1)-solutions. This leads to
the question of stability of the solutions. In [19], stability is studied by numerically examining
the spectrum of the linearization of the computed solutions. We investigate this further by
doing a numerical calculation of the radially symmetric forms of blow-up of the full PDE
(1.1). This simulation was suggested but not implemented in [19]. We use a scale-invariant
adaptive numerical method that exploits scaling structures of the underlying equations to
give an optimal temporal and spatial resolution of the solution as a blow-up singularity is
approached. In particular, we calculate solutions that grow in amplitude from their initial
data by over nine orders of magnitude. This simulation allows us to determine both the
stability of the various types of blow-up profiles and the effect of taking different initial data
for varying values of €; the results will be discussed in detail in section 7. We find that
the solutions on the upper part of the (k = 1)-solution branch and on the lower part of the
(k = 2)-solution branch are stable. On the other parts solutions are unstable. This is denoted
in Figure 1 by the solid and dashed curves. Our most interesting observation is that the
(k = 2)-solution not only is stable over a range of values of € but can be the only stable profile
observed for certain ranges of €, namely, for £}(d) < € < €5(d) . This is in complete contrast
to blow-up in other systems such as the NLS, the semilinear heat equation, and chemotaxis,
where stable, exact, nonmonotone, self-similar, blow-up profiles are not seen.

The layout of the remainder of this paper is as follows. In section 2 we describe the basic
scaling laws and self-similar profiles associated with blow-up in the CGL system. We state
in section 3 the main asymptotic result related to the behavior of the solution branches. In
section 4 we analyze the phase of the solution which makes a matching possible between the
far field solution and the solution close to the peaks. The monotone solution (k = 1) is the
subject of section 5, and in section 6 we focus on the self-similar multibump solutions. In
section 7 we first determine the numerical solution of the ODE that the self-similar solutions
must satisfy. This allows us to determine the accuracy of the asymptotic calculation. We then
apply a scale-invariant adaptive method to find the time-dependent solutions of the full PDE.

2. Blow-up and scaling laws. In this section we consider the equations satisfied by the
self-similar blow-up solutions of (1.1). We will assume that blow-up occurs at time 7 at the
spatial origin and is radially symmetric. (In the case of the NLS such solutions are believed
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from numerical calculations reported in [24] to be attractors.) Such solutions satisfy the PDE

2
(2.1) iaacf—l—(l—ie) (E;EJF(CZ—U?;) + (1 4 i6)|®|*® = 0.
In physical applications d will be an integer; however, it is very convenient for asymptotic
analysis to consider the case of noninteger d. In particular, numerical calculations of solutions
in the physically interesting case of d = 3 can be continuations of solutions determined when d
is close to 2. Furthermore, keeping a cubic nonlinearity and varying d are essentially equivalent
to fixing d and varying the nonlinearity.

In Figure 3, we give results of a numerical simulation of the CGL when starting with a
monotone initial condition for d = 3 and € = 0.1. In the physical coordinates the blow-up
occurs at the origin, and in the rescaled variables we see convergence to a stationary profile.

15

ol
Q= lol(T-'?

osl Initial data in rescaled co-ordinates

.
0 0.1 02 03 04 05 06 07 08 09 1 0 2 4 6 8

1‘0 12
X y =x/(T-1)"2

Figure 3. Numerical simulation of the full CGL for d = 3 and e = 0.1, 6 = 0, and uo(z) = e Left:
Blow-up in physical coordinates. Right: Blow-up in rescaled coordinates; motice the convergence to a stationary
profile.

It is easy to see that (2.1) is invariant under a change in the phase of the solution and
also under a change in the scale of r, t, and ® or under a translation in time. That is, it is
invariant under the continuous group of transformations

D, or t— M, r— )\1/27', P — )\_1/2<I>, where A > 0.
Blow-up of the solution occurs at the origin for this equation at the blow-up time 7' < oo
if
max |P(r,t)] o0 as t—T,
T

with |®(r,t)] < oo forall t <T, r >0 and lim;_,7— |®(r,t)| < oo for all » > 0.

In the NLS, blow-up occurs on a length scale L(t) with L(t) — 0 as t — T [24]. We
assume that similar behavior occurs in the CGL. Accordingly, to resolve the temporal and
spatial structure we introduce a dynamic rescaling of the solution so that space, time, and ®
are scaled by factors of L(t), leading to a more regular equation. Taking

T t
(2.2) i ;/0 LQI(S)ds, w(e,7) = LD (. 1),
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the rescaled solution u(, 7) satisfies the rescaled PDE

d—1
(2.3) iur + (1 —ie) (u& + ¢ u§> + (14 i6)|ulu + ia(7) (Eu)e = 0,
where
__g9L _ _1dL
CTTVa T T Lar

True self-similar blow-up behavior with L(t) — 0 arises when a(7) is a positive constant
and

(2.4) ul€,7) = €“TQ(E).

In this case there is a separation of variables in (2.3) leading to exact similarity solutions. In
many examples of PDE evolution, under generic assumptions, self-similar solutions are the
attracting form of dynamics [2]. The numerical calculation presented in Figure 3 strongly
indicates such behavior for this case. For simplicity we will consider only the case w = 1.
Although left in as an unknown constant by the authors in [19], this does not affect the
solutions under consideration as w can easily be scaled out by scaling @, &, and a with w. The
resulting solutions are then precisely the self-similar, blow-up solutions which themselves are
invariant under the group transformations. We have

(2.5) L(t) =+/2a(T —t) and 7 =log(T —t)/2a
and
26) -9 (e + Qe ) — @ iatc@ie + 1+ QPR =0

The constant a > 0 above is a nonlinear eigenvalue for the reduced equation (2.6) and
represents a coupling between the length scale and the phase. The value of a needs to be
determined as part of the solution process.

Note that choosing different initial values for the PDE (2.1) will in general correspond to
different values of Q(0) and w, where w # 1 can also be found. However, these all reduce to
the same ODE (2.6). We will consider a solution to (2.6) to be stable if, in the limit ¢ — T,
a solution of (1.1) converges to a solution of (2.6) under the rescalings (2.2) and (2.4).

In the rescaled equation (2.3), the perturbations in the CGL of the nonlinear and Laplacian
terms of the NLS are given by du|u|? and eV?u. As u and ¢ are of unit order when blow-up is
approached, these perturbations are of equivalent order in the sense that uge ~ |u[*u ~ O(1)
provided that § ~ €. This is the motivation to set

6=1e, vE€R,

and henceforth, without loss of generality, we assume € # (. This balance between € and ¢ is
also found in formulae derived in [11] for the saturation of blow-up in the CGL.
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3. Admissible solution branches.

3.1. Existence of solution branches. The complex ODE equation (2.6) must be satisfied
by the self-similar solutions. Considered as an initial value problem, it has many solutions,
and only those that satisfy certain conditions at infinity are admissible as being related to
self-similar solutions of the PDE. These conditions are compatible with the NLS limit, e — 0.
Briefly, the admissible solutions are those solutions of (2.6) that are slowly varying at infinity.
More precisely, the initial and asymptotic conditions for a self-similar solution ®(z,t) of the
PDE, namely, that ®(z,0) = ®o(x) and that |®| vanishes as |z| — oo, respectively, lead to
the following initial and asymptotic conditions for Q (&), respectively:

(3.1) Qe(0) = 0, I Q(0) = 0,
3.2 Q)] — 0 as [¢] — oo

Here we have exploited the phase invariance of the differential equation to define the phase of
® at the origin. Alternatively, we could have kept w as an unknown in (2.4) and set Q(0) =1
as in [19]. From a related regularity result (see [24]), it also follows that

(3.3) '£Q§+ <1+2> Q| 0 as €] — oo

must hold for solutions ® with finite H'-norm. In the NLS limit this corresponds to solutions
with finite Hamiltonian H (1.2).

The majority of the solutions of (2.6) are rapidly varying as || — oo and do not satisfy the
condition (3.3). Such solutions are proportional to exp(ia¢?) in this limit and have unbounded
H'-morm. In contrast, the slowly varying solutions (for both the CGL and the NLS) are
polynomially decaying, and

(3.4 Q) ~ Foxp (- 21ox()) =pe 1 asg o

The value of u given by these solutions of (2.6) that are slowly varying at infinity plays a
central role in the later work on matching.

Monotone solutions. Tt is believed that the solutions of (2.6) that are slowly varying at
infinity occur only for isolated values of the nonlinear eigenvalue a. However, in the case
that |Q(&)| is a monotonically decreasing function of £ (monotone solution), a proof of the
existence and local uniqueness is known only for the NLS close to d = 2 and a = 0 [15, 21].
In particular, if a = & = § = 0, then (2.6) reduces to

d-1
£

It is known that this equation has a discrete set of exponentially decaying solutions, of which
the monotone decreasing solution is called the ground state or Townes soliton and is known to
be unique [16]. For a > 0 and ¢ = § = 0 the following results are known about the monotone
solutions of (2.6) satisfying the conditions (3.1)—(3.3) [24, 21].

(3.5) Qee + Q: —Q+1Q*PQ =0.
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Theorem 3.1 (Sulem and Sulem, Rottschafer and Kaper). (i) As d — 2 then there ezists a
monotone solution of the NLS with a — 0: indeed,

A
3.6 d—2~ Ze e,
(3.6) L€

(ii) For d =24 O(aP) and a sufficiently small, a monotone solution of (2.6) exists and is
locally unique.

Nonmonotone solutions. In [4] the above result for the NLS is extended through a formal
asymptotic argument that implies the existence of further nonmonotone slowly varying solu-
tions of (2.6). These have also been detected in numerical computations [5]. The computations
reported in [19] indicate that similar solutions characterized by the number of turning points
of the amplitude of |@Q| are found for the CGL. Accordingly we define a k-solution branch to
be a branch of solutions, denoted by Qg (), for which |Qg| has & maxima on the whole real
line £ € (—o0,00) (so that the monotone solutions lie on the (k = 1)-solution branch). A
particular conclusion of [4] was the existence of a (k = 2)-solution branch, where in the limit
of d — 2 there is a solution Q2(§) with a local minimum at £ = 0 and isolated peaks at points
asymptotically close to || = 1/a. In the limit of d — 2 and a — 0, this solution exists when

(3.7) d—2n~ ge*&/a and Xo — 27/3 — v/3/2.

There is no reason to expect that this is the only two-bump solution; in fact, the following
existence and uniqueness result is also known [22].

Theorem 3.2 (Rottschafer and Kaper). For each a sufficiently small, there exists an no(a)
such that, if 2 <n < ng(a), then with d = 2+ O(a') for any | > d + 1 there exist 4(n — 1)
locally unique symmetric (2n—1)-bump solutions with a mazimum at §{ = 0 and n—1 mazxima
for & > 0.

While this theorem indicates that in the case of the NLS there are multiple multibump
solutions, the construction in [22] shows that they are exponentially close to each other.
While we anticipate that these families persist for € and ¢ small but nonzero, they cannot be
distinguished by the asymptotics discussed in this paper, and we denote any member of this
family as “the k-bump solution.” We show presently that we can extend both of the results
(3.6) and (3.7) to the CGL system by looking at the limit of the solutions when the nonlinear
eigenvalue a is small. In particular, we have the following.

Proposition 3.3. For a and € sufficiently small, the following hold.

(i) There exists a branch of monotone solutions (k = 1) which are smooth perturbations of
the monotonically decreasing solution of the NLS. On this branch the values of a, d, £, and 6
are related through the asymptotic formula

(3.8) e M/ = (C1(d — 2)a — Cye — C30) (1+ 0 (a* ae,ad)), M =m/2,

with explicitly computable constants C;(d) > 0 for all d (defined in section 5), and C3/Cy — 2
as d — 2.

(ii) There also exist k-solution branches, k > 2, on which the solutions Qr(§) with k
mazxima on the real line are found. Along every k-solution branch the values of a, d, €, and 6
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are related through

A

(3.9) e & = (Crp(d —2)a — Cape — Cs8) (14 O (a))

where the constants Ay, and Cj;, can be computed from integrals of the solution Qi(§) along
each branch.

The solutions on the (k = 2)-solution branch have a local minimum at the origin and
mazima located at the points |{| = O(k/a) where k can be determined explicitly, and

(3.10) e™2/% = (O} 5(d — 2)a — Cy9e — C36) (14 O (a)).
For 6 =0 then
)\2:27T/3—\/§/2, li',:]_, and 017220272:1/3.

In section 6 we present the explicit computation of the coefficients in (3.9) where a (k = 2)-
solution is constructed.

It is possible to consider the solutions as functions of d, €, and 6. In calculations it is
convenient to fix d and ¢ and to vary the value of €; the branches of the solutions can then be
represented in a diagram by plotting the value of a. A numerical calculation of the (k = 1)-
and (k = 2)-solution branches in the (e, a)-plane is given in Figure 4 for a range of values of
d, where 6 = 0. Also, the value of the fold bifurcation point e} (d) is given for each of the
branches. Note that the range of existence of the branch drops to zero as d — 2.

d=25,¢ =.1029

06 . d=3¢=.1980 1
d=21,¢ =.0182
® 05 ©
041
03
02r
01F d=2001,¢ =1.110107* 1 d=2.001,¢ =8.990107°

L L L L L L L L L L L L L L
0 002 004 006 008 0.1 012 014 016 018 0.2 0 0.05 0.1 0.15 0.2 0.25
€ €

Figure 4. Left: The (k = 1)-solution branch. The monotone solution is found here, in the (e, a)-plane for
different choices of d where 6 = 0. Right: The (k = 2)-solution branch. The solution Q2 with two maxima
on the real line is found here, in the (g, a)-plane for different choices of d where § = 0. The value of the fold
bifurcation point £;,(d) is also given for the branches.

In Figure 5 we plot the amplitude of the multibump solution Q2(£) on the (k = 2)-solution
branch in the case of d = 3, § = 0, and we show how this solution changes along the branch.
In this figure the peak of the solution moves uniformly to the right as a decreases along the
branch (so that ¢ initially starts at zero, reaches a maximum at €;(d), and then decreases to
zero again as the peaks move to the right). The solution with the peak nearest to the origin
is found for ¢ = 0, a = 0.3124..., which is the solution of the NLS computed in [5]. This
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Figure 5. Left: The amplitude of the solutions |Q2(§)| for & > 0 as a and € are moving along the (k = 2)-

solution branch for d = 3. The peak of the solution mowves to the right as a is decreased to zero. For smaller

1

values of a, the solutions have a similar form and the peak £ is located close to . Right: The location of the

mazimum £ along the (k = 2)-solution branch for various choices of d where a&* is plotted as a function of a.

solution does not have a form which is easy to analyze. In contrast, as a and € tend to zero
(along the solution branch), the solution takes on a localized form, with a peak located at a
point £* close to 1/a. We demonstrate this in Figure 5 by plotting a&* as a function of a for
various d. It is this solution with a peak located close to é, found on the lower part of the
solution branch which is described by the asymptotic formula (3.10), that will be analyzed in
detail in section 6.

3.2. The existence of two solutions on each branch. In Figure 4 we clearly see that
there exists a €;(d), where the value of €} depends upon the branch, such that for every
value of € < €} there are two solutions on each k-solution branch with corresponding values
of a: ay > a_. In fact, in the limit of d — 2 and/or ¢ — 0 we can determine, from the
asymptotic formulae (3.8) and (3.10), both the two values a_ and a4 and the position of the
fold asymptotically for § = 0. More specifically, when we set ¢ = 0 and 6 = 0 in (3.9) we
obtain an asymptotic expression for a4, and when we set a = 0 and 6 = 0 in (3.9) we obtain
an asymptotic expression for a_:

a Ak and «a ey
© 7 [log(Chpas(d — 2))] T (d-2)

(3.11)

It is clear from comparing these results with those of Theorem 3.1 that the solution
corresponding to a = a4 is a natural perturbation of the solution of the NLS in the limit of
small e. Moreover, aL is only small when d — 2 is small, and the asymptotic description of a4
is only valid in this limit.

In contrast, the solution corresponding to a = a_ is not a perturbation of the solution
of the NLS. Furthermore, the value of a_ is small provided that ¢ is small, regardless of the
value of d — 2; we may even take d = 3.

The agreement between the numerical results of the branches and the asymptotic calcula-
tions is very good indeed, as can be seen in Figure 6. There we present a plot comparing the
values of a given in (3.11) to the numerically computed (k = 2)-solution branch for various
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T T T T
—— Numerical computation " —— Numerical computation

N . 0.9+ g
--- Asymptotic prediction - - — -~ —.— - | b --— Asymptotic prediction

®© 0.15

Figure 6. Comparison of the numerical results (solid line) and the asymptotic expansion for a— and a4+
(dashed line) of the (k = 2)-solution branch. Left: Here d = 2.1,2.001 and € is plotted on a log-scale. Right:
Ford=12.5 and d = 3.

values of d. We observe from this figure that the lower branch a_ is well approximated for a
wide range of values of d provided that € is small. In contrast, the upper branch a4 is only
well approximated when d — 2 is small.

This nice agreement for a_ leads us to believe that it may be possible to prove the existence
of this part of the branch for general 2 < d < 4 and, therefore, in the physically important
case of three dimensions. We leave this for future work.

3.3. The position of the fold bifurcation. The two parts of the branch corresponding to
a = a4 and a = a_ coalesce in a fold bifurcation at the point (aj,e}), and solutions for each
of these parts of the branch exist only for ¢ < ;. We can derive the estimates (1.3) and (1.4)
for €7(d) from the asymptotic results presented in (3.9) and (3.10). Indeed, differentiating

(3.9) with respect to a and applying the condition
de
%(GZ) =0

determine (aj,e}) exactly. In the case of § = 0, this condition yields that aj satisfies the
asymptotic relation

Ak
A *
log <701,k(2_2)> — 2log(ay)

so that as d — 2 we have asymptotically
. Ak

The critical value of € for the k-solution branch is then determined by substituting the differ-
entiated expression back into (3.9) as

ap =

* * (CLZ)Q) Crk
3.12 e, =(d—-2)a,— —.
.12 i= (-2 (o - ) 2

Combining these expressions gives (1.3) to leading order, where ¢ — 0 as d — 2.
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Table 1
Comparison of the asymptotic and numerical locations of the fold point €* for k =1 and k = 2 for various
values of d with § = 0.

k=1 k=2
d Asymptotic | Numerical | Asymptotic | Numerical
3 1517 .1980 .2616 .2439
2.5 .0914 .1024 .1034 111
2.1 .0151 .0182 .0148 .0161
2.001 | 9.177107° | 1.110 10~" | 8.770 107" | 8.991 10~ °

In Table 1 we present a comparison of the asymptotic values of €} given by formula (3.12)
with the numerical values for the (k = 1)- and (k = 2)-solution branches for various values of
d. The agreement between the numerical and asymptotic calculations is excellent, especially
when considering the various approximations that have been made to obtain the asymptotic
formula for the fold location. A comparison between the asymptotic formula and numerical
simulations is presented in Figure 6.

The restriction on the range of ¢ over which self-similar blow-up is observed is fully con-
sistent with the calculations presented in [11] in the case of d = 2. In particular, we see that
the range of the dissipative values of € > 0 and 6 > 0 over which we see self-similar blow-up
reduces to the empty set as d — 2 when each branch collapses to a single point. In the case of
d = 2 (when the blow-up of the NLS is marginal) we see blow-up only for the nondissipative
values of ,6 < 0 described in [11]. In contrast, for d = 3 (where blow-up is observed for the
NLS) the range of e values over which self-similar blow-up exists is quite large.

4. Construction of the asymptotic solution.

4.1. Overview. The construction of asymptotic solutions leading to the statements in
Propositions 1.1 and 3.3 is similar to that described in [4] although rather more subtle as it
involves both polynomial and exponential terms. In all parts of the analysis we presume that
a is small, but in contrast to the NLS case described in [4] we do not necessarily require that
d — 2 is also small. The calculation is rather different for the case of the monotone solutions
on the (k = 1)-solution branch compared to that for the multibump solutions on the other
branches, although both follow similar lines.

The solutions are constructed by determining them on three distinct ranges of £ which are
then matched to each other. First, we examine the far field solution when a& > 1. Then, the
solution is small and (2.6) can be approximated by a linear equation. Second, we determine
global estimates on the evolution of the phase of the solution that allow a comparison between
the form of the solution for the large values of a& described above and smaller values of a€.
Next we construct an inner solution valid over the range a{ < 1. Similar to the cases described
in [4], this solution is either a regular perturbation of the monotone decreasing ground-state
solution of (3.5) or an exponentially growing perturbation of the ground-state or the zero-
solution. However, these exponentially growing perturbations are only small if af is small.
The regular perturbations of the ground-state solution lead to monotone solutions of the
CGL, whereas the exponentially growing perturbations lead to multibump solutions of the
CGL related to those described in [4]. In the case of the monotone solutions we match an
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exponential decay in the solution for a§ < 2 with a polynomial decay when a& > 2 by using
a WKB analysis. In contrast, the exponentially growing perturbations lead to multibump
solutions, and we study these in the vicinity of the isolated peaks which occur when a§ = O(1).
Following this analysis, we again match a solution decaying exponentially away from the peak
for a€ < 2 with a polynomial decay when a¢ > 2 by using a WKB analysis.

4.2. Far field behavior a¢ > 1. We now consider the behavior of @) for large values of
a&. The boundary condition (3.2) requires that |@Q| is very small in this range of £ values, and,
therefore, (2.6) can be closely approximated by the linearized equation

d—1

(4.1) (1 —1ie) <Q§§ + ¢

Qg) —Q+ia(§Q)¢ = 0.

This equation is also obtained after rescaling in £ with /1 — ic in the far field equation that
is satisfied by the solutions of the NLS (when ¢ = 0). The solutions to that equation for the
NLS are parabolic cylinder functions that now must be rescaled. For small €, the solutions
of (4.1) change type when a{ = 2 (as in the NLS case), admitting exponentially decaying
solutions for a¢ < 2 and polynomially decaying solutions for a& > 2. Applying the rescaling
of £ to the solutions given in [4] implies that there are (complex) constants p, v such that as
a& — oo (so that a§ > 2) and ¢ small

QO ~ e (140 (1))

Q&) ~ Vfl—dﬂ/ae—iag?/zeaag?/Q <1 +0 (%)) )

or

Of these two solutions, the first is slowly varying and decaying, whereas the second is rapidly
varying and growing when € > 0. Only this first solution can be matched to the boundary
conditions satisfied by a self-similar solution and the consequent far field condition for Q(&)
given in (3.4). Consequently, if we decompose @) in amplitude and phase as

(12) ate = a@ew (i | 5 bz,

then for a§ > 1

~ P L N o b L
wo amt(ieo(L)) ma esL(ico(L))

4.3. Global estimates. We can link the far field solution to the global behavior of @) via
a rigorous result that relates the amplitude and phase of the solutions of (2.6). This relation
is central in our final analysis and we will state it here. Substituting the decomposition (4.2)
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of @ in amplitude and phase into (2.6) leads to the following expression for A and :

(44) A=A - dglAg LA A <2A5¢ + At + ‘lglA@w) + at Ay,

d
(45) e = —21/1* - Tw + = (A££ — Ap® + §A£>

where 6 = ye. From this system we obtain the following integral equation for .
Lemma 4.1. The phase ¥ and the amplitude A satisfy

3
(4.6) P+ @ _ 1/ <( d) A% + ez A ( — AY? + LA ) — 761‘/14) dx.
0

2 EA2
Proof. Consider first the identity

% (xA2 <¢+%)) = (A% +22AA,) <¢+%) + zA2 <¢x+%>

— (A2 ar 2|4 ;%_Q
= (A*+2xAA,) (1/1—1— 2>+xA [2 21) P
€ s d—1 a 9
—|—<Am—A¢ —i—AI)—(A—i—mAz—'ysA )]

d—1
= (2 — d)yPA® + ex A (Agy — AY?) + TAz — vexA*.

Integrating this identity from 0 to £ and using the fact that ¢/(0) = 0, we obtain the statement

of the lemma. [
From Lemma 4.1 and the asymptotic estimates (4.3), it follows that for a > 1

—d d—
(4.7) a2€:§(2u2)/ A%pdx +/ ( m—AwQerle—fyAS) dz,

where both integrals converge as £ — oco. Thus, we find the exact expression,

(4.8) p? = 22-d) / A%pdx + 2z / zA (Am — AY? + EA,; - WA?’) dz.
a 0 a 0 xr

This is a regular perturbation of formulae for the NLS which are given in [24, section 8.1.3].
Once the structure of a solution is fixed the integrals can be determined. To obtain the
result as stated in Proposition 3.3 we make two estimates of p. One estimate follows from
matching the solution in the region & > 1, a£ < 2, on the left-hand side of the peak, to the
solution for a& > 1. For this, we link a WKB estimate of the exponential decay rate of either
the monotone solution or the multibump solution, for & > 1, a§ < 2, to the slowly varying
solution for a& > 1. The second estimate for u follows from (global) estimates of both of the
integral terms in (4.8). In order to do this we use approximations for the amplitude A which
are derived in the next two sections. In the case of a solution with one maximum, we find the
ground-state solution (see section 5), and for the multibump solution we obtain a sech profile
(see section 6). In the latter case the quadratures can be evaluated exactly while the former

requires numerical approximation.
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4.4. Asymptotic analysis of the inner region. We consider next the general behavior of
the solutions when af is small—the inner region. This analysis is similar to that reported
in [24] and more relevant details are given there. Inspection of (4.4) and (4.5) shows that if ¢
and a are both small, then to leading order A and 1 satisfy the ODEs

Age = P2 A — dglAU—A—AS,

d—1
:—2 _—— —
Ve lb €

From Lemma 4.1 we have that to leading order

a& 1

¢ 2
¢:—2+€Az/0(2—d)A wd,

which validates the introduction of the rescaling 1) = a£¢. Then the equation for A becomes

d—1
(4.9) Age + TA€ — A+ A =a?E¢? A,

and Lemma 4.1 gives to leading order

1 (d-2) (¢
¢__2_§2AQ/0 Alzoda.

Accordingly, if a§ < 1, A will to leading order be given by a solution R(&) of the ground-state
equation
d—1 3 / :
(4.10) Ree + TRé + R —R=0, R'(0) = 0,£hm R(¢) =
—0Q
This equation has a discrete set of exponentially decaying solutions [16]: Ry = 0, the unique
monotone solution R (the ground-state solution or Townes soliton), and an infinite sequence
of nonmonotone solutions Ry, with
__VE ¢
RK(&) = WG as £—> Q.
Note that the equation also admits exponentially growing solutions.
Starting with one of these solutions Ry it follows that, to leading order, ¢ satisfies the
Volterra integral equation

1 d-2) [,

p=—=— / Rixgd.
2 &R% ),

We may generally solve this integral equation by using a Volterra series. In the limit of d — 2

this gives

1

b=—1+ 52R2/RK zdz + O((d — 2)?).
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Note that as Ry is exponentially decaying all of the integrals in the Volterra series are rapidly
convergent.

The amplitude A now is a perturbation of one of the solutions Ry of the ground-state
equation (4.10). Substituting the leading order expression ¥ = al¢, where ¢ = O(1), and
A = Ry into (4.4), it follows that the perturbation to (4.10) is of order O(a?¢?) + O(ae).
Therefore, the leading order expressions for A and ¥ must be perturbed; these perturbations
take a similar form as those described in [4] (see also [24]). If we set A = Rx + B, then, to
leading order, the perturbation B evolves according to the expression

(d—1)
§

Therefore, we may develop a regular expansion for A of the form

(4.11) LB = Bg + Be — B+ 3R% B = O(a*¢?) + O(ag).

(4.12) A=Rg+a’A; +acAs + - - -,

where each of the terms A; is exponentially decreasing. For K = 1 this is a natural perturba-
tion of the ground-state solution.

Significantly, this expansion for A is in general incomplete. For large &, the linear equation
LB = 0 has two linearly independent solutions, which are to leading order given by

P = D28 and  qhy = £@D/2E

The regular expansion (4.12) is sufficient as a perturbation of the ground-state solution Rj;
however, it excludes the contributions due to 12, and these should not be ignored in general.
Thus, a more general expression for the perturbation is obtained by adding the exponentially
growing terms given by 15. These terms become important when looking at a perturbation of
the nonmonotone solutions Ry, K > 1. Accordingly, following [4], we extend the expansion
for the perturbation to give

(4.13) A= Rg+d°A +acAy + - ¢ (1+a°By +aeBy+ ).

o
gld-1)/2
To ensure that the perturbation to the ground-state solution Ry is small, we require in this
expansion that a is an exponentially small term in a of the form o = e=#/%. The terms a2¢2
and aef then become significant when af is of order one.

5. The monotone solution. First, we focus on constructing the monotone solutions Q1
on the (k = 1)-solution branch. We expect these solutions to have the form of the regular
perturbation to the monotone solution R;(§) described in (4.12). Since there exist no further
maxima, apart from the one in ¢ = 0, the solutions do not contribute to the leading order for
€ > 1 (far field profile). Substituting the expressions (4.12) and 1) = a¢ into (4.8), we have
to leading order

w2 =22 —d) [ Bor (14002 02) da
0

2e [ d—1
(5.1) + ;/ TRy (Rl,m — Ria%2%¢? + TRM — 7R§’> (1+ O(d?, ag)) du.
0
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Each of these integrals can be estimated in turn, where semiexplicit expressions are possible
in the limit of d — 2 and numerical expressions otherwise. In particular, for d — 2 small

/ R2padr ~ —;/ Rizdr + O(d — 2),
0 0

since ¢ = —1 + O(d — 2), where the remainder term in this expression depends on (d — 2) but
does not depend upon a or e. Likewise, the contribution to the second integral in (5.1) is also
dominated by the ground-state profile and

/ TR, (le —a*¢?Rya® + le,,,C) dr ~ / zRI(1—R}) (1 + O(a*(d - 2))) dx
0 0

since R satisfies (4.10). Hence

p? = (d—2) (/OooxR%d:HO((d—m,a?,ae))

(5.2) + % (/000 zRi(1—(1+7)R})dz+ O (a2,a5)> :

a

5.1. The matching for the monotonically decreasing solution. To leading order, the
behavior of the function A at large values of € for the CGL is identical to that for the monotone
solution of the NLS described in [24]. In particular, the matching between the exponentially
decaying solution for a{ < 2 and the polynomially decaying solution for a§ > 2 is identical.
Following [24], we have that in this case, a solution which is a perturbation of R;(§) evolves
smoothly into one of the form p/¢ with the matching constant

(5.3) p? =203

Substituting into (5.2), we obtain

—7/2a
(5.4) 228

— <(d —2)M; + 26(M1 —(1+ 7)M2)) (1+0 (a® ae, (d—2)?)),

a
where

M, :/ £S%(z) de ~1.862 and M> :/ xS*(z) dr ~ 3.725.
0 0

Rearranging, this gives the asymptotic expression (3.8) in Proposition 3.3.

Here S is the monotone solution of the ground-state equation (4.10) with d = 2 and the
integrals are evaluated by numerical quadrature. It can be shown [12] that 2M; = M for
d = 2. We also have from numerical quadrature that when d = 2

v = lim 2(D/2e28(z) ~ 3.150.

r—00
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Critically, this gives a condition on the relationship between € and 6 for which the monotoni-
cally decreasing solutions ()1 may exist and we require

(d — 2)M1 + %(Ml — (1 +’7)M2) > 0.
In the limit case d = 2 [12], this implies that ¢(1+27) = +26 < 0 must be satisfied, recovering
exactly the result in [11], where modulational analysis is used to determine the stability of
monotonically decreasing blow-up profiles. Their instability result relies on exactly the same
comparison of integrals [12, 11]. For d — 2 > 0 and small we see existence over a wider range
of ¢ and 6. In particular, for 6 = 0 (hence v = 0) there exists a solution for a small (the
branch a_) with

e~ (d—2)a_/2.

For more general values of d we must evaluate expressions for Ry, ¢, and the integrals in (5.1)
by numerical methods. In particular, if d = 3, 1 ~ 2.713,

[e.e] [e.e]
/ zR? dr ~ 2.580 and / xR} dx ~ 18.813.
0 0
This leads to the expression (3.8) with C1 ~ 0.1753, Cy ~ 2.205, and C5 ~ 0.1359. Similar
calculations may be performed for any dimension.

6. Asymptotic analysis of the multibump solutions.

6.1. Overview. We now consider the possible multibump solutions that were observed in
the numerical calculations presented here and in [19]. In the analysis for the inner solution
(the solution for a& small) in section 4.4, we identified the possibility of having exponentially
growing perturbations of the solutions of the ground-state equation (4.13). This result was
obtained by studying (4.11). We find that in the region where £ = O(1/a) the perturbation
a%£? in (4.11) to the ground-state equation has the same order as the other terms. In addition,
there is a large perturbation of the solution from Ry (€) as the terms aeé become significant. It
is precisely in this range of £ = O(1/a) that we observe, in numerical simulations, the existence
of additional peaks of order one. When a is small, we are able to give a precise description
of these peaks in the following two cases: the case of d — 2 small (indeed, exponentially small
in a), and the case of general d but with ¢ small (¢ proportional to a). When either of these
conditions is satisfied we are able to give a complete description of the bifurcation diagram.

We shall concentrate our analysis only on solutions with two maxima on the interval
¢ € (—00,00). This is due the numerical ODE computations reported in [19] suggesting that
only the single- and two-bump solutions are stable. We have also seen numerically that the
higher multibump solutions are unstable through both PDE and ODE computations. As such
we leave their further investigation for a future time.

6.2. The form of the peaks. The numerical evidence presented in Figure 5 indicates
that the peaks of the function |@| are asymptotically located at the points x/a, with x = 1.
Also, the solution |@| takes on a localized form that is independent of a, provided that e is
small. We follow the asymptotic analysis of [4] and assume that the multibumps are found
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in the region where £ = O(%) Here the peaks strongly resemble a localized solution of the

one-dimensional focusing NLS equation. We assume that the peak is located at the point
& =k/a

and seek to determine k. In order to do this we rescale the @-equation (2.6) by setting
K

6.1 -

(6.1) 13 " +s

and consider an expansion of the solution in terms of a with a < 1. From this an expression
for k will be obtained.
Substituting (6.1) into (2.6) leads to

(d—1)
K+ as

(6.2) Qs +ikQs — Q +|QI*Q = icQss — a Qs —ia(sQ)s — ive|Q)?Q + O(as).

We now express (s), in the neighborhood of s = 0, as an asymptotic series in a:

(6.3) Q(s) = Qo(s) + aQu(s) + o(a).

This gives the following reduced equation for Qq:

(6.4) Qo,ss + 16Qo,s — Qo + |Qo[*Qo = 0.

We now rescale the phase of Qp in (6.4) by setting

__iKS

(6.5) Qo(s) =e 2 So(s),

which leads to
(2
(6.6) S()’ss — <1 - 4) So + ‘50’250 = 0.

Without loss of generality we may assume the solution of (6.6) to be real, so that up to an
arbitrary multiplicative constant of modulus one, we have

(6.7) So(s) = /2 <1 - *jf>sech (MS) .

Observe that this solution is valid provided that we are in the region k < 2 (i.e., £ < 2/a).
Note further that the form of Sy is independent of a. Important for the matching later is that
for |s| large and a small, this solution is exponentially decaying. From (6.5) it also follows
that the gradient of the phase ¢ is —§ to leading order.
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6.3. Locating the peaks. The terms on the right-hand side of (6.2) are of the same order
when € and a are of the same order, and, therefore, we set ¢ = Ka and estimate the value of
K. Consider now the equation for ()1. The values of k and K are fixed by the compatibility
condition, and thus in the asymptotic series, the term a|Q1] is small in comparison to |Qol.
Taking the terms of O(a) together gives the following equation for Q;:

Q155 +i6Q1s — Q1 + Q301 + 2|Qo*Q1

(6.8) = 1KQoss + u ; 4) Qo,s — i(sQo)s — i7K|Qo[*Qo.

Again, we rescale the phase by setting

(6.9) Qi(s) =™ 2 51(s);

then, using (6.5), we obtain
I€2 2a 2 . K/Q .
(6.10) Sl,ss —(1-— Z St + S051 -+ 2’50’ ST =1iK —IS() — ZHSQS + 50755
1_ .
+ <( p 9 _ is) <—lgso + So,s> —iSy — ivKSp.

Setting S1 = ¢ + iv and splitting into real and complex parts lead to (since Sy is real)

2 1—d
(6.11) tss — <1 — Z) t+ 37553 = KKS(LS + - S()’S — %S@ =:f
and
2 2 d—3
(6.12)  wvgs — <1 — Z) v+ ’US(2) =K (/4;50755 — ZSO> + 5 So — 550,s — ’yKSS’ =:gq.

For the asymptotic expansion to be consistent we require
t(0) =v(0) =0, and [t|—0,Jv] =0 as |[s|— oc.

We will determine the form of ¢ and v by using the variation of constants formula. For
subsequent use, we define the right-hand side of (6.11) to be the function f and the right-hand
side of (6.12) to be the function g. First, we focus on the equation for ¢ and more specifically
on the homogeneous part of (6.11). A solution to this homogeneous equation is ¢ (s) = Sp s(s)
(which is odd and exponentially decaying). Also, there exists an exponentially growing, even
valued solution o that is linearly independent of v1(s); ¥1(s) and to(s) have a constant
Wronskian W;. Computing directly,

(6.13) Pa(s) = S / dy exp [ 1/1 o) for large
. 2(8) = So,s ——— ~ exp — —s r large s.
0 Sg,y(y) 4
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It follows by the variation of constants, using ¢(0) = 0, that

1/11f

(6.14) (s) = Ayia(s) + o /0 f}ifdz—w ik

where A; is arbitrary. Then, using the fact that 11 decays exponentially, we find that

(6.15) () = (A= ) vals) a5 5= ox,
(6.16) (s) — <A1+) Ya(s) as s — —oo,

where I is defined as
& & 1-d KS
(6.17) L = firds = KK}So’s + TSO’S — ?SO S[)’Sds.
0 0

Now, we study v and we find that ¢; = Sy is a solution of the homogeneous part of (6.12).
Again, ¢, is exponentially decaying and odd. There also exists a second linearly independent,
exponentially growing, even valued solution

S dy

¢2: 0 0 Sg(y>7

and ¢; and ¢, have a constant Wronskian Ws. In a similar way as before, using v(0) = 0, it
follows that

v(s) = Aaga(s) + ¢ /0 ?;gdz - ¢2/0 (é[l/"jd%

where A5 is a constant. Then

(6.18) v(s) — <A2 — éi) pa(s) as s — o0,
(6.19) v(s) — <A2 + I/{/2'2> ¢pa(s) as s — —o0,
where

00 00 2 _
(6.20) IQ = /0 g¢1d8 = /0‘ <K </€SO,ss - /150> + d 9 350 - SSO’S — K*ySg) Sods.

First, we focus on those solutions with one maximum in the region { = O(%). These

solutions decay exponentially away from s = 0 and therefore cannot have an exponential
growth in ¢(s) and v(s) for s — oo and for s — —oo. Thus, it follows from (6.15), (6.16),
(6.18), and (6.19), since 1y and ¢o are both exponentially growing, that Ay = 0, I} = 0,
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As = 0, and Iy = 0. Substituting the expression for Sy (6.7) into I; and I and using the
exact integrals
3
0 2 K2 0 K2
A(%y%:3<14>nésﬁ%ﬂﬁ:14,

3
00 2 :‘ﬂ?2 0 ) :‘ﬂ?2
21 ss e —— 1 - , — 2 1 _ ,
(6 ) . S()S()7 ds 3 ( 4 ) o SOdS \/ 4

0 K] 4
lead to
1 k2[4 2

22 Li=—\/1——|z(1-=)(Krk*+1-d)+x*
(6:22) =1 S (1T e e 1- 0+
and

K2 [ 2 k? 3k 8 K2

2 IL=4\/1—-—|—=Kk|[1——+ — d—2—-yK(1——|].

623) b C e (1= ) vz S (127
A relationship among the values of x, K, and v then follows from the two conditions

(6.24) I =0 and I»=0.

We consider first the case of § = 0 and hence of v = 0. In this case there is precisely one
exact solution of (6.24) with 0 < k < 2 which is given by

(6.25) k=1 and K=d-2.
Therefore, we find that

1
(6.26) e=(d-2)a, &nax= . + hot  (higher order terms).

A key result of this calculation is that the location of the peak depends upon a but
not explicitly upon d. Indeed, in the limit of d = 2 we still have Kk = 1. The dominant
contribution to the function A = |@Q)| in the global identity (4.8) thus comes from the localized
peak, centered at 1/a for which both the functional form and the form of the phase v are as
given in section 6.2. The integrals in (4.8) can thus be evaluated explicitly.

It also follows from the above expression that in the limit of d = 2 we find that ¢ = 0 to
leading order in a. In fact we see presently that as d — 2, both € and d — 2 are exponentially
small functions of a, which is consistent with the above estimate.

Now we consider 6 # 0 (hence v # 0) and € = 0. Setting £ = 0 would imply that K = 0;
however, if we first substitute v = % where ¢ # 0 and then set K = 0, we find that

d?—4 [d—1
b=a , K=24/—".
8 d+2

Similar to the above calculation, we obtain that kK — 1 and 6 — 0 as d — 2.
Additional solutions for general 6 may also be found, but we will concentrate on the case
6 = 0 for comparison with numerics.
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6.4. Evaluating the integrals in the identity (4.8). So far, we have studied the structure
of the multibump solutions in different regions of £. As a final step in constructing these
solutions, we determine the integrals in (4.8). We obtain the condition on a, d, €, and 6 under
which they exist as stated in the in Proposition 3.3. For this we use the asymptotic solution
determined in the previous section. The key result we exploit here is that, for small a, the
solution has a peak at 1/a, to leading order, independent of the value of d. Thus, we study
the solution with a single peak at & = é + hot over a range of values of d; we construct the
(k = 2)-solution. This solution will be estimated on different ranges of £&. To evaluate the
integrals in (4.8), we split both integrals into three parts from 0 to & to & to oo, where
14K % < &9. On each of these three regions the solution is known from previous sections
to leading order and the integrals can be estimated.

When integrating from 0 to &1, in other words, = < é, either A(x) is exponentially small
or A(x) = Ri and ¢ = —4¢. The contribution over this region to the first integral in (4.8) is
therefore smaller than

—a/ R%.xdx = O(a).
0

In a similar way, the contribution to the second integral in this region is either exponentially
small (in the case that A is exponentially small) or O(1) when A ~ Ry.
Now we focus on the integrals in (4.8) in the range where z > & > % We find by using

(4.3) that A% = —a“—; to leading order so that the contribution to the first integral in (4.8)
over this range is of order a. Similarly, we find that

_ 2
TA <Am —A@Z)2+QA$ —'yA3> ~ _/% <12+d—3—7,u2)
x 3 \a

so that the contribution to the second integral is to leading order given by —%2.
Finally, in the middle range of £ values, in the neighborhood of %, here & < z < &, we
know from section 6.2 that A and v are to leading order given by

(6.27) S(z) = /2 (1 - If)sech (M <a: - Z)) and o = —g.

Therefore, in this region the contribution to the first integral is to leading order given by
&2 2 2
—/ H(l—ﬁ> sech? l—i(x—f> dx
) 4 4 a
2 o] 2
= —K <1—K>/ sech? (\/1—Ky> dy + hot
4 e 4
/ 2
= —2K 1—%+h0t,

where the first equality is obtained by introducing the rescaled variable y = = — *
the fact that a < 1.

and using
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The contribution to the second integral in (4.8) for & < z < & is to leading order given
by

& d—1
/ xS (Sm — Sy? + ?Sx — 753> dx
1

_ [ i o2 47l s
_/_oo(y+a)s<syy SY*+ Sy 75>dy+hot
* Kk
:/ ES (S — Su* —5%) dy
K

_ _/_OO ((Sy)? + S%¢? +~5) dy

a

2K K2 9 K>

where A is given by (6.27). A similar error analysis to the previous case implies that the error
in the above integral when extended to the real line is O(1) as a — 0.
Summarizing, the two integrals in (4.8) when integrated from 0 to co are given to leading

order by
o0 ’12
/ A%pdr = —2k4 )1 — —,
0 4
and

o0 - 2 2
/ JSA(Am—AwQerlAz—’YAg)dx——% 1—H<2+52+8w<1—'€>>.
0 T

Substituting these expressions for the integrals into (4.8) and including the error terms
give

R B N R O N I SR
(6.28) u—[ —\/1 4<2 d+3a(2+f€)+’ys3a(1 4))

To complete the matching we estimate the value for the parameter y. This is done by
matching the exponentially decaying behavior to the right and away from the main peak of
the solution to the polynomially decaying behavior in the tail. The analysis is, to leading
order, identical to the NLS calculation for the multibump solutions, and it is based on the
WKB approximation that was described in [4]. We obtain that

(1+0(a)).

_2/)\3/2
2 _ 16k(1 — k%/4) €—>\2/a’ Ay =7 — QSin_l(/i/Q) - /‘im

(6.29) 1 2

so that if kK =1 (as in the case of 6 = 0), we find that

6V3 (n /s
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The value of x in general follows by imposing both conditions in (6.24).
We now substitute (6.29) into the expression (6.28) to determine a condition relating &,
K, and 7. On rearranging we obtain

2
(6.30) (4 — K2)e /e = ((d —2)a — 2(2 + k%) — ga’ys (1 — 4)) (1+0(a)).

In general, this expression is complicated since there is a subtle relationship among d, k, €,
and ~y, although in all cases kK — 1 as d — 2. In the case of 6 =0 (y = 0 and x = 1), (6.30)
reduces to

(6.31) 3¢/~ (d—2)a—e, Ny =271/3—/3/2.

We observe that the values of k = 1, ¢ = a(d — 2) that were obtained in section 6.3 by
the use of the Fredholm alternative set the right-hand side of (6.31) identically to zero. This
is consistent with the exponentially small estimate of ;1 when a is small. However, the value
of the Fredholm alternative calculation in finding the location (¢ = é) and form of the peak
is plain, as when combined with the global estimate we not only recover the earlier condition
linking a and e but also find the exponential link between a and d — 2 in the limit of d — 2
and a — 0.

7. Numerical results. In this section, we consider two numerical simulations. First, we
look at numerical solutions of the ODE (2.6) that must be satisfied by the self-similar solutions.
These numerics are compared to the asymptotic formulae computed in the previous sections.
It should be noted that the existence of solutions to this ODE does not in any way guarantee
the formation of blow-up solutions to the full CGL for a broad class of initial data. Therefore,
we also solve the PDE problem (1.1) directly.

7.1. Solution of the ODE. In order to find solutions of the ODE (2.6) a parameter con-
tinuation with respect to € was performed with the (collocation based) two-point boundary
value solver and path following algorithms in the package AUTO [10]. This package requires
a good initial guess for the solution at a certain value of €. This initial solution was computed
with a shooting algorithm combining the ODE solver DOP853 [13] and the nonlinear solver
DNSQE [20]. In light of the prediction for the location (6.26) of the maximum of the non-
monotone profile with two bumps on the real line (k = 2), the boundary value problem (2.6)
was solved with the normalization and symmetry conditions (3.1) enforced at the origin and
the slow-growth condition (3.3) enforced at finite L = 1000. From (6.26), {4z = %—l—hot, this
means that we should be able to continue the (k = 2)-solution branch until a ~ 1073. The
bifurcation diagram in the (a,¢)-plane where solutions with two maxima exist as computed
in this manner is shown in Figure 4, and the structure of the solution as moving along the
branch in the (a,e)-plane is given in Figure 5.

The ODE computation that really motivated us to solve the PDE directly is given in
Figure 1. Here we see the remarkable feature that the range of € for which multibump solutions
exist is larger than that for the monotone solutions! This begs the question of whether or not
multibump solutions in this regime are stable. In [19], the authors considered this question
by numerically examining the spectrum of the linearization about the computed solutions.
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Intriguingly, they found that the lower part of the branch of (kK = 2)-solutions is linearly
stable for e sufficiently small. This is in contrast to the monotone solutions that are found
to be stable on the upper part of the £k = 1 branch. We now consider computations of the
solutions of the full PDE to examine the stability of the solutions and to see which initial data
converge to the various types of stable self-similar blow-up profiles. Our PDE computations
demonstrate that the (k = 2)-solutions actually have a rather large basin of attraction.

7.2. Solution of the PDE. The numerical approximation of the large solutions of the full
PDE (1.1), which evolve over small length and time scales, requires the use of an adaptive
method. To ensure spatially accurate final-time profiles we use the scale-invariant moving
mesh PDE approach [14] that has previously been used in the study of blow-up problems of
this type [6, 5]. In this semidiscretization method, a set of computational nodes are distributed
in a finite spatial interval, and the spatial derivatives of the PDE are discretized by using a
collocation method. Then, the resulting system of ODEs is solved by using a stiff ODE
solver. To ensure a correct resolution of the singularity, the computational nodes are moved
to equidistribute the integral of a user-defined quantity, a monitor function, between mesh
points. We use the scale-invariant monitor function

M = |

so that the blow-up solutions are resolved at all times in that the local grid spacing at a point
(z,t) will be proportional to |®(z,t)|?. This was effective for the computations of the NLS
reported in [5], and it has the property that it admits moving meshes which move nodes along
level sets of the similarity variables defined in (2.2). Since the symmetries of the CGL are
the same as those for the NLS, a similar method is expected to work well in this case. We
take a slightly different approach from the dynamic rescaling method described in [24], as we
are not assuming any particular relation between the solution magnitude and the spatial and
temporal scales on which the solution is evolving. Instead we follow any emergent scaling in
the problem.

In Figure 7, we consider a numerical simulation of the full PDE starting with a nonmono-
tone initial condition for d = 3 and ¢ = 0.2 This value of ¢ is chosen such that it lies beyond
the range of existence of the monotone solutions. The resulting calculation, presented in the
rescaled coordinates, shows a stabilization of the blow-up solution to a multibump profile
(k=2).

The history of the numerical investigation of blow-up phenomena is plagued with errors
and false starts. We have confidence in the methods used here because they give results
consistent with asymptotics and numerically computed ODE profiles. However, that might not
be enough for the skeptical reader. The reliability of these methods comes from the fact that
they can, under appropriate assumptions, lead to uniform error estimates [7]. This is because
of the special scaling structure of the monitor function used. As an extra consequence, the
dynamic grid follows level sets of any emergent similarity variable. Hence, the computational
variables can be thought of as mimicking the similarity variables. This can be seen in Figure 7
(right) where, after an initial transient phase, the grid lines are essentially constant in the
rescaled variables.

To demonstrate the stability of various solutions on the (k = 1)- and (k = 2)-solution
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2 Multiple solution profiles with lipll_
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Figure 7. The complicated dynamics of nonmonotone initial data can be seen both in the solution and
the motion of the grid on which it was computed. Left: Convergence of a nonmonotone initial condition to
a multibump similarity solution in the rescaled dynamical coordinates. Right: The grid lines of the moving
mesh method plotted in the rescaled dynamical coordinates. After an initial transient phase, they are essentially
constant in the region of the peak.

branches, we now consider four cases with fixed d = 3. With both monotone and nonmonotone
initial data we take e = 0.1 < e} < €5 and €] < & = 0.22 < &5 (recall that at ] 5 the fold
bifurcation takes place and the (k = 1,2)-solutions cease to exist). The data from each case
is presented in Figure 8. For monotone initial data no blow-up is observed when ¢ = 0.22
(Figure 8b); the evolution of the profile is presented in physical coordinates. All the other
cases are presented in the rescaled coordinates (2.2). For comparison, the ODE solutions
found for the same value of € on both the upper and lower parts of the solution branches are
also indicated. We see that the ODE solution found on the lower part of the (k = 2)-solution
branch and the final profile at ¢ = T~ coincide, and, hence, in agreement with the ODE
numerics in [19], the lower part of the (k = 2)-solution branch is stable.

Additional computations lead us to speculate the following.

Conjecture 1. (i) For 0 < € < £} there ezists a wide class of initial data such that the
solutions on the upper part of the k = 1 (monotone) solution branch are stable. For ¢ > &}
there are no stable monotone blow-up solutions.

(ii) For 0 < e < &% there exists a wide class of initial data such that the lower part of the
(k = 2)-solution branch is stable. For e > &5 there are no stable 2-bump solutions.

To summarize, we have not only found stable nonmonotone profiles, but we have also
found them to exist in a broader region of parameter space than the monotone ones. This
is in complete contrast to other blow-up problems; for most blow-up problems the pattern of
minimal shape is the only stable one.

It would be very interesting indeed to extend to the k-bump solutions for k£ > 2. We
have not included our numerics on these solutions here because they indicate, in agreement
with results in [19], that these are unstable. However, in principle they could be constructed
asymptotically as we described in the previous sections. It would, however, be most intrigu-
ingly to try and answer the question of what sup,, €}, is, if it exists at all. This is still an open
problem.
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Figure 8. Numerical simulations of the full CGL for monotone and nonmonotone initial conditions. The
initial solution, t = to, and some intermediate time-steps, where t; < t;y+1, are given, as well as the final-time
profile at T~ . Furthermore, the ODE solutions that were observed for the same € on both the upper and lower
parts of the (k = 1)-, respectively, (k = 2)-solution branch are given. In all but one case, the profiles are
presented in rescaled coordinates. (a) Monotone initial data where e = 0.1 < €] < €3 converge to a monotone
final profile found on the upper part of the (k = 1)-solution branch. (b) Monotone initial data, plotted in the
physical coordinates, decay to the zero-solution for €] < e = 0.22 < g3. (¢) Nonmonotone initial data, where
e =0.1 < e} < ¢35, converge to a nonmonotone final-time profile found on the lower part of the k = 2 branch.
(d) Nonmonotone initial data, where e} < e = 0.22 < &5, also converge to a nonmonotone final-time profile
found on the lower part of the k = 2 branch.
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