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GENERALIZED SINKHORN ITERATIONS FOR REGULARIZING
INVERSE PROBLEMS USING OPTIMAL MASS TRANSPORT*

JOHAN KARLSSONT AND AXEL RINGHT

Abstract. The optimal mass transport problem gives a geometric framework for optimal al-
location, and has recently gained significant interest in application areas such as signal processing,
image processing, and computer vision. Even though it can be formulated as a linear programming
problem, it is in many cases intractable for large problems due to the vast number of variables. A
recent development to address this builds on an approximation with an entropic barrier term and
solves the resulting optimization problem using Sinkhorn iterations. In this work we extend this
methodology to a class of inverse problems. In particular we show that Sinkhorn-type iterations can
be used to compute the proximal operator of the transport problem for large problems. A splitting
framework is then used to solve inverse problems where the optimal mass transport cost is used for
incorporating a priori information. We illustrate the method on problems in computerized tomog-
raphy. In particular we consider a limited-angle computerized tomography problem, where a priori
information is used to compensate for missing measurements.

1. Introduction. The optimal mass transport problem provides a useful frame-
work that can be utilized in many contexts, ranging from optimal allocation of re-
sources to applications in imaging and machine learning. In this work we extend this
framework and consider optimization problems where the objective function contains
an optimal mass transport cost. This includes several inverse problems of interest, for
example to model deformations in the underlying object.

The optimal mass transport problem is sometimes referred to as the Monge-
Kantorovich transportation problem and was originally formulated by Gaspard Monge
in 1781 [67] for transport of soil for construction of forts and roads in order to minimize
the transport expenses. He described the problem as follows: “divide two equal
volumes into infinitesimal particles and associate them one to another so that the sum
of the path lengths multiplied by the volumes of the particles be minimum possible”
[45]. The second founder of the field is the mathematician and economist Leonid
Kantorovich, who made major advances to the area and as part of this reformulated
the problem as a convex optimization problem along with a dual framework. He later
received the Nobel Memorial Prize in Economic Sciences for his contributions to the
theory of optimum allocation of resources [66]. For an introduction and an overview
of the optimal mass transport problem, see, e.g., [67]. During the last few decades
the approach has gained much interest in several application fields such as image
processing [39, 38, 43], signal processing [34, 37, 41], computer vision and machine
learning [57, 50, 18, 59].

In our setting the optimal transportation cost is used as a distance for comparing
objects and incorporating a priori information. An important property of this distance
is that it does not only compare objects point by point, as standard LP metrics, but
instead quantifies the length with which that mass is moved. This property makes the
distance natural for quantifying uncertainty and modelling deformations [41, 46, 47].
More specifically geodesics (in, e.g., the associated Wasserstein-2 metric [67]) preserve
“lumpiness,” and when linking objects via geodesics of the metric there is a natural
deformation between the objects. Such a property appears highly desirable in tracking
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moving objects and integrating data from a variety of sources (see, e.g., [41]). This is
in contrast to the fade-in-fade-out effect that occurs when linking objects in standard
metrics (e.g., the L? metric).

Although the optimal mass transport problem has many desirable properties it
also has drawbacks. Monge’s formulation is a nonconvex optimization problem and
the Kantorovich formulation results in large-scale optimization problems that are
intractable to solve with standard methods even for modest size transportation prob-
lems. A recent development to address this computational problem builds on adding
an entropic barrier term and solving the resulting optimization problem using the
so called Sinkhorn iterations [28]. This allows for computing an approximate solu-
tion of large transportation problems and has proved useful for many problems where
no computationally feasible method previously exists. Examples include computing
multi-marginal optimal transport problems and barycenters (centroids) [7] and sam-
pling from multivariate probability distribution [40]. For quadratic cost functions this
approach can also be seen as the solution to a Schrodinger bridge problem [21].

In this work we build on these methods and consider variational problems that
contain an optimal mass transport cost. In particular, we focus on problems of the
form

(11) I;ll{l Te(,UOa ,uest) + g(ﬂest)y

where T, is the entropy regularized optimal mass transport cost, and g both quan-
tify data miss-match and can contain other regularization terms. Typically pg is
a given prior and the minimizing argument pes is the sought reconstruction. This
formulation allows us to model deformations, to address problems with unbalanced
masses (cf. [37]), as well as solving gradient flow problems [8, 55] appearing in the
Jordan-Kinderlehrer-Otto framework [42]. A common technique for solving optimiza-
tion problems with several additive terms is to utilize the proximal point method [56]
together with a variable splitting technique [4, 14, 31, 48]. These methods typically
utilize the proximal operator and provide a powerful computational framework for
solving composite optimization problems. Similar frameworks have previously been
used for solving optimization problems that include a transportation cost. In [8] a
fluid dynamics formulation [6] is considered that can be used to compute the proximal
operator, and in [55] an entropic proximal operator [64] is used for solving problems
of the form (1.1). In this paper we propose a new fast iterative computational method
for computing the proximal operator of T, (1, ) based on Sinkhorn iterations. This
allows us to use splitting methods, such as Douglas-Rachford type methods [32, 13],
in order to solve large scale inverse problems of interest in medical imaging.

The paper is structured as follows. In Section 2 we describe relevant background
material on optimal transport and Sinkhorn iterations, and we also review the prox-
imal point algorithm and variable splitting in optimization. Section 3 considers the
dual problem of (1.1) and we introduce generalized Sinkhorn iterations which can be
used for computing (1.1) efficiently for several cost functions g. In particular the prox-
imal operator of T.(ug,-) is computed using iterations with the same computational
cost as Sinkhorn iterations. In Section 4 we describe how a Douglas-Rachford type
splitting technique can be applied for solving a general class of large scale problems
on the form (1.1) and in Section 5 we apply these techniques to inverse problems us-
ing an optimal transport prior, namely two reconstruction problems in Computerized
Tomography. In Section 6 we discuss conclusions and further directions. Finally, the
paper has four appendices containing deferred proofs, connections with the previous
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work [55], as well as details regarding the numerical simulations.

1.1. Notation. Next we briefly introduce some notation. Most operations in
this paper are defined elementwise. In particular we use ®, ./, exp, and log, to denote
elementwise multiplication, division, exponential function, and logarithm function,
respectively. We also use < (<) to denote elementwise inequality (strict). Let Zg (1)
be the indicator function of the set S, i.e., Zg(u) = 0 if p € S and Zg(p) = +o0
otherwise. Finally, let 1,, denote the n x 1 (column) vector of ones.

2. Background.

2.1. The optimal mass transport problem and entropy regularization.
The Monge’s formulation of the optimal mass transport problem is set up as follows.
Given two nonnegative functions, pg and w1, of the same mass, defined on a com-
pact set X C R?, one seeks the transport function ¢ : X — X that minimizes the
transportation cost

/X e(6(x), 2o () de

and that is a mass preserving map from pg to pq, i.e.,

/ w1 (z)dx = / po(z)dxr  for all A C X.
T€EA o(z)EA

Here ¢(xg,z1) : X x X — R, is a cost function that describes the cost for transporting
a unit mass from xg to x;. It should be noted that this optimization problem is not
convex and the formulation is not symmetric with respect to functions pg and p;.

In the Kantorovich formulation one instead introduce a transference plan, M :
X x X — Ry, which characterizes the mass which is moved from zy to z;. This
construction generalizes to general nonnegative measures dM € M (X x X) and
allows for transference plans where the mass in one point in p is transported to a set
of points in p1. The resulting optimization problem is convex and the cost is given
by

T = i dM

(/’[’07#'1) dME./\r/anru(lXXX) \/(zo,xl)eXXXC(xoyxl) (1‘0,3)1)

(2.1) subject to po(xo)dxg :/ dM (zg, 1),
r1€X

ul(ajl)dacl = / dM(.’Eo,l‘l).
ro€EX

The optimal mass transport cost is not necessarily a metric. However, if X is a
separable metric space with metric d and we let ¢(xg,x1) = d(2o,21)P where p > 1,
then T'(po, 11)'/P is a metric on the set of nonnegative measures on X with fixed mass.
This is the so called Wasserstein metrics." Moreover, T(ug, it1) is weak* continuous
on this set [67, Theorem 6.9]. Although the optimal mass transport is only defined
for functions (measures) of the same mass, it can also be extended to handle measures
with unbalanced masses [37] (see also [22] for recent developments).

IThe Wasserstein metric was, as many other concepts in this field, first defined by L. Kantorovich,
and the naming is therefore somewhat controversial, see [66] and [67, pp. 106-107].
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In this paper we consider the discrete version of the Kantorovich formulation (2.1)
T = mi trace(CT M
(1os 1) min - trace( )

(2.2) subject to po = M1,
H1 = MT1n0~

In this setting the mass distributions are represented by two vectors py € R} and
p1 € R}, where the element [p]; corresponds to the mass in the point z(; ;) € X for
i=1,...,n;and k = 0,1. A transference plan is represented by a matrix M e R}°*™
where the value m;; := [M];; denotes the amount of mass transported from point (g ;
to x(1,5). Such a plan is a feasible transference plan from pg to p; if the row sums
of M is pg and the column sums of M is pu;. The associated cost of a transference
plan is 337 3700 ¢ijmy; = trace(CT M), where [Clij = cij = c(z(0.4),2(1,5)) is the
transportation cost from Z(0,5) Y0 T(1,5)-

Even though (2.2) is a convex optimization problem, it is in many cases compu-
tationally infeasible due to the vast number of variables. The number of variables is
noni and if one seek to solve the optimal transport problem between two 256 x 256
images, this results in more than 4 - 10° variables.

One recent method to approximate the optimal transport problem, and thereby
allowing for addressing large problems, is to introduce an entropic regularizing term.
This was proposed in [28] where the following optimization problem is considered

(2.3a) Te(po, p1) = g;% trace(CT M) + eD(M)
(2.3b) subject to pg = M1,
(23C) H1 = MT1n07

where D(M) = 377 370 (myjlog(mij) — my; + 1) is a normalized entropy term
[27]. This type of regularization is sometimes denoted entropic proximal [64], and has
previously been considered explicitly for linear programming [35]. Also worth noting
is that D(M) is nonnegative and equal to zero if and only if M = 1,,,17 .

A particularly nice feature with this problem is that any optimal solution belongs
to an a priori known structure parameterized by ng -+ n, variables via diagonal scaling
(see (2.6) below). This can be seen by relaxing the equality constraints, and consider
the Lagrange function

(2.4) L(M, Mo, \1) = trace(CT M) + eD(M)
J'_)‘(j;(:uo - Mlnl) + A{(lu‘l - MTlno)'

For given dual variables, Ay € R"® and A; € R™!, the minimum m;; is obtained at

_OL(M, Mg, \1)

(2.5) 0 T

= c5 + elog(mi;) — Ao(i) — A1(J)
which can be expressed explicitly as m;; = ero(D)/eg=cij/egri(i)/e or equivalently the
solution is on the form

(2.6) M = diag(ug)Kdiag(uq)

where K = exp(—C'/€), ug = exp(Ao/€), and u; = exp(A1/€). A theorem by Sinkhorn

[63] states that for any matrix K with positive elements, there exists diagonal ma-

trices diag(ug) and diag(ui) with ug,u; > 0 such that M = diag(ug)Kdiag(u;) has
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prescribed row sums and columns sums (i.e., M satisfies (2.3b) and (2.3¢)). Further-
more, the vectors ug and u; may be found by Sinkhorn iterations, i.e., alternatively
solving (2.3b) for ug and (2.3¢) for u;:

(27&) diag(uo)Kdiag(u1)1 =Uuo = Up= ,uo./(Kul)
(2.7b) diag(ui) K diag(uo)l =1 = wr = pn./(K ).

The main computational bottlenecks in each iteration are the multiplications Kwu; and
KTuy, and the iterations are therefore highly computationally efficient. In particular
for cases where the matrix K has a structure which can be exploited (see discussion in
Section 3.3). Furthermore the convergence rate is linear [36] (cf. [20] for generalization
to positive functions).

Recently, in [7], it was shown that the same iterative procedure for solving (2.3)
can also be recovered using Bregman projections [16], or Bregman-Dykstra iterations
[5, 15]. This approach was also used to solve several related problems such as for
computing barycenters, multimarginal optimal transport problems and tomographic
reconstruction [7]. It has also been shown that the Sinkhorn iterations can be inter-
preted as block-coordinate ascent maximization of the dual problem via a generaliza-
tion of the Bregman-Dykstra iterations [55, Proposition 3.1]. In Section 3 we derive
this result using Lagrange duality. This observation opens up for enlarging the set
of optimization problems that fit into this framework, and may also result in new
algorithms adopted to the dual optimization problem.

2.2. Variable splitting in convex optimization. Variable splitting is a tech-
nique for solving variational problems where the objective function is the sum of
several terms that are simple in some sense (see, e.g., [4, 24, 31]). One of the
more common algorithms for variable splitting is ADMM [14], but there is a plenti-
ful of other algorithms such as primal-dual forward-backward splitting algorithms
[12, 19, 62], primal-dual forward-backward-forward splitting algorithms [25], and
Douglas-Rachford type algorithms [13, 32]. For a good overview see [48]. In this
work we will explicitly consider variable splitting using a Douglas-Rachford type al-
gorithm presented in [13], but in order to better understand how the algorithm works
we will first have a look at the proximal point algorithm and basic Douglas-Rachford
variable splitting.

The basic idea behind many of the splitting techniques mentioned above spring
from the so called proximal point algorithm for maximally monotone operators [56].
An operator S : H — H, where H is a real Hilbert space with the inner product (-, -),
is called monotone if

(z—2'\w—w') >0, forallzz €Hwe S(z) and w' € S(2'),
and maximally monotone if in addition the graph of S,
{(z,w) € Hx H | w € S(z2)},

is not properly contained in the graph of any other monotone operator. The interest
in such operators steam from the fact that the subdifferential of a proper, convex and
lower semi-continuous function f, denoted by Jdf, is a maximally monotone operator
[56]. Moreover, a global minimizer of such f is any point z so that 0 € 9f(z), which
we denote z € zer(df). For a maximally monotone operator S and any scalar o > 0
the operator (I + ¢.5)~! is called the resolvent operator or proximal mapping. The
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proximal point algorithm is a fixed-point iteration of the resolvent operator,
Zk-i-l _ (I + JS)_I(Zk)7

and if zer(S) # () then 2* converges weakly to a point 2 € zer(S) [56]. For the case
that S = 0f the resolvent operator is called the proximal operator, and is given by

1
(2.8) (I+ Uaf)fl(z) = Prox?(z) = argrlnin {f(z’) + %Hz’ — z||§} .

Hence, fixed point iterations of the form

21 = argmin {f(z’) + i||z’ - zk||§}
2! 20
generates a sequence that converges weakly to a global minimizer of f. The param-
eter o determines the weighting between f and the squared norm in H, and can be
interpreted as a step length.

When the function to be minimized is a sum of several terms, then the resolvent
operator of S = A+ B, i.e., (I + (A + B))~!, can be approximated in terms of the
operators A and B and their resolvent operators (I + cA)~! and (I + ¢B)~! [31].
This can give rise to fast schemes when the proximal operator of each term in the sum
can be computed efficiently. One specific such algorithm, that is globally convergent,
is the Douglas-Rachford splitting algorithm [32]. In Section 4 we will use the splitting
algorithm presented in [13], which extends this framework, in order to address a fairly
general class of inverse problems.

3. The dual problem and generalized Sinkhorn iterations. In this section
we will see that the Sinkhorn iteration is identical to block-coordinate ascent of the
corresponding dual problem. Further, we will show that this procedure can also
be applied to a set of inverse problems where the transportation cost is used as a
regularizing term, and in particular for computing the proximal operator of T¢(uo,-).

3.1. Sinkhorn iterations and the dual problem. The Lagrangian dual of
(2.3) is defined as the minimum of (2.4) over all M > 0 [10, p. 485]. In our case this
can be obtained by noting that

11\14112%L(M, )‘07>\1) - L(M 7>‘03)\1)

no ny
=M po+ AT + ZZ (mz‘j(cij + elogmy; — Ao(i) = M (j)) +1 - mjj>
i=1 j=1
nog N1
=Moo+ M+ GZ Z(l —my;)
i=1 j=1

= Ao + M 1 — eexp(\d /) exp(—C/e) exp(A1 /€) + engny,

where the optimal solution M* = [m};];; is specified by the equation (2.5), which is
also used in the third and forth equalities. This gives the following expression for the
dual problem, a result which can also be found in [29, Section 5.

PRrROPOSITION 3.1 ([29]). A Lagrange dual of (2.3) is given by

(3.1) ax Mo + ATy — eexp(\E Je) exp(—C/e) exp(A /€) + engn.
0,N1
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Note the resemblance between the entropy relaxed dual formulation (3.1) and the
dual of the optimal transport problem (2.2) [67]

(3.2a) max g Ao + pi A
Ao,A1
(3.2b) subject to )\0121 +1,, M\ <.

The difference is that the inequality constraint (3.2b) is exchanged for the penalty
term

(3.3) — eexp(A] /€) exp(—C/€) exp(\ J€)

in the objective function of (3.1). As € — 0, the value of the barrier term (3.3) goes
to 0 if the constraint (3.2b) is satisfied and to —oo otherwise.

Next, consider maximizing the dual objective (3.1) with respect to Ag for a fixed
A1. This is attained by setting the gradient of the objective function in (3.1) with
respect to Ag equal to zero, hence )\ satisfies

1o = exp(Mo/€) @ (exp(~C/e) exp(Ar/e))

This is identical to the update formula (2.7a) for ug = exp(Ag/€), corresponding to
the Sinkhorn iterations, where as before u; = exp(A1/e). By symmetry, maximizing
A1 for a fixed g gives a corresponding expression which is identical to (2.7b). Hence
the Sinkhorn iterations corresponds to block-coordinate ascent in the dual problem,
i.e., iteratively maximizing the objective in (3.1) with respect to Ag while keeping Ay
fixed, and vice versa.

COROLLARY 3.2 ([55]). The Sinkhorn iteration scheme (2.7) is a block-coordinate
ascent algorithm of the dual problem (3.1).

This was previously observed in [55, Section 3.2]. As we will see next, block-
coordinate ascent of the dual problem results in fast Sinkhorn-type iterations for
several different problems.

3.2. Generalized Sinkhorn iterations. Let us go back to the optimization
problem (1.1) that contains an optimal mass transport cost

(3'4) I}Llin Te(MOa Hest) + g(ﬂest)a

where g is a prior, and g is a term that could include other regularization terms
and data miss-match. In order to guarantee that this problem has a solution and is
convex, we introduce the following assumption.

Assumption 3.3. Let g be a proper, convex and lower semi-continuous function
that is finite in at least one point with mass equal to pg, i.e., g(pest) < 0o for some
Hest With 2?201 po(i) = E?; Pest (7)-

The first part of this assumption is to make the problem convex, and the sec-
ond part is imposed so that (3.4) has a feasible solution. Moreover, note that
T (1o, test) < 00 restricts pest to a compact set, which guarantees the existence of
an optimal solution. Using the definition of the optimal transport cost, the problem
(3.4) can equivalently be formulated as
(3.5) min  trace(CT M) + eD(M) + g(test)

M >0, ptest

subject to o = M1,,
Hest = MT]—nO-
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The Lagrangian dual problem of (3.5) can be obtained using the same steps as the
derivation of Proposition 3.1. See Appendix A for details. Results similar to Propo-
sition 3.4 is also obtained in the recent preprints [23, Theorem 1] and [60].

PROPOSITION 3.4. Let pug > 0 be given and let g satisfy Assumption 3.5. Then
the Lagrange dual of (3.5) is given by

(3.6) max Mo — g* (=X1) — eexp(\d /e) exp(—C/e) exp(A1 /€) + engny

0,71

and strong duality holds.

The only difference between (3.6) and (3.1) is that the term Ay is replaced by
—g*(—=X\1), where ¢g* denotes the dual (or Fenchel) conjugate functional

g*(\) = sup (AT —g(p)) .

Clearly, Proposition 3.1 is a special case of Proposition 3.4, and the optimization
problem T, (g, 1) in (2.3) is recovered from (3.4) if pest is fixed to py, i.€., g(ftest) =
Z,, (Hest). Since (3.6) is a dual problem, the objective function is concave [10, p. 486],
but not necessarily strictly concave (e.g., as in the case (3.1)). Moreover, Assump-
tion 3.3 assures strong duality between (3.5) and (3.6) (see proof in Appendix A). As
for the standard optimal mass transport problem, we now consider block-coordinate
ascent to compute an optimal solution. The corresponding optimality conditions are
given in the following lemma and are obtained by noting that the optimum is only
achieved when zero is a (sub)gradient of (3.6) [10, pp. 711-712].

LEMMA 3.5. For a fixed A1, then Ao is the mazimizing vector of (3.6) if
(3.7a) to = exp(Ao/€) © (exp(—C/e) exp(A1/e)) .
Similarly, for a fized Ao, then A1 is the maximizing vector of (3.6) if
(3.7b) 0 € 09" (—A1) — exp(A1/€) © (exp(—C" /) exp(Ao/€)) .

Whenever (3.7) can be computed efficiently, block-coordinate ascent could give
rise to a fast computational method for solving (3.6). In particular this is the case
if the equation (3.7b) can be solved element by element, i.e., in O(n) (excluding the
matrix-vector multiplication exp(—C7 /e) exp(Ao/€)). This is true for several cases of
interest.

Ezample 3.6. g(p) = Zyg,,,3 (). This corresponds to the optimal mass transport
problem (2.3)

Ezample 3.7. g(p) = ||p — palfr-

Ezample 3.8. g(n) = %Ilu — mall3-

Ezample 3.9. g(p) = 5||Ap — p1||3 where A* A is diagonal and invertible.

The example 3.8 is of particular importance, since this corresponds to computing
the proximal operator of the transportation cost, and will be addressed in detail in the
next subsection. Note that Lemma 3.5 can also be expressed in terms of the entropic

proximal operator [55], see Appendix C for details.

3.3. Sinkhorn-type iterations for evaluating the proximal operator. The
proximal point algorithm [56] and splitting methods [31] are extensively used in op-
timization, and a key tool is the computation of the proximal operator (2.8) (see
Section 2.2 and Section 4). In order to use this kind of methods for solving problems

8



of the form (3.4) we consider the proximal operator of the entropy regularized mass
transport cost, and propose a Sinkhorn-type algorithm for computing the proximal
operator of the transportation cost

. 1
Prox%}(p,g,)(“l) = ar% Htun Te(M07 ,U/est) + % ||Mest — M1 H%
First note that this can be identified with the optimization problem (3.5) where the
data fitting term and the corresponding conjugate functional are

_ 1 2 * _\T g
9(n) = 5=l = 3, (V) = AT (11 +Z2) -
The dual problem is then given by

o

(3.8) max Mo + My — 5)\1) — eexp(\d /€) exp(—C/€) exp(A1/€) + engn;.
0,71

The optimality conditions corresponding to Lemma 3.5 leads to the equations (see

the proof of Theorem 3.10 in Appendix B for the derivation)

(3.9a) Ao = elog (o /(K exp(A1/€)))
(3.9b) AL = % — ew (% +log (K™ exp(Ao/€)) — log(ae)) .

Here w denotes the elementwise Wright w function,? i.e., the function mapping z €
R to w(z) € Ry for which z = log(w(z)) + w(z) [26]. The first equation can be
identified with the first update equation (2.7a) in the Sinkhorn iteration. Note that
the bottlenecks in the iterations (3.9) are the multiplications with of K and K7.
All other operations are elementwise and can hence be computed in O(n) where
n = max(ng,n1). The full algorithm is presented in Algorithm 1. This leads to one
of our main results.

THEOREM 3.10. The variables (Ao, A1) in Algorithm 1 converges to the optimal
solution of the dual problem (3.8). Furthermore, the convergence rate is locally g-
linear.

Proof: See Appendix B. O

This proof is based on the duality (i.e., Proposition 3.4 and Lemma 3.5). The
algorithm could also be derived directly using Bregman projections [16], similarly to
the derivation of the Sinkhorn iteration in [7]. Some remarks are in order regarding
the computation of the iterations for the Sinkhorn-type iterations.

Remark 3.11. The bottlenecks in the iterations (3.9) are the multiplications with
the matrices K and K. All other operations are elementwise. In many cases of
interest the structures of K can be exploited for fast computations. In particular
when the mass points (pixel/voxel locations) x( ;) = 7(1,;) are on a regular grid and
the cost function is translation invariant, e.g., as in our application example (see (D.1))
where the cost function only depends on the distance between the grid points. Then
the matrices C' and K are multilevel Toeplitz-block-Toeplitz and the multiplication
can be performed in O(nlog(n)) using the fast Fourier transform (FFT) (see, e.g.,
[49).

Remark 3.12. In order for (2.3) to approximate the optimal mass transporta-
tion problem (2.2) it is desirable to use a small €. The entropy regularization has

20ur implementation use w(z) = W (e®) for € R, where W is the Lambert W function [26].
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a smoothing effect on the transference plan M and a too large value of € may thus
result in an undesirable solution to the variational problem (3.4). However, as € — 0
the problem becomes increasingly ill-conditioned and the convergence becomes slower
[28]. To handle the ill-conditioning one can stabilize the computations using logarith-
mic reparameterizations. One such approach is described in [20], where the variables
log(ug),log(uy) are used, together with appropriate normalization and truncation of
the variables, to compute the Sinkhorn iterations (2.7). Another approach to han-
dle the ill-conditioning is described in [60], where a different logarithmic reparam-
eterization is used together with an adaptive scheme for scaling of both € and the
discretization grid (cf. [23]). However, note that these approaches are not compati-
ble with utilizing FFT-computations for the matrix-vector products by exploiting the
Toeplitz-block-Toeplitz structure in C' (and K). Due to this fact we have not used
this type of stabilization.

Algorithm 1 Generalized Sinkhorn algorithm for evaluating the proximal operator
Of Tc(/ll(), )
Input: €, C, \g, o, (1
: K =exp(—C/Je)
2: while Not converged do
3 Ao ¢ elog (uo./(K exp(Ai/e)))
4 A B —ew (B 4 log (KT exp(Ao/e)) — log(oe))
5: end while
Output: fies ¢ exp(Ai/e) © (KT exp(ho/e))

—

4. Inverse problems with optimal mass transport priors. In this section
we use the splitting framework [13] to formulate and solve inverse problems. This is
a generalization of the Douglas-Rachford algorithm [32]. In particular this allows us
to address large scale problems of the form (3.4), since the proximal operator of the
regularized transport problem can be computed efficiently using generalized Sinkhorn
iterations.

The theory in [13] provides a general framework that allows for solving a large
set of convex optimization problems. Here we consider problems of the form

m
(4.1) Inf f(2) +;gi(LiZ—7“i)
where H is a Hilbert space, f : H — R is proper, convex and lower semi-continuous,
gi : G; = R, where G; is a Hilbert space and g; is is proper, convex and lower semi-
continuous, and L; : H — G; is a nonzero bounded linear operator, which is a special
case of the structure considered in [13].

The problem (4.1) can be solved by the iterative algorithm [13, (3.6)], in which
we only need to evaluate the proximal operators Prox} and Proxg;i fori=1,...,m.
For reference, this simplified version of the algorithm is shown in Algorithm 2. Note
that by Moreau decomposition we have that Prox}(z) = = — TPI‘OX}*T (z/7) [4, The-
orem 14.3], and therefore Algorithm 2 can be applied as long as either the proximal
operators of the functionals f and {g;}!", or the proximal operators of their Fenchel
conjugates can be evaluated in an efficient way.

In the following examples we restrict the discussion to the finite dimensional
setting where the underlying set X is a d-dimensional regular rectangular grid with
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points x; for ¢ = 1,...n, hence the corresponding Hilbert space is H = R". Let
A : R®™ — R™ be a linear operator (matrix) representing measurements and let
V : R® — R?*™ be a discrete gradient operator® based on the grid X. Furthermore,
for Y = (y1,...,yn) € R>*" we let ||Y]21 = Y1, lyill2 be the isotropic ¢;-norm
(sometimes called group ¢1-norm). With this notation ||V u|l2,1 is the isotropic total
variation (TV) of p, which is often used as a convex surrogate for the support of
the gradient [58, 17]. This terminology allows us to set up a series of optimization
problem for addressing inverse problems.

Algorithm 2 Douglas-Rachford type primal-dual algorithm [13].

Input: 7, (0;)™ 1, (An)n>1, such that > 07 A\, (2—\,) =00 and 7>/~ o;||L;||* < 4.
1: n=0

2: p1o=wio=21,0=0
3: P20 = W0 = 22,40 =0
4: while Not converged do
5: n+<n—+1

T T m *
6:  p1n ¢ Prox; (mn — 2> i L vi’n)
7 W1,n — 2p1,n — Tn
8: fori=1,...,mdo
9: P2in ¢ Proxgl (vin + % Liwyn — 0iri)
10: W2 in < 2p2,i,n — Vin
11: end for

m

12: Z1,n < Wi — % Zi:l L;('LUQ,»L"TL
13: Tpt1 < Ty + /\n(zl,n — an)
14: fori=1,..., mdo
15: 220 & W im + G Li(2215 — w1n)
16: Vin+1 — Vin + )\n(222,i,n - p2,i7n)

17: end for
18: end while
Output: z* = Prox} (zn — 230 Liviy)

4.1. Optimal mass transport priors using variable splitting. Next, we
use optimal mass transport for incorporating a priori information. We consider a
particular case of (3.4) for achieving this, and formulate the reconstruction problem
as follows:

(4'2) rlflin FYTE(UOaNest) + Hvﬂestnll

subject to  [[Aftest — bll2 < K.

Here g is a prior, k quantifies the allowed measurement error, and = determines the
trade off between the optimal transport prior and the TV-regularization. Since we
can compute the proximal operator of T,(ug, 1) in an efficient way, this problem can
be solved by, e.g., making a variable splitting according to

f() =Te(po, "),
g1() =1 ll2,1, L=V, rn=0,
92() = IBm(H)(‘)v L2 = Av ro = b7

3In each dimension of the regular rectangular grid a forward-difference is applied and the bound-
ary of the domain is padded with zeros, i.e., (Vp);,; is the forward difference along the j-axis in the
grid point x;. See Appendix D for more details.
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where By, (k) = {b € R™ : ||b]ls < s} is the s-ball in R™. We apply Algorithm 2
for solving this problem and use Algorithm 1 for computing the proximal operator of
T (o, ). Explicit expression for the proximal operator of the Fenchel dual of g; and
g2 can be computed, see, e.g., [48] for details.

Remark 4.1. An alternative first-order method to solve optimization problems
with one or more transportation costs is considered in [30]. The authors use a dual
forward-backward (proximal-gradient) scheme where a key component is the evalua-
tion of the gradient of the dual conjugate functional of T (g, -). However, our problem
(4.2) contains two terms in addition to the optimal mass transport cost and does not
directly fit into this framework. Since our method builds on the splitting framework
in [13] it allows for an arbitrary number of cost terms (see (4.1)).

4.2. Formulating standard inverse problems using variable splitting.
Given a linear forward operator A, many common regularization methods for solving
inverse problems can be formulated as optimization problems on the form (4.1). Hence
they can also be solved using variable splitting. We will use this to compare the
proposed reconstruction method with two other approaches. First with an approach
using TV-regularization [17], and second with an approach where we use a prior
information with respect to the standard f>-norm. We formulate and solve both these
problems using Algorithm 2.

First, we consider the TV-regularization problem

(4.3) Jnin ([ Viest 21

subject to || Aptest — b2 < &
and formulate it in the setting of (4.1) by defining

a)=1"llzx, L1=V, 1 =0,
92() =Ip, x)(-), La=A, ra=0.

The positivity constraint is handled by f, the TV-regularization by g; and the data
matching by go. All functions needed in Algorithm 2 can be explicitly computed [48].

In (4.3) there is no explicit notion of prior information and reconstruction is
entirely based on the data and an implicit assumption on the sparsity of the gradi-
ent. One way to explicitly incorporate prior information in the problem is to add
an fo-norm term that penalizes deviations from the given prior. This leads to the
optimization problem

(4.4) min || pest — poll3 + [ Vitest 2,1
Mest >0

subject to  [[Aftest — b2 < K
which we formulate it in the setting of (4.1) by defining

f() =TIry (),
a() =113, Li=1, 711 =0
g2(:) = || - ll2,1 Ly=V, =0

93(-) =I5, )(-), Lz=A, r3=h.

The positivity constraint is handled by f, the £5 prior by g1, the TV-regularization by
g2 and the data matching by g3. The parameter v determines the trade off between
the ¢5 prior and the TV-regularization. Also here, all functions needed in Algorithm 2
can be computed explicitly [48].
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5. Application in Computerized Tomography. Computerized Tomography
(CT) is an imaging modality that is frequently used in many areas, especially in
medical imaging (see, e.g., the monographs [9, 44, 52, 53]). In CT the object is probed
with X-rays, and since different materials attenuate X-rays to different degrees, the
intensities of the incoming and outgoing X-rays contain information of the material
content and distribution. In the simplest case, where the attenuation is assumed to
be energy independent and where scatter and nonlinear effects are ignored, one gets

the equation [53, Chapter 3]
I
/ /u’true(z)dx = lOg (0> .
: I

Here pitrue() is the attenuation in the point z, L is the line along which the X-ray
beam travels through the object, and Iy and I are the the incoming and outgoing
intensities. By taking several measurements along different lines L, one seek to re-
construct the attenuation map figrye.

A set of measurements thus corresponds to the line integral of ps e along a limited
set of lines, and the corresponding operator that map pit,ye to the line integrals is called
a ray transform or a partial Radon transform. Let A be the partial Radon transform
operator, i.e., the operator such that A(u) gives the line integral of p along certain
lines. This is a linear operator, and we consider the inverse problem of recovering
Itrue from measurements

b = A(pitrue) + noise.

However, this is an ill-posed inverse problem [33, p. 40]. In particular, the problem is
severely ill-posed if the set of measurements is small or limited to certain angles, and
hence regularization is needed to obtain an estimate presy of fitrue. One way to obtain
such a et is to formulate variational problems akin to the ones in Section 4. In this
section we consider computerized tomography problems, such as image reconstruction
from limited-angle measurements, and use optimal mass transport to incorporate prior
information to compensate for missing measurements. We also compare this method
with standard reconstruction techniques. Tomography problems with transport priors
have previously been considered in [1, 7], but in a less general setting. We compare
and discuss the details in Remark 5.2 in the end of this section.

5.1. Numerical simulations. To this end, consider the Shepp-Logan phantom
in Figure 1la [61], and the hand image in Figure 4a [3]. Assume that the deformed
images in Figure 1b and Figure 4b has been reconstructed previously from a detailed
CT scan of the patient (where the deformation is due to, e.g., motion or breathing). By
using the deformed images 1b and 4b as prior information we want to reconstruct the
images la and 4a from relatively few measurements of the later. For the reconstruction
of the Shepp-Logan image we consider a scenario where the set of angles belong to
a limited interval (see next paragraph). For the reconstruction of the hand image
phantom we consider uniform spacing across all angles. In both examples we compare
the reconstructions obtained by solving the variational problems (4.2), (4.3), and (4.4),
as well as a standard filtered backprojection reconstruction [52].

In these examples, the images have a resolution of 256 x 256 pixels and we compute
the data from the phantoms in Figures la and 4a. For the Shepp-Logan example we
let data be collected from 30 equidistant angles in the interval [7/4, 37 /4], and for
the hand example from 15 equidistant angles in the interval [0, 7]. In both cases the
data is the line integrals from 350 parallel lines for each angle. On each data set white
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F1G. 1. Figure showing (a) the Shepp-Logan phantom, (b) the deformed Shepp-Logan prior used
in the first example. Gray scale values are shown to the right of each image.

Gaussian noise is added (5% and 3%, respectively). The corresponding optimization
problems (4.2), (4.3), and (4.4) are solved* with the Douglas-Rachford type algorithm
(Algorithm 2) from [13] where the functions are split according to the description in
Section 4. The exact parameter values are given in Appendix D. Since the grid is
regular and the cost in the transportation cost is spatially invariant we can use FFT
for the computations of T,(ug,-) and the corresponding proximal operator, and thus
we do not need to explicitly store the cost matrix or the final transference plan (see
Remark 3.11 and Remark 5.1). These examples have been implemented and solved
using ODL® [2], which is a python library for fast prototyping focusing on inverse
problems. The ray transform computations are performed by the GPU-accelerated
version of ASTRA® [54, 65]. The code used for these examples is available online at
http://www.math.kth.se/~aringh /Research /research.html.

Remark 5.1. These inverse problems are highly underdetermined and ill-posed.
The total number of pixels is 2562 = 65536 but the number of data points in the
examples are only 350-30=10500 and 350-15 =5 250, respectively. Also note that
solving the corresponding optimal transport problems explicitly would amount to
matrices of sizes 2562 x2562, which means solving linear programs with over 4 - 10°
variables.

5.2. Reconstruction of Shepp-Logan image. The reconstructions are shown
in Figure 2. Both the the filtered packprojection reconstruction in Figure 2a and the
TV-reconstruction in Figure 2b suffers from artifacts and sever vertical blurring due
to poor vertical resolution resulting from the limited angle measurements. Figure 2¢
shows the reconstruction with ¢;-prior. Some details are visible, however these are at
the same locations as in the prior and does not adjust according to the measurements
of the phantom. Considerable artifacts also appear in this reconstruction, typically as
fade-in-fade-out effects where the prior and the data do not match. The fade-in-fade-
out effect that often occur when using strong metrics for regularization is illustrated
in Figure 3. Selecting a low value v (Figure 3a) results in a reconstruction close to

4A fixed number of 10000 Douglas-Rachford iterations are computed in each reconstruction.
50pen source code, available at https://github.com/odlgroup/odl
60pen source code, available at https://github.com/astra-toolbox/astra-toolbox
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F1G. 2. Reconstructions using different methods. (a) Filtered backprojection, (b) reconstruction
using TV-regularization, (c) reconstruction with ¢3-prior and TV-regularization (y = 10), and (d)
reconstruction with optimal transport prior and TV-regularization (v = 4).

the TV-reconstruction and selecting a large value v gives a reconstruction close to
the prior (Figure 3¢). By selecting a medium value v one gets a reconstruction that
preserves many of the details found in the prior, however they remain at the same
position as in the prior and hence are not adjust to account for the measurement
information.

The reconstruction with optimal mass transport prior is shown in Figure 2d. Some
blurring occurs, especially in the top and the bottom of the image, however the overall
shape is better preserved compared to the other reconstructions. Fine details are not
visible, but the major features are better estimated compared to the TV- and /-
reconstructions. This example illustrates how one can improve the reconstruction by
incorporating prior information, but without the fade-in-fade-out effects that typically
occurs when using a strong metric such as ¢ for regularization.

5.3. Reconstruction of hand image. The reconstructions are shown in Fig-
ure 5, and we obtain similar results as in the previous example. The filtered back-
projection reconstruction in Figure 5a is quite fragmented, and although some details
are visible there is also a considerable amount of noise and artifacts throughout the
image. The TV-reconstruction, shown in Figure 5b, is smeared and few details are
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Fic. 3. Reconstructions using £2 prior with different reqularization parameters:
(a) y=1, (b) v =100, and (c) v = 10000.
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Fi1G. 4. Figure showing (a) the hand image used as phantom, and (b) the hand image used as
prior in the second example. Gray scale values are shown to the right of each image.

visible. Moreover, in the reconstruction with ¢s prior, shown in Figure 5c, similar
artifacts as in the Shepp-Logan example are present. Again, they steam from a miss-
match between the prior and the data. Note especially that the thumb, but also the
index and middle finger, almost look dislocated or broken in the reconstruction. The
reconstruction with optimal mass transport prior is shown in Figure 5d. Also in this
case the fine details are not visible. Note however that details are more visible in 5d,
compared to the TV-reconstruction 5b, and that the reconstruction in 5d does not
suffer from the the same kind of artifacts as the ¢5-regularized reconstruction in 5c.
To illustrate the effect of the optimal mass transport prior on the final recon-
struction, we also include Figure 6. Figure 6a shows the prior 4b with certain areas
marked, and Figure 6b shows how the mass from these areas in 6a are transported
to 6c. For reference the optimal mass transport reconstruction from 5d is shown in
Figure 6¢. By comparing the images one can see that the thumb in the prior is to a
large extent transported to the location of the thumb in the phantom, which is what
the optimal mass transport is intended to do. However, a fraction of the mass from
the thumb is also transported to the index finger, giving rise to some artifacts. One
can also note that there is a certain “halo-effect” around each region, especially for
the region on the thumb. This is most likely due to the computational regularization
eD(M) in (2.3), which forces the optimal M to be strictly positive. It would therefore
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F1G. 5. Reconstructions using different methods. (a) Filtered backprojection, (b) reconstruction
using TV-regularization, (c) reconstruction with £3-prior and TV-regularization, and (d) reconstruc-
tion with optimal transport prior and TV-regularization.

be desirable to precondition or in other ways improve the numerical conditioning of
the steps in Algorithm 1, to allow for the computation of the proximal operator for
lower values of e.

Remark 5.2. As mentioned in the beginning of this section, the papers [1, 7] also
consider tomography problems with optimal mass transport priors. In both these
papers, the optimization problems are on the form

L

min T'(uo, test) + Z ’YET(Pez,uest, be),
Hest —1

where T and T are transportation costs and Py, denotes the projection along the angle
¢ (i.e., a partial Radon transform). In our formulation we use a hard data matching
constraint based on the Lo-norm (see (4.2)) which models Gaussian noise. A compu-
tational approach is provided in [7] that also builds on Sinkhorn iterations (Bregman
projections). However, the computational procedure builds on that the adjoint Pg
commutes with elementwise functions, which is a result of the implementation of the
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F1G. 6. Visualizing how the mass from certain regions are transported. (a) the prior and three
regions that are considered, (b) how the mass from certain regions in the prior are transported to
the reconstruction, and (c) the reconstruction using optimal mass transport prior.

partial ray transform Pp, using nearest neighbor interpolation.” On the other hand,
our method allows for an arbitrary (linear) forward operator.

6. Concluding remarks and further directions. In this work we have con-
sidered computational methods for solving inverse problems containing entropy reg-
ularized optimal mass transport terms. First, using a dual framework we have gen-
eralized the Sinkhorn iteration, thereby making it applicable to a set of optimization
problems. In particular, the corresponding proximal operator of the entropy reg-
ularized optimal mass transport cost is computed efficiently. Next, we use this to
address a large class of inverse problems using variable splitting. In particular we use
a Douglas-Rachford type method to solve two problems in computerized tomography
where prior information is incorporated using optimal mass transport.

Interestingly, both the Sinkhorn iterations and the proposed approach for com-
puting the proximal operator are identical to coordinate ascent of the dual problem.
For these problems the coordinate ascent step can be computed explicitly by (2.7) or
(3.9), respectively. In this setting the hard constraint (3.2b) is replaced by the soft

"Implementing the partial ray transform Py, using nearest neighbor interpolation results in a
matrix representation where each column is an elementary unit vector.
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constraint (3.3). The Hessian of the barrier term is given explicitly by

1 < diag(ug © (Kuy)) diag(uo)Kdiag(ul))
e \diag(u1) K" diag(ug) diag(ui © (K" up))

and multiplication of this can be computed quickly (cf. Remark 3.11). This opens
up for accelerating convergence using, e.g., quasi-Newton or parallel tangent methods
[51].

The methodology presented in this paper naturally extends to problems with
several optimal mass transport terms. In particular this would be useful for cases
where estimates are not guaranteed to have the same mass or where some parts
are not positive. An examples of such a problem is the computation of a centroid
(barycenter) from noisy measurements (cf. [23]), i.e.,

L

1
1 . e L i2)
(61) uz,zrg%)?..,L 22—21 ( (o, p1e) + QUeHM W”z)

This problem has applications in clustering and will be considered in future work.
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Appendix A. Proof of Proposition 3.4. We seek the dual problem of the

following optimization problem

(A1) min trace(CT M) + eD(M) + g(ftest)
M>0,ptest

subject to  po = M1,,
Hest = MT]-no~

Lagrange relaxation gives the Lagrangian

L(M, ptest, Mo, \1) = trace(CT M) + eD(M) + g(ftest)
+ A5 (o = M1n,) + AT (st — M7 1)
= trace((C' — 1, Ad — A11])T M) + eD(M)
+ )\g,uo - ((_Al)T/J'est - g(Mest))-
First note that by definition g*(—\1) = max,,_, (—A1)” ttest — g(ktest), hence the last
term equal —g*(—A\1) for the minimizing pies;. Next, the minimizing M is unique and

satisfies
elog(mg;) + cij — Xo(1) — A1(j) =0

or equivalently

M = diag(exp(ho/e)) exp(—C/e)diag(exp(A1 /e)).
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By plugging these into the Lagrangian we obtain

ng N1

J\?l;n L(M7 Mesta)\O; )\1) = 622(1 - mlj) + )\gﬂo - g*<_)\1)
Hest i=1 j:1

= A0 1o — 9" (=A1) = eexp(Ag /€) exp(=C/e) exp(Ai/€) + engna,

which is the objective function of the dual problem.

Moreover, by Assumption 3.3 and the fact that T (uo, ftest) < 00 restricts fiest to
a compact set, there exists an optimal solution to (A.1). To see this, note that if pest
is a point such that g(pes) < oo and Y0 po(i) = Z?;l fost (7)), then M = ioptest”
is an inner point where the objective function takes a finite value. From this it also
follows that the minimum of (A.1) is finite. Therefore by [10, Proposition 5.3.2] strong
duality holds. O

Appendix B. Proof of Theorem 3.10. First we would like to show that
Algorithm 1 corresponds to coordinate ascent of the dual problem, i.e., that the steps
3 and 4 corresponds to the maximization of Ay and Ai, respectively. This follows
directly for step 3 since it is identical to (3.7a) in Lemma 3.5. Note that step 3 is the
Sinkhorn iterate (2.7a) (cf. Corollary 3.2).

Next, consider the condition (3.7b) in Lemma 3.5, from which it follows that the
minimizing A\; satisfies

1 — oA = exp()\l/e) ® (KTUO> R

where we let K = exp(—C/e) and ug = exp(Ao/e€). Taking the logarithm and adding
(1 — oA1)/(o€) — log(oe) to each side, we get

— 0o\ — o\ KT
H1— 0O 1+10g<,u1 o 1)_u1+log< Uo),
€ ge

g€ g€ g

or equivalently

— oA KT
(B.1) M_w(m+log( %))
O€ o€ g€

where w denotes the elementwise Wright omega function, i.e., the function mapping
2 € R to w(z) € Ry for which z = log(w(z)) + w(x) [26]. The function is well defined
as a function R — R, which is the domain and range of interest in our case. This
expression of \; is equivalent to step 4 (and (3.9b)), and we have thus shown that
Algorithm 1 is a coordinate ascent algorithm for the dual problem (3.8).

Next note that (3.8) is a strictly convex optimization problem. This follows since
the Hessian

1 [ diag(uo © (Kuq))  diag(uo)Kdiag(u) 0 0
(B2) e (diag(ul)oKTdiag(uo) diag(ucl) ® (KTuo))> B <0 UI>

is strictly negative definite. This can be seen by noting that the first term is diagonally
dominant, hence negative semidefinite. Since o > 0, then any zero eigenvector of (B.2)
can only have non-zero elements in the first block. However, the (1, 1)-block of (B.2),
ie., —diag(ug ® (Ku1))/e, is negative definite, hence no zero eigenvalue exists and
(B.2) is strictly negative definite.
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As seen above, the optimization problem is strictly convex, hence there is a unique
stationary point which is also the unique maximum. To show convergence, note that
the objective function in (3.8) is continuously differentiable, hence any limit point
of the coordinate ascent is stationary [10, Proposition 2.7.1]. Further, since the su-
plevel sets of (3.8) are bounded and there is a unique stationary point, Algorithm 1
converges to unique maximum. Finally, locally linear convergence follows from [11,
Theorem 2.2] since the optimization problem is strictly convex. O

Remark B.1. For future reference, we note that (B.1) can be rewritten as
A KT
1_u1w<u1+10g< u0)>
€ o€ o€ o€
KT KT
(B.3) 'u1<ul+log( uO)log [w <M1+10g (UO))]>
o€ o€ o€ o€ o€

oew (% + log (%))
KTUQ ’

= log

where we in the second equality use the definition w(z) = x —log(w(z)). This expres-
sion can alternatively be used in Algorithm 1. However, our experience is that (B.1)
is better conditioned than (B.3).

Appendix C. Connection with method based on Dykstra’s algorithm.
We would like to thank the reviewers for pointing out the reference [55]. In fact
Algorithm 1 can be seen as a (nontrivial) special case of the iterations in [55, Propo-
sition 3.3]. We will here provide a separate derivation leading to a simplified but
equivalent version of this algorithm. The algorithm [55, Proposition 3.3] also address
the optimization problem (3.5) and can be used when the entropic proximal, defined
by

Proxg(z) := argmin og(x) + D(z|z),

where D(z|z) = > I (z;log(wi/z;) — x; + 2), is fast to compute. It can be noted
that computing the entropic proximal is equivalent to

RT 1
ProxXl(z) := argmin g(z) + ;D(x’|z)

79 z,z’
subject to = = a/,
which has a Lagrange dual that is given by (cf. the proof of Proposition 3.4)
max —g* (=) —exp(oAT)z/o + 172 /0,
and where the optima of the primal and dual problems relate as o\ = log(x./z). The
maximizing argument X is specified by
0 € 09" (=) —exp(o)) @ z/o.

Noting that this condition is equivalent to (3.7b) with z/0 = exp(—C7 /e) exp(\o/€)
and € = 1/0, the dual update of A\; can be written as

Proxgg(exp(—CT/e) exp(lo/€)) Proxgg(KTuo)

exp(—CT /e) exp(Ao/e) N KTy ’
21

(C.1) exp(A1/€) =



where as before K = exp(—C/e) and u; = exp(\;/e), for i = 0,1. Using this we
can state the simplified, but equivalent, version of [55, Proposition 3.3], shown in
Algorithm 3. The algorithm is equivalent in the sense that with K = &7, then it
holds that b9 = b2-D = 4l and o+) = 20 = {9 for ¢ > 1. Similar
algorithms have also been derived in the recent preprints [23, 60].

Algorithm 3 Simplified version of [55, Proposition 3.3].

Input: €, C, \g, 1o, g
1: K=exp(—C/e) and uy =1
:4=0
while Not converged do
L—0+1
ul) e po./(Kul'™Y)
PrOXi(—ng (KTuée) )

K Tu(()e)

A

=]
—~
&~
~

Uy

7: end while
Output: pest < ul® ® (KTu((f))

The case which is a main focus for this paper is g(-) = 5= ||- —41 |3, and comparing
the expressions (C.1) and (B.3) indicates that

— KT
PI'OXE—ng(KTUO) =oew (Ml + log ( uo)) .
o€ o€

This can in fact be verified by direct computations along the lines of the proof of
Theorem 3.10.

Appendix D. Parameters in the numerical examples.

The problem is set up with noise level 5% in the Shepp-Logan example and 3% in
the hand example. The parameter & is selected to be 120% of the norm of the noise.
That is, in the Shepp logan example white noise is generated and normalized so that
|6 — Apttruell2/ || Atttruel|2 = 0.05 and & = 1.2 - 0.05 + || Apitruel|2- This ensures that the
true image firye belong to the feasible region {u : ||b— Apll2 < k}. The cost function
in the optimal mass transport distance is given by

(D.1) c(x1,z2) = min(||lz; — x2||2,20)?,

where the truncation at 20 is done in order to improve the conditioning of the com-
putations. Further, the proximal operator of the optimal mass transport functional
is computed using 200 generalized Sinkhorn iterations. Each optimization problem
is solved using 10000 iterations in the Douglas-Rachford algorithm. The step size
parameters o; are set to be o; = (7]|Li[|5,) ™" where |[Lllop = supj,,<i [[Lz]2 is
the operator norm (approximated using the power iterations in ODL [2]). The re-
maining parameters are selected according to Table 1. The gradient operator used in
the TV-terms is the default Gradient operator in ODL, which pads the boundaries
with zeros and applies a forward-difference in each dimension (see the documentation
http://odlgroup.github.io/odl/). Other options are available, e.g., zero-order-hold
padding or periodic boundary conditions, as well as backward- or central-difference.
In our case, zero-padding is not an issue since both phantoms are zero along the
boundary, see Figure 1a and Figure 4a. For the filtered backprojection reconstruction
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we

use the ODL-implementation with a Hann filter with filter parameter 0.7 for the

Shepp-Logan example and 0.5 for the hand example.

TABLE 1
Parameter values for the variational problems and reconstruction algorithms. A * means that

the parameter is not used in this problem.

Reconstruction example Parameters in Parameters in
optimization problem Algorithm 2
Phantom ‘ Objective function ‘ vy € ‘ T A
Shepp-Logan | TV * * 0.05 1
TV + L2 {1,10,100,10000} % | 0.05 1
TV + OMT 4 1 5} 1.8
Hand ™V * *x | 1/v2 1
TV + L3 10 *x | 1/v2 1
TV + OMT 4 15 | 500v2 1.8
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