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Second-Order Finite Difference Approximations

of the Upper-Convected Time Derivative

Débora O. Medeiros*, Hirofumi Notsu†, and Cassio M. Oishi‡

Abstract

In this work, new finite difference schemes are presented for dealing with the upper-convected time derivative

in the context of the generalized Lie derivative. The upper-convected time derivative, which is usually encountered

in the constitutive equation of the popular viscoelastic models, is reformulated in order to obtain approximations

of second-order in time for solving a simplified constitutive equation in one and two dimensions. The theoretical

analysis of the truncation errors of the methods takes into account the linear and quadratic interpolation operators

based on a Lagrangian framework. Numerical experiments illustrating the theoretical results for the model equa-

tion defined in one and two dimensions are included. Finally, the finite difference approximations of second-order

in time are also applied for solving a two-dimensional Oldroyd-B constitutive equation subjected to a prescribed

velocity field at different Weissenberg numbers.

Keywords: Generalized Lie derivative, Lagrangian scheme, Finite difference method

1 Introduction

The solution of constitutive equations for viscoelastic fluids involves some important considerations, as for in-

stance, the theoretical issues concerning the existence results [10, 16, 29, 46], and the development of numerical

schemes for solving complex fluid flows [13, 20, 24].

Some forms of viscoelastic constitutive equations can be constructed considering the upper-convected time deriva-

tive or Oldroyd derivative [39], which is defined as

▽
ζ ≔

∂ζ

∂t
+ (u · ∇) ζ − (∇u)ζ − ζ(∇u)⊤, (1)

where u(x, t) ∈ Rd is the velocity field of the flow and ζ(x, t) ∈ Rd×d
sym is a tensor to represent the non-Newtonian con-

tribution for d = (1, )2, 3. Roughly speaking, the derivative form of (1) is generally used for describing responses

of viscoelastic fluids, as for instance, the deformation induced by the rate of strain. Therefore, the upper-convected

time derivative (1) is employed to formulate the constitutive equations of the most popular models, as for instance

the Oldroyd-B, Phan-Tien–Tanner (PTT), Giesekus, etc [34, 47].

In particular, we are interested in the numerical approximations for model equations based on the classical differ-

ential constitutive equation for the Oldroyd-B fluid in a dimensionless form:

ζ +Wi
▽
ζ = 2 (1 − β) D(u), (2)
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where D(u) = [∇u + (∇u)⊤]/2 is the strain-rate tensor, and the non-dimensional positive parameters Wi and β are

respectively the Weissenberg number and the viscosity ratio (β ∈ (0, 1)).

The Weissenberg number [59] is a parameter related to the memory of the fluid, i.e., for a viscoelastic material,

the Wi is a dimensionless number which can represent the relaxation time of the fluid. From a rheological point-

of-view, the Weissenberg number can be interpreted as a number which can be used to measure the competition

between elastic and viscous forces present in the concept of the viscoelasticity. A naive form to interprete the

mathematical effect of this non-dimensional number is considering if Wi = 0 in Eq. (1.2), and in this case, the

stress, represented here by ζ, is given by an explicit relation with the strain-rate tensor D(u). Otherwise, for Wi , 0,

the relation between the stress and the velocity gradient (rate-of-strain) can be modeled by a differential model,

as for instance Eq. (1.2). Notice that increasing the value of the Weissenberg number in Eq. (1.2), the convected

time derivative assumes a more significant effect in the equation, and therefore, the numerical treatment of this

term needs to be improved in order to obtain a correct approximation of the solution. More details concerning the

effect of the Weissenberg number on the partial differential equations whose describe viscoelastic fluid flows can

be found in the works of Renardy [45, 47].

From a numerical point of view, in order to preserve the stability of the solutions, Eulerian frameworks for solving

equation (2) need to apply a high-order spatial discretization for treating the convective terms in (1). Generally,

the methods for dealing with convection-dominant terms of the upper-convected time derivative are based on the

explicit and implicit upwind methodologies [2, 21, 50]. Considering explicit upwind strategies, many numerical

approaches have been proposed in the literature for solving constitutive equations of viscoelastic models based

on Eq. (2), e.g. the Eulerian schemes using Finite-Element (FE) [9, 19, 23, 49], Finite-Volume (FV) [1, 12, 41,

43], Finite-Difference (FD) [17, 33, 56], etc. It is worth to notice that the main drawback of the explicit upwind

schemes is the severe time step limitations, and the application of implicit time integrators has been used for

developing more robust frameworks [8,50,60], where a typical example is the so-called CFL condition. However,

the construction of fully implicit upwind algorithms is complex resulting in general in high-cost computational

schemes due to the solution of large systems. An additional drawback of implicit upwind schemes for solving

convection-dominant problems is the excessive numerical diffusion.

In a different framework, Lagrangian methods combined with the method of characteristics [5, 6, 14, 37, 51] for

solving viscoelastic fluid flows have been proposed by [3, 4, 15, 28, 30–32]. In these schemes, the Eulerian dis-

cretization of the convective term in (1), i.e., (u ·∇)ζ, is avoided by using a Lagrangian discretization of the material

derivative, i.e., ∂ζ/∂t+ (u · ∇)ζ, with the idea of the method of characteristics. The idea is to consider the trajectory

of a fluid particle and discretize the material derivative along the trajectory. Since it is natural from a physical

viewpoint and such Lagrangian schemes have advantages, e.g., the symmetry of resulting coefficient matrices of

the system of linear equations in the implicit framework, no artificial parameters and no need of the so-called CFL

condition, they are useful for flow problems appearing in the field of scientific computing.

A different approach for avoiding numerical instabilities and to obtain accurate solutions of Eq. (2) is mathemat-

ically rooted on the concept of the generalized Lie derivatives (GLD) [25–27] which modifies the definition of

Eq. (1). In particular, this elegant methodology was firstly presented by Lee and Xu [25] (see also a similar idea

proposed in [42]). In that pioneer work, the authors reformulated Eq. (2) using some mathematical properties to

define generalized Ricatti equations in terms of GLD. In summary, the upper-convected time derivative (1) was

re-written using the concept of the transition matrix. This idea was adopted in the context of the finite element

discretization in Lee et al. [27] to numerically solve the Poiseuille flow between two parallel plates around a cylin-

der while in [25] the authors presented theoretical results concerning the discretized version of the formulation

proposed in [27].

In spite of the good stability properties observed in the numerical results and the sophisticated theoretical analysis

of the works in [25, 27], to the best knowledge of the authors, the application of the GLD for solving equations

in the form of (2) is limited for finite element discretization resulting in schemes of (mainly) first-order in time.

In [25], two finite element schemes of second-order in time are presented based on the Crank–Nicolson or the

Adams–Bashforth method along the trajectory of fluid particle. There are, however, no truncation error analysis of

second-order in time and no numerical results yet, while numerical results by a GLD-based finite element scheme

of first-order in time are given in [27]. Therefore, main contributions of this work can be summarized as follows:
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i) the combination of the GLD strategy with the method of characteristics to develop temporal second-order finite

difference schemes for treating the upper-convected time derivative (1), and ii) the application of simple stable

algorithms avoiding the need to solve large systems as commonly occur for implicit upwind schemes.

In this paper, we present finite difference approximations of the upper-convected time derivative (1) based on GLD,

and apply them to simple models. The approximations are of second-order in time, where the truncation error of

second-order in time is proved in Theorem 1, and a practical form is given in Corollary 1. To the best knowledge of

the authors, it is noted that the form, cf. (22), in the corollary is new and that there are no proofs of truncation error

of second-order in time for time-discretized approximations using GLD-approach. Combining the approximation

with the (bi)linear (p = 1) and (bi)quadratic (p = 2) Lagrange interpolations, we present full discretizations of the

upper-convective time derivative of second-order in time and p-th order in space, i.e., O(∆t2+hp), which are proved

in Theorem 2. We present two numerical schemes for simple models in d-dimensional spaces (d = 1, 2), cf. (32),

which are both explicit. The difference of the schemes is the accuracy in space, i.e., one is of first-order (p = 1) and

the other is of second-order (p = 2) in space as (bi)linear and (bi)quadratic Lagrange interpolation operators have

been employed, respectively. After the presentation of the schemes, numerical experiments for simple models

in d-dimensional spaces (d = 1, 2) are presented. They are consistent with the theoretical accuracies shown in

Theorem 2.

In the case of Lagrangian finite element methods (often called Lagrange–Galerkin methods), a numerical inte-

gration is often employed in real computation for an integration of a composite function, since it is not easy to

compute the integration of a composite function exactly. In fact, a rough numerical integration may cause insta-

bility, cf. [52, 53], where a robustness of a scheme of second-order in time with a choice of ∆t depending on h

is discussed in the papers. On the other hand, a quadrature-free scheme is proposed by using a mass-lumping

technique in [44], and schemes with the exact integration of a composite function are proposed by introducing

a linear interpolation of the velocity and implemented in two-dimensional numerical experiments in [54, 55]. In

these quadrature-free schemes, there is no discrepancy between the theory and real computation. Besides them, to

the best of our knowledge, it is still a standard technique for the integration of a composite function to employ a

high-order quadrature rule, cf., e.g., [7, 11, 22, 36, 37], whose computation cost depends mainly on the number of

quadrature points. In the end, we need to choose a suitable high-order quadrature rule by considering the compu-

tation cost and the error depending on the (expected) solution, ∆t, h and so on. In the case of Lagrangian finite

difference method, however, there is no need to choose a quadrature rule as no integration is used. This is an

advantage of the Lagrangian finite difference method, cf [35]. The GLD-type Lagrangian finite difference schemes

which will be presented in this paper also have this advantage.

The paper is organized as follows. In Section 2, basic concepts for the for flow map and the upper-convected

time derivative in the framework of the generalized Lie derivative and a simple model to be dealt in this paper

are introduced. In Section 3, finite difference discretizations of the upper-convected time derivative are presented,

where truncation errors are proved. In Section 4, GLD-type numerical schemes of second-order in time and p-

th order in space for the simple model and their algorithms are presented. In Section 5, numerical results by

our schemes are presented to see the experimental orders of convergence. In Section 6, conclusions are given.

In Appendix, properties of GLD introduced in Section 2 are proved, and the main algorithms of the work are

described in details.

2 Preliminaries

In this section, we present some basic concepts concerning the flow map and the ideas of the generalized Lie

derivatives. For these purposes, we need to consider some mathematical statements.

Let Ω ⊂ Rd (d = 1, 2, 3) be a bounded domain and T be a positive constant. Let u : Ω × (0, T ) → Rd be a given

velocity with the following hypothesis:

Hypothesis 1. The velocity u is sufficiently smooth and satisfies u|∂Ω = 0.

Let ∆t > 0 be a time increment, NT ≔ ⌊T/∆t⌋ the total number of time steps, and tn
≔ n∆t (n ∈ Z). For a
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function f defined in Ω × (0, T ), let f n
≔ f (·, tn) be the function at n-th time step. We define two mappings

X1, X̃1 : Ω × (0, T )→ Rd by

X1(x, t) ≔ x − ∆t u(x, t), X̃1(x, t) ≔ x − 2∆t u(x, t),

which are upwind points of x with respect to u(x, t). We introduce a symbol “◦” to represent a composition of

functions defined by

(g ◦ Xn
1)(x) ≔ g(Xn

1(x)),

for a function g defined in Ω, where Xn
1
(x) = X1(x, tn) = x − ∆t un(x). We prepare a hypothesis for ∆t:

Hypothesis 2. The time increment ∆t satisfies ∆t|u|C0([0,T ];W1,∞ (Ω)d ) ≤ 1/8.

Remark 1. Hypotheses 1 and 2 ensure that X1(Ω, t) = X̃1(Ω, t) = Ω, and that Jacobians of the mappings X1(·, t)
and X̃1(·, t) are greater than or equal to 1/2, for t ∈ [0, T ], cf. [48, 55]. We note that Hypothesis 2 has no relation

with the so-called CFL condition as any spatial mesh size is not included in it.

2.1 Lagrangian framework and the generalized Lie derivative

For a fixed (x, t) ∈ Ω̄ × [0, T ], let X(x, t; s) ∈ Rd be a solution of the following ordinary differential equation with

an initial condition:

∂

∂s
X(x, t; s) = u(X(x, t; s), s), s ∈ (0, T ), (3a)

X(x, t; t) = x, (3b)

for (x, t) ∈ Ω × (0, T ). Physically, X(x, t; s) gives the position of fluid particle at time s whose position at time t is

x. It is known as a flow map and an illustration of this concept can be seen in Fig. 1.

(x, t)(x̃, t) R

t

s

t̃

time

X(x̃, t; s) X(x, t; s)

X(x̃, t; t̃) X(x, t; t̃)

Fig. 1: Sketch of the flow map for X(x, t; s).

For (x, t) ∈ Ω × (0, T ), let us introduce a matrix valued function L(x, t; ·, ·) : (0, T ) × (0, T )→ Rd×d defined by

Li j(x, t; t1, t2) ≔
[ ∂

∂z j

Xi(z, t1; t2)
]

|z=X(x,t;t1)
, i, j = 1, . . . , d, (4)
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which is the so-called deformation gradient. It is known that the function L has the following properties:

L(x, t; t1, t2)L(x, t; t2, t1) = L(x, t; t1, t1) = I, (5a)

∂

∂s
L(x, t; t1, s) = (∇u)

(

X(x, t; s), s
)

L(x, t; t1, s), (5b)

∂

∂s
L(x, t; s, t1) = −L(x, t; s, t1)(∇u)

(

X(x, t; s), s
)

, (5c)

for t1, t2 ∈ [0, T ], where I ∈ Rd×d
sym is the identity matrix. Although the proofs can be found in, e.g., [27], we give

the proofs again in Appendix A.1 under the assumption of unique existence of smooth regular L.

Let D/Dt be the material derivation defined by

D

Dt
≔

∂

∂t
+ u · ∇.

For a function ζ : Ω × (0, T )→ Rd×d, it is well-known that the material derivative of ζ can be written as

Dζ

Dt
(x, t) =

[∂ζ

∂t
+ (u · ∇)ζ

]

(x, t) =
∂

∂s
ζ
(

X(x, t; s), s
)

|s=t
. (6)

Here, we define the so-called generalized Lie derivativeLuζ by

(Luζ)
(

X(x, t; s), s
)

≔ L(x, t; t, s)
∂

∂s

[

L(x, t; s, t)ζ
(

X(x, t; s), s
)

L(x, t; s, t)⊤
]

L(x, t; t, s)⊤. (7)

From (5), the upper-convected time derivative can be rewritten by using Luζ, i.e.,

▽
ζ(x, t) = (Luζ)(x, t) = (Luζ)

(

X(x, t; s), s
)

|s=t, (8)

which is shown in Appendix A.2.

2.2 The model equation

Based on the above description, we consider a simplified model equation in order to present the application of

finite difference schemes for dealing with the generalized Lie derivative. Particularly, based on the Oldroyd-B

constitutive equation (2), the problem is to find ζ : Ω × (0, T )→ Rd×d
sym such that

▽
ζ = F in Ω × (0, T ), (9a)

ζ = ζin on Γin × (0, T ), (9b)

ζ = ζ0 in Ω, at t = 0, (9c)

where Γin is an inflow boundary defined by Γin ≔ {x ∈ ∂Ω; u(x, t) · n(x) < 0} for the outward unit normal

vector n : ∂Ω→ Rd, and F : Ω × (0, T )→ Rd×d
sym, ζin : Γin × (0, T )→ Rd×d

sym and ζ0 : Ω→ Rd×d
sym are given functions.

Remark 2. (i) From (8), Eq. (9a) can be reformulated using the generalized Lie derivative resulting in:

Luζ = F in Ω × (0, T ). (10)

(ii) In general, the inflow boundary Γin depends on time t, i.e., Γin = Γin(t), while Γin is the empty set under

Hypothesis 1. Throughout the paper, we deal with the inflow boundary Γin independent of time t (∈ (0, T )).

3 Finite difference discretizations

In this section, we present descriptions concerning the spatial and temporal discretizations. The main results related

to the numerical analysis of the schemes are also described in details.
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3.1 Space discretizations and interpolation operators

In this subsection, we introduce spatial discretizations and interpolation operators in one- and two-dimensions. Be-

fore starting them, for an integer i and a positive number δ, we prepare two functions η
(1)
i

( · ; δ) and η
(2)
i

( · ; δ) : R→
R. The former, η

(1)
i

( · ; δ), is defined by

η
(1)
i

(s; δ) ≔



































s

δ
− i + 1

(

s ∈ [(i − 1)δ, iδ)
)

,

i + 1 − s

δ

(

s ∈ [iδ, (i + 1)δ]
)

,

0
(

otherwise
)

,

and the latter, η
(2)
i

( · ; δ), is defined by

(i) i : even number

η
(2)
i

(s; δ) ≔







































( s

δ
− i + 1

)( s

2δ
− i

2
+ 1
)

(

s ∈ [(i − 2)δ, iδ)
)

,

(

i + 1 − s

δ

)( i

2
+ 1 − s

2δ

)

(

s ∈ [iδ, (i + 2)δ]
)

,

0
(

otherwise
)

,

(ii) i : odd number

η
(2)
i

(s; δ) ≔



















( s

δ
− i + 1

)(

i + 1 − s

δ

)

(

s ∈ [(i − 1)δ, (i + 1)δ]
)

,

0
(

otherwise
)

.

The functions η
(1)
i

( · ; δ) and η
(2)
i

( · ; δ) are used below for the definitions of (bi)linear and (bi)quadratic interpolation

operators Π
(1)

h
and Π

(2)

h
, respectively.

3.1.1 One-dimensional case (d = 1)

Initially, we consider one spatial dimension, i.e., d = 1. For the sake of simplicity, we assume Ω = (0, a) for a

positive number a. Let N ∈ N be a number, h ≔ a/N a mesh size, and xi ≔ ih (i ∈ Z) lattice points. We define a

set of lattice points Ω̄h and a discrete function space Vh restrict to the number N, by

Ω̄h ≔ {xi ∈ Ω̄; i = 0, . . . ,N} (⊂ Ω̄ ⊂ Rd = R),

Vh ≔ {vh : Ω̄h → Rd×d
sym} = {vh : Ω̄h → R}.

We introduce a set of basis functions {ϕ(1)
i

: Ω̄→ R; i = 0, . . . ,N} defined by

ϕ
(1)
i

(x) ≔ η
(1)
i

(x; h), i = 0, . . . ,N.

The functions ϕ
(1)

0
and ϕ

(1)
N

are simplified to

ϕ
(1)

0
(x) ≔



















1 − x

h

(

x ∈ [x0, x1]
)

0
(

otherwise
)

=



















x1 − x

h

(

x ∈ [x0, x1]
)

0
(

otherwise
)

,

ϕ
(1)
N

(x) ≔



















x

h
− N + 1

(

x ∈ [xN−1, xN]
)

0
(

otherwise
)

=



















x − xN−1

h

(

x ∈ [xN−1, xN]
)

0
(

otherwise
)

,
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as defined in Ω̄ = [x0, xN] = [0, a]. Let Π
(1)

h
: Vh → C0(Ω̄) be the linear interpolation operator defined by

(

Π
(1)

h
vh

)

(x) ≔

N
∑

i=0

vh(xi)ϕ
(1)
i

(x).

We describe the ideas for using a quadratic interpolation. Let N ∈ N be an even number, and M ≔ N/2 ∈ N. For

the definition of the quadratic interpolation operator Π
(2)

h
, we define a set of basis functions {ϕ(2)

i
: Ω̄ → R; i =

0, . . . ,N} by

ϕ
(2)
i

(x) ≔ η
(2)
i

(x; h), i = 0, . . . ,N,

where ϕ
(2)

0
and ϕ

(2)
N

(= ϕ
(2)

2M
) are reduced to

ϕ
(2)

0
(x) =



















(x1 − x)(x2 − x)

2h2

(

x ∈ [x0, x2]
)

,

0
(

otherwise
)

,

ϕ
(2)
N

(x) =



















(x − xN−1)(x − xN−2)

2h2

(

x ∈ [xN−2, xN]
)

,

0
(

otherwise
)

.

Let Π
(2)

h
: Vh → C0(Ω̄) be the quadratic interpolation operator defined by

(

Π
(2)

h
vh

)

(x) ≔

N
∑

i=0

vh(xi)ϕ
(2)
i

(x).

Remark 3. For α, β ∈ R (α < β), and N0 ∈ N with δ0 = δ0(α, β,N0) ≔ (β − α)/N0 > 0, let I(·;α, β,N0) : R →
{0, . . . ,N0} be an integer-valued index indicator function defined by

I(s;α, β,N0) ≔



































⌊

s − α
δ0

⌋

(

s ∈ (α, β)
)

,

0 (s ≤ α),

N0 (s ≥ β).

(11)

We note that the integer i0 = I(s;α, β,N0) satisfies i0δ0 + α ≤ s < (i0 + 1)δ0 + α for s ∈ (α, β), and that, for an

even number N0 with M0 = N0/2 ∈ N, the integer k0 = I(s;α, β, M0) satisfies 2k0δ0 + α ≤ s < 2(k0 + 1)δ0 + α for

s ∈ (α, β) as δ0 = (β − α)/M0 = 2(β − α)/N0.

For d = 1, we introduce two notations of intervals,

K
(1)

i+1/2
≔ [xi, xi+1], i ∈ {0, . . . ,N − 1},

K
(2)

2k+1
≔ [x2k, x2k+2], k ∈ {0, . . . , M − 1},

whose measures are h and 2h, respectively. Let x ∈ R be given arbitrarily. Then, the following are practically

useful in computation:

(i) Let i0 ≔ I(x; 0, a,N) ∈ {0, . . . ,N}. When x ∈ Ω, the integer i0 satisfies x ∈ K
(1)

i0+1/2
= [xi0 , xi0+1], and we have

two-points representation of (Π
(1)

h
vh)(x),

(

Π
(1)

h
vh

)

(x) = vi0ϕ
(1)
i0

(x) + vi0+1ϕ
(1)

i0+1
(x), (12)

where we have used a notation vi = vh(xi).

(ii) Let k0 ≔ I(x; 0, a, M) ∈ {0, . . . , M}. When x ∈ Ω, the integer k0 satisfies x ∈ K
(2)

2k0+1
= [x2k0

, x2k0+2], and we

have three-points representation of (Π
(2)

h
vh)(x),

(

Π
(2)

h
vh

)

(x) = v2k0
ϕ

(2)

2k0
(x) + v2k0+1ϕ

(2)

2k0+1
(x) + v2k0+2ϕ

(2)

2k0+2
(x), (13)
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for vi = vh(xi).

(iii) If the value (Π
(p)

h
vh)(x) (p = 1, 2) is needed for x < Ω, we can employ, instead of it, the closest end value

of vh, i.e., v0 = vh(0) (x ≤ 0) or vN = vh(a) (x ≥ a), while the value v0 or vN should be given by using ζin as x

corresponds to an upwind point and x < Ω̄ means the high possibility of existence of “inflow” boundary near x.

The function I(·;α, β,N) is, therefore, also useful for x < Ω in the sense that I(x;α, β,N) provides the closest

index of lattice point.

3.1.2 Two-dimensional case (d = 2)

We consider two spatial dimensions, i.e., d = 2. For the sake of simplicity, we assume Ω = (0, a1) × (0, a2) for

positive numbers a1 and a2. Let Ni ∈ N (i = 1, 2) be numbers, hi ≔ ai/Ni (i = 1, 2) mesh sizes in xi-direction,

hmin ≔ min{hi; i = 1, . . . , d} and h = hmax ≔ max{hi; i = 1, . . . , d} minimum and maximum mesh sizes, and

xi, j ≔ (ih1, jh2)⊤ (i, j ∈ Z) lattice points. We assume a family of meshes satisfying the next hypothesis:

Hypothesis 3. There exist positive constants h0, γ1 and γ2 such that

h ∈ (0, h0], and γ1 ≤
h

hmin

≤ γ2.

Remark 4. The hypothesis is set for d = 2 essentially, as it always holds for d = 1 with γ1 = γ2 = 1.

We define a set of lattice points Ω̄h and a discrete function space Vh restrict to the numbers Ni ∈ N (i = 1, 2), by

Ω̄h ≔ {xi, j ∈ Ω̄; i = 0, . . . ,N1, j = 0, . . . ,N2},
Vh ≔ {vh : Ω̄h → Rd×d

sym},

where it is noted that Ω̄h ⊂ Ω̄ ⊂ Rd (= R2). Using η
(1)
i

( · ; δ), we introduce a set of basis functions {ϕ(1)
i, j

: Ω̄ →
R; xi, j ∈ Ω̄h, i, j ∈ Z} defined by

ϕ
(1)
i, j

(x) = ϕ
(1)
i, j

(x1, x2) ≔ η
(1)
i

(x1; h1)η
(1)
j

(x2; h2).

Let Π
(1)

h
: Vh → C0(Ω̄) be the bilinear interpolation operator defined by

(

Π
(1)

h
vh

)

(x) ≔
∑

xi, j∈Ω̄h

vh(xi, j)ϕ
(1)
i, j

(x).

The extension of the above interpolation using the biquadratic interpolation strategy can be defined as follows. Let

N1,N2 ∈ N be even numbers, and Mi ≔ Ni/2 ∈ N for i = 1, 2. For the definition of the biquadratic interpolation

operator Π
(2)

h
, we introduce basis functions {ϕ(2)

i, j
: Ω̄→ R; xi, j ∈ Ω̄h} defined by

ϕ
(2)
i, j

(x) = ϕ
(2)
i, j

(x1, x2) ≔ η
(2)
i

(x1; h1)η
(2)
j

(x2; h2).

Let Π
(2)

h
: Vh → C0(Ω̄) be the biquadratic interpolation operator defined by

(

Π
(2)

h
vh

)

(x) ≔
∑

xi, j∈Ω̄h

vh(xi, j)ϕ
(2)
i, j

(x).

Remark 5. For d = 2, we introduce two notations of boxes (cells),

K
(1)

i+1/2, j+1/2
≔ [ih1, (i + 1)h1] × [ jh2, ( j + 1)h2], (i, j) ∈ {0, . . . ,N1 − 1} × {0, . . . ,N2 − 1},

K
(2)

2k+1,2l+1
≔ [2kh1, (2k + 2)h1] × [2lh2, (2l + 2)h2], (k, l) ∈ {0, . . . , M1 − 1} × {0, . . . , M2 − 1},
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whose measures are h1h2 and 4h1h2, respectively. Let x ∈ R2 be given arbitrarily. Then, the following are

practically useful in computation:

(i) Let i0 ≔ I(x1; 0, a1,N1) ∈ {0, . . . ,N1} and j0 ≔ I(x2; 0, a2,N2) ∈ {0, . . . ,N2}. When x ∈ Ω, the set of integers

(i0, j0) satisfies x ∈ K
(1)

i0+1/2, j0+1/2
= [i0h1, (i0 + 1)h1] × [ j0h2, ( j0 + 1)h2], and we have four-points representation

of (Π
(1)

h
vh)(x),

(

Π
(1)

h
vh

)

(x) =
∑

m,n=0,1

vi0+m, j0+n ϕ
(1)
i0+m, j0+n

(x), (14)

where we have used a simplified notation vi, j = vh(xi, j).

(ii) Let k0 ≔ I(x1; 0, a1, M1) ∈ {0, . . . , M1} and l0 ≔ I(x2; 0, a2, M2) ∈ {0, . . . , M2}. When x ∈ Ω, the integer k0

satisfies x ∈ K
(2)

2k0+1
= [x2k0

, x2k0+2], and we have nine-points representation of (Π
(2)

h
vh)(x),

(

Π
(2)

h
vh

)

(x) =
∑

m,n=0,1,2

v2k0+m,2l0+nϕ
(2)

2k0+m,2l0+n
(x). (15)

(iii) If the value (Π
(p)

h
vh)(x) (p = 1, 2) is needed for x < Ω, we can employ, instead of it, the closest end value of vh,

i.e., one of the values of vh(xi, j) (xi, j ∈ Ω̄h ∩ ∂Ω), while the value should be given by using ζin as x corresponds to

an upwind point.

Remark 6. We omit the extension of the interpolation operatorsΠ
(p)

h
(p = 1, 2) to the three-dimensional case, i.e.,

d = 3, since it is naturally defined by introducing basis functionsϕ
(p)

i, j,k
(x) = ϕ

(p)

i, j,k
(x1, x2, x3) ≔ η

(p)

i
(x1; h1)η

(p)

j
(x2; h2)η

(p)

k
(x3; h3)

for p = 1, 2 in a similar manner.

3.2 Time discretization: truncation error analysis

For the velocity u, let L1, L̃1 : Ω × (0, T )→ Rd×d be matrices defined by

L1(x, t) ≔ I + ∆t(∇u)(x, t), L̃1(x, t) ≔ I + 2∆t(∇u)(x, t), (16)

which are approximations of L(x, t; t − ∆t, t) and L(x, t; t − 2∆t, t), respectively, cf. Lemma 1 below. Now, we

present a theorem which provides an approximation of the upper-convected time derivative of second-order in

time.

Theorem 1. Suppose that Hypotheses 1 and 2 hold true. Let ζ : Ω̄ × [0, T ] → Rd×d be a sufficiently smooth

function. Then, for any x ∈ Ω̄ and t ∈ [2∆t, T ], we have

▽
ζ(x, t) =

1

2∆t

[

3ζ(x, t) − 4L1(x, t)ζ(X1(x, t), t − ∆t)L1(x, t)⊤

+L̃1(x, t)ζ(X̃1(x, t), t − 2∆t)L̃1(x, t)⊤
]

+ O(∆t2). (17)

We give the proof of Theorem 1 after giving a remark and preparing two lemmas.

Remark 7. (i) Let us consider (x, t) ∈ Ω̄ × [2∆t, T ] as a fixed point and employ simple notations X = X(x, t; · )
and L( · , · ) = L(x, t; · , · ). Then, an approximation of

▽
ζ(x, t) of first-order in time is obtained as follows:

▽
ζ(x, t) = (Luζ)

(

X(s), s
)

|s=t
(by (8))

= L(t, s)
∂

∂s

[

L(s, t)ζ
(

X(s), s
)

L(s, t)⊤
]

L(t, s)⊤|s=t
(by definition (7))

= L(t, s)
1

∆t

[

L(s, t)ζ
(

X(s), s
)

L(s, t)⊤

− L(s − ∆t, t)ζ
(

X(s − ∆t), s − ∆t
)

L(s − ∆t, t)⊤
]

L(t, s)⊤|s=t
+ O(∆t)
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(by the Euler method with respect to s)

=
1

∆t

[

ζ
(

X(t), t
) − L(t − ∆t, t)ζ

(

X(t − ∆t), t − ∆t
)

L(t − ∆t, t)⊤
]

+ O(∆t)

(by substituting t into s and (5a))

=
1

∆t

[

ζ(x, t) − L1(x, t)ζ
(

X1(x, t), t − ∆t
)

L1(x, t)⊤
]

+ O(∆t),

where the last equality holds true from the initial condition (3b) for X, i.e., X(t) = x, and the relations,

L1(x, t) = L(t − ∆t, t) + O(∆t2), X1(x, t) = X(t − ∆t) + O(∆t2),

which will be shown in Lemmas 1 and 2 with k = 1 below, respectively.

(ii) Theorem 1 presents an approximation of
▽
ζ(x, t) of second-order in time based on the two-step Adams–Bashforth

method, i.e., for a smooth function f : R→ R,

f ′(t) =
d

ds
f (s)|s=t

=
1

2∆t
[3 f (t) − 4 f (t − ∆t) + f (t − 2∆t)] + O(∆t2),

in place of the Euler method in (i).

Lemma 1. Suppose that Hypotheses 1 and 2 hold true. Let k = 1 or 2 be fixed. Then, for any x ∈ Ω̄ and

t ∈ [k∆t, T ], we have

L(x, t; t − k∆t, t) = I + k∆t(∇u)(x, t) +
(k∆t)2

2
U(x, t) + O(∆t3), (18)

where U : Ω × (0, T )→ Rd×d is a function defined by

U ≔ (∇u)2 − D(∇u)

Dt
.

Proof. From the Taylor expansion, we have

L(x, t; t − k∆t, t) = L(x, t; s − k∆t, t)|s=t

=
[

L(x, t; s, t) − k∆t
∂

∂s
L(x, t; s, t) +

(k∆t)2

2

∂2

∂s2
L(x, t; s, t)

]

|s=t
+ O(∆t3)

=
[

L(x, t; s, t) − k∆t
[−L(x, t; s, t)(∇u)

(

X(x, t; s), s
)]

+

+
(k∆t)2

2

∂

∂s

[−L(x, t; s, t)(∇u)
(

X(x, t; s), s
)]

]

|s=t
+ O(∆t3) (by (5c))

= I + k∆t(∇u)(x, t) − (k∆t)2

2

∂

∂s

[

L(x, t; s, t)(∇u)
(

X(x, t; s), s
)]

|s=t
+ O(∆t3). (19)

We evaluate ∂
∂s

[

L(x, t; s, t)(∇u)
(

X(x, t; s), s
)]

|s=t as follows:

∂

∂s

[

L(x, t; s, t)(∇u)
(

X(x, t; s), s
)]

|s=t

=
[( ∂

∂s
L(x, t; s, t)

)

(∇u)
(

X(x, t; s), s
)

+ L(x, t; s, t)
( ∂

∂s
(∇u)
(

X(x, t; s), s
)

)]

|s=t

=
[

−L(x, t; s, t)(∇u)2(X(x, t; s), s
)

+ L(x, t; s, t)
D(∇u)

Dt

(

X(x, t; s), s
)

]

|s=t

= −(∇u)2(x, t) +
D(∇u)

Dt
(x, t) = −U(x, t). (20)

Combining (20) with (19), we obtain (18). �

10



Lemma 2. Suppose that Hypotheses 1 and 2 hold true. Let k = 1 or 2 be fixed. Then, for any x ∈ Ω̄ and

t ∈ [k∆t, T ], we have the following:

(i) It holds that

X(x, t; t − k∆t) = x − k∆tu(x, t) +
(k∆t)2

2

Du

Dt
(x, t) + O(∆t3).

(ii) Let ζ : Ω × (0, T )→ Rd×d be a sufficiently smooth function. It holds that

ζ
(

X(x, t; t − k∆t), t − k∆t
)

= ζ
(

x − k∆tu(x, t), t − k∆t
)

+
(k∆t)2

2
Z(x, t) + O(∆t3),

where Z : Ω × (0, T )→ Rd×d is a function defined by

Z ≔
(Du

Dt
· ∇
)

ζ.

Proof. We prove (i). Recalling that X(x, t; s) is a solution to (3) and noting that the following identity,

X(x, t; t − k∆t) = x −
∫ t

t−k∆t

u
(

X(x, t; s), s
)

ds,

holds true, we have

X(x, t; t − k∆t) − [x − k∆tu(x, t)]

= x −
∫ t

t−k∆t

u
(

X(x, t; s), s
)

ds −
[

x −
∫ t

t−k∆t

u
(

X(x, t; t), t
)

ds
]

=

∫ t

t−k∆t

[

u
(

X(x, t; t), t
) − u
(

X(x, t; s), s
)

]

ds =

∫ t

t−k∆t

ds
[

u
(

X(x, t; s1), s1

)

]t

s1=s

=

∫ t

t−k∆t

ds

∫ t

s

Du

Dt

(

X(x, t; s1), s1

)

ds1 =

∫ t

t−k∆t

ds

∫ t

s

(Du

Dt
(x, t) + O(∆t)

)

ds1

=
(k∆t)2

2

Du

Dt
(x, t) + O(∆t3),

which completes the proof of (i).

We prove (ii). From (i) and the Taylor expansion, we have

ζ
(

X(x, t; t − k∆t), t − k∆t
)

= ζ

(

x − k∆tu(x, t) +
(k∆t)2

2

Du

Dt
(x, t), t − k∆t

)

+ O(∆t3)

= ζ
(

x − k∆tu(x, t), t − k∆t
)

+
(k∆t)2

2

[(Du

Dt
(x, t) · ∇

)

ζ
]

(

x − k∆tu(x, t), t − k∆t
)

+ O(∆t3)

= ζ
(

x − k∆tu(x, t), t − k∆t
)

+
(k∆t)2

2
Z(x, t) + O(∆t3),

where we have used the relation,

[(Du

Dt
(x, t) · ∇

)

ζ
]

(

x − k∆tu(x, t), t − k∆t
)

= Z(x, t) + O(∆t),

for the last equality. �

Proof of Theorem 1. In the proof, we often employ simple notations, L(·, ·) = L(x, t; · , · ) and X = X(x, t; · ), if

there is no confusion, since (x, t) is considered as a fixed position in space and time. From the Adams–Bashforth

method, i.e., for a smooth function g defined in R, g′(s) = 1
2∆t

[3g(s) − 4g(s − ∆t) + g(s − 2∆t)] + O(∆t2), we have

▽
ζ(x, t) = (Luζ)(x, t) = (Luζ)

(

X(s), s
)

|s=t = L(t, s)
∂

∂s

[

L(s, t) ζ
(

X(s), s
)

L(s, t)⊤
]

L(t, s)⊤|s=t
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= L(t, s)
1

2∆t

[

3L(s, t) ζ
(

X(s), s
)

L(s, t)⊤ − 4L(s − ∆t, t) ζ
(

X(s − ∆t), s − ∆t
)

L(s − ∆t, t)⊤

+ L(s − 2∆t, t) ζ
(

X(s − 2∆t), s − 2∆t
)

L(s − 2∆t, t)⊤
]

L(t, s)⊤|s=t
+ O(∆t2)

=
1

2∆t

[

3ζ
(

X(x, t; s), s
) − 4L(t, s)L(s − ∆t, t) ζ

(

X(s − ∆t), s − ∆t
)

L(s − ∆t, t)⊤L(t, s)⊤

+ L(t, s)L(s − 2∆t, t) ζ
(

X(s − 2∆t), s − 2∆t
)

L(s − 2∆t, t)⊤L(t, s)⊤
]

|s=t
+ O(∆t2) (by (5a))

=
1

2∆t

[

3ζ(x, t) − 4L(t − ∆t, t) ζ
(

X(t − ∆t), t − ∆t
)

L(t − ∆t, t)⊤

+ L(t − 2∆t, t) ζ
(

X(t − 2∆t), t − 2∆t
)

L(t − 2∆t, t)⊤
]

+ O(∆t2) (by (3b) and (5a))

=
1

2∆t

[

3ζ(x, t) − 4
[

L1 +
∆t2

2
U
]

(x, t) ζ
(

X(t − ∆t), t − ∆t
)

[

L1 +
∆t2

2
U
]⊤

(x, t)

+
[

L̃1 + 2∆t2U
]

(x, t) ζ
(

X(t − 2∆t), t − 2∆t
)[

L̃1 + 2∆t2U
]⊤

(x, t)

]

+ O(∆t2)

(by Lem. 1 with definitions of L1 and L̃1)

=
1

2∆t

[

3ζ(x, t) − 4L1(x, t) ζ
(

X(t − ∆t), t − ∆t
)

L⊤1 (x, t)

+ L̃1(x, t) ζ
(

X(t − 2∆t), t − 2∆t
)

L̃⊤1 (x, t)

− 2∆t2[ζ
(

X(t − ∆t), t − ∆t
) − ζ(X(t − 2∆t), t − 2∆t

)]

U⊤(x, t)

− 2∆t2U(x, t)
[

ζ
(

X(t − ∆t), t − ∆t
) − ζ(X(t − 2∆t), t − 2∆t

)]

]

+ O(∆t2)

=
1

2∆t

[

3ζ(x, t) − 4L1(x, t) ζ
(

X(t − ∆t), t − ∆t
)

L⊤1 (x, t)

+ L̃1(x, t) ζ
(

X(t − 2∆t), t − 2∆t
)

L̃⊤1 (x, t)
]

+ O(∆t2), (21)

where the relation,

ζ
(

X(t − ∆t), t − ∆t
) − ζ(X(t − 2∆t), t − 2∆t

)

= O(∆t),

has been employed for the last equality. Combining Lemma 2-(ii) with (21) and recalling x − ∆tu(x, t) = X1(x, t)

and x − 2∆tu(x, t) = X̃1(x, t), we obtain

▽
ζ(x, t) =

1

2∆t

[

3ζ(x, t) − 4L1(x, t)ζ
(

X1(x, t), t − ∆t
)

L⊤1 (x, t)

+L̃1(x, t)ζ
(

X̃1(x, t), t − 2∆t
)

L̃⊤1 (x, t)
]

+ O(∆t2),

which completes the proof. �

Substituting tn into t in (17), the discrete form of second-order in time for the upper-convected time derivative is

given as follows.

Corollary 1. Under the same assumptions of Theorem 1, we have

▽
ζ(x, tn) =

1

2∆t

[

3ζn(x) − 4Ln
1(x)
(

ζn−1 ◦ Xn
1

)

(x)Ln
1(x)⊤ + L̃n

1(x)
(

ζn−2 ◦ X̃n
1

)

(x)L̃n
1(x)⊤

]

+ O(∆t2) (22)

for n = 2, . . . ,NT .

Remark 8. Although the approximation (22) of
▽
ζ(x, tn) of second-order in time is combined with the finite differ-

ence method in this paper below, one can combine it with other methods, e.g., the finite element method and the

finite volume method.
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3.3 Full discretizations of the upper-convected time derivative

Suppose that ζ ∈ C([0, T ]; C(Ω̄;Rd×d
sym)) and ζh = {ζn

h
}NT

n=0
⊂ Vh are given. For n ∈ {1, . . . ,NT } and p ∈ {1, 2}, let

Anζ : Ω̄→ Rd×d
sym andAn,(p)

h
ζh : Ω̄h → Rd×d

sym be functions defined by

[Anζ](x) ≔











































1

2∆t

[

3ζn(x) − 4Ln
1(x)
(

ζn−1 ◦ Xn
1

)

(x)Ln
1(x)⊤

+L̃n
1(x)
(

ζn−2 ◦ X̃n
1

)

(x)L̃n
1(x)⊤

]

(n ≥ 2),

1

∆t

[

ζ1(x) − L1
1(x)
(

ζ0 ◦ X1
1

)

(x)L1
1(x)⊤

]

(n = 1),

[An,(p)

h
ζh](x) ≔











































1

2∆t

[

3ζn
h(x) − 4Ln

1(x)
[(

Π
(p)

h
ζn−1

h

) ◦ Xn
1

]

(x)Ln
1(x)⊤

+L̃n
1(x)
[(

Π
(p)

h
ζn−2

h

) ◦ X̃n
1

]

(x)L̃n
1(x)⊤

]

(n ≥ 2),

1

∆t

[

ζ1
h (x) − L1

1(x)
[(

Π
(p)

h
ζ0

h

) ◦ X1
1

]

(x)L1
1(x)⊤

]

(n = 1),

(23)

respectively. Using the notationAnζ, we can write Eq. (22) as, for n = {2, . . . ,NT },
▽
ζ(x, tn) = [Anζ](x) + O(∆t2).

Now, we present a theorem on the truncation error of our finite difference approximations of the upper-convected

time derivative, where the function An,(p)

h
ζ : Ω̄h → R

d×d
sym to be used in the theorem has meaning since ζ ∈

C([0, T ]; C(Ω̄;Rd×d
sym)) can be considered as a series of functions in Vh, i.e., ζ = {ζn}NT

n=0
⊂ Vh.

Theorem 2. Suppose that Hypotheses 1, 2 and 3 hold true. Let ζ : Ω̄ × [0, T ] → Rd×d be a sufficiently smooth

function. Then, we have
▽
ζ(x, tn) = [An,(p)

h
ζ](x) + O(∆t2 + hp) (24)

for x ∈ Ω̄h, n ∈ {2, . . . ,NT } and p = 1, 2.

Proof. Since for x ∈ Ω̄h we have

▽
ζ(x, tn) = [Anζ](x) + O(∆t2)

= [An,(p)

h
ζ](x) −

(

[An,(p)

h
ζ](x) − [Anζ](x)

)

+ O(∆t2)

= [An,(p)

h
ζ](x) +

2

∆t
Ln

1(x)
[(

Π
(p)

h
ζn−1 − ζn−1) ◦ Xn

1

]

(x)Ln
1(x)⊤

− 1

2∆t
L̃n

1(x)
[(

Π
(p)

h
ζn−2 − ζn−2) ◦ X̃n

1

]

(x)L̃n
1(x)⊤ + O(∆t2) (25)

from Corollary 1, it is enough for the proof to show the following estimates,

2

∆t

[(

Π
(p)

h
ζn−1 − ζn−1) ◦ Xn

1

]

(x) = O(hp), (26a)

1

2∆t

[(

Π
(p)

h
ζn−2 − ζn−2) ◦ X̃n

1

]

(x) = O(hp), (26b)

where simple estimates (31) are easily obtained as shown in Remark 9 later and the key issue is to eliminate the

negative order in ∆t from (31) and get (26). We prove the former equality of (26) for d = 2 only, as the equality

for d = 1 is simpler and the latter one is proved similarly. Let x = xi, j ∈ Ω̄h and yn
≔ Xn

1
(x) = x − un(x)∆t. To

simplify notations, we omit superscripts n−1 and n from ζn−1 and yn in the rest of proof, respectively, if there is no

confusion.
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Let us start with p = 1. From Hypotheses 1 and 2, we have y ∈ Ω̄ and there exists a pair of indexes (i0, j0) such

that y ∈ K
(1)

i0+1/2, j0+1/2
(= [i0h1, (i0 + 1)h1] × [ j0h2, ( j0 + 1)h2]). Let Λ(1)(y) be a set of pairs of indexes of lattice

points near y defined by Λ(1)(y) ≔ {(i0, j0), (i0 + 1, j0), (i0, j0 + 1), (i0 + 1, j0 + 1)}. Let a = (a1, a2)⊤ ≔ y − xi0, j0 =

((i − i0)h1 − un
1
(xi, j)∆t, ( j − j0)h2 − un

2
(xi, j)∆t) and ã = (ã1, ã2)⊤ ≔ xi0+1, j0+1 − y. Without loss of generality, we can

assume that un
k
(xi, j) ≥ 0 (k = 1, 2), i0 < i, j0 < j and ak, ãk ≥ 0 (k = 1, 2), cf. Fig. 2. Then, we have

Fig. 2: Notations in the proof of Theorem 2

[

(

Π
(1)

h
ζ − ζ) ◦ Xn

1

]

(x) = (Π
(1)

h
ζ)(y) − ζ(y)

=
∑

(k,l)∈Λ(1)(y)

[

ζ(xk,l) − ζ(y)
]

ϕ
(1)

k,l
(y) (by

∑

(k,l)∈Λ(1)(y) ϕ
(1)

k,l
(y) = 1)

=
∑

(k,l)∈Λ(1)(y)

[

ζ
(

y + s(xk,l − y)
)

]1

s=0
ϕ

(1)

k,l
(y)

=
∑

(k,l)∈Λ(1)(y)

∫ 1

0

(

[(xk,l − y) · ∇]ζ
)

(

y + s1(xk,l − y)
)

ds1 ϕ
(1)

k,l
(y)

=
∑

(k,l)∈Λ(1)(y)

∫ 1

0

ds1

∫ s1

0

(

[(xk,l − y) · ∇]2ζ
)

(

y + s2(xk,l − y)
)

ds2 ϕ
(1)

k,l
(y) (27)

(by
∑

(k,l)∈Λ(1)(y)([(xk,l − y) · ∇]ζ)(y)ϕ
(1)

k,l
(y) = 0),

and, for (k, l) = (i0, j0),

∣

∣

∣

∣

∣

∫ 1

0

ds1

∫ s1

0

(

[(xk,l − y) · ∇]2ζ
)

(

y + s2(xk,l − y)
)

ds2 ϕ
(1)

k,l
(y)

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ 1

0

ds1

∫ s1

0

(

[a · ∇]2ζ
)

(y − s2a)ds2

ã1ã2

h1h2

∣

∣

∣

∣

∣

≤ c1(a1 + a2)2‖ζn−1‖
C2(K

(1)
i0+1/2, j0+1/2

;Rd×d
sym)

ã1ã2

h1h2

≤ c′1(a1ã1 + a2ã2)‖ζn−1‖C2 (Ω̄;Rd×d
sym)

(by ak, ãk ≤ hk, k = 1, 2, and Hyp. 3) (28)

for positive constants c1 and c′
1

independent of h and ∆t.

We evaluate a1ã1. Let U∞ ≔ ‖u‖C([0,T ];C(Ω̄;Rd)) = max{|uk(x, t)|; x ∈ Ω̄, t ∈ [0, T ], k = 1, 2}. From y1 = [xi, j −
un(xi, j)∆t]1 ∈ [i0h1, (i0 + 1)h1], it holds that

(i − i0 − 1)h1 ≤ un
1(xi, j)∆t ≤ (i − i0)h1.
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In the case of i− i0 −1 ∈ N, from h1 ≤
un

1
(xi, j)∆t

i−i0−1
≤ U∞∆t, we have a1ã1 ≤ h2

1
≤ h1U∞∆t. In the case of i− i0 −1 = 0,

from a1 ≤ h1 and ã1 = un
1
(xi, j)∆t ≤ U∞∆t, we have a1ã1 ≤ h1U∞∆t. Hence, it holds that, for any case,

a1ã1 ≤ h1U∞∆t.

Since it holds that a2ã2 ≤ h2U∞∆t similarly, we obtain

a1ã1 + a2ã2 ≤ 2hU∞∆t, (29)

where this estimate holds also for (k, l) = (i0 + 1, j0), (i0, j0 + 1), (i0 + 1, j0 + 1) similarly. Combining (28) and (29)

with (27), we have, for a positive constant c2 independent of h and ∆t,

2

∆t

[

(

Π
(1)

h
ζ − ζ) ◦ Xn

1

]

(x) ≤ c2U∞h‖ζ‖C([0,T ];C2 (Ω̄;Rd×d
sym)) = O(h),

which implies the former equality in (26) with p = 1, and the latter is obtained similarly. Thus, we get (24) with

p = 1.

In the case of p = 2, the result, i.e., (24) with p = 2, are obtained similarly by taking into account the next identity,

[

(

Π
(2)

h
ζ − ζ) ◦ Xn

1

]

(x) =
∑

(k,l)∈Λ(2)(y)

∫ 1

0

ds1

∫ s1

0

ds2

∫ s2

0

(

[(xk,l − y) · ∇]3ζ
)

(

y + s3(xk,l − y)
)

ds3 ϕ
(2)

k,l
(y),

where Λ(2)(y) ≔ {(2i∗ + p, 2 j∗ + q); p, q = 0, 1, 2} for i∗ ∈ {0, . . . , M1} and j∗ ∈ {0, . . . , M2} satisfying y ∈
[2i∗h1, 2(i∗ + 1)h1] × [2 j∗h2, 2( j∗ + 1)h2]. �

Remark 9. It is obvious that

▽
ζ(x, tn) = [An,(p)

h
ζ](x) + O

(

∆t2 +
hp+1

∆t

)

(30)

for x ∈ Ω̄h, n ∈ {2, . . . ,NT } and p = 1, 2, since Π
(p)

h
ζ has an accuracy of O(hp+1). In fact, from the approximation

property of Π
(p)

h
ζ, we have

2

∆t

[(

Π
(p)

h
ζn−1 − ζn−1) ◦ Xn

1

]

(x) = O
(hp+1

∆t

)

, (31a)

1

2∆t

[(

Π
(p)

h
ζn−2 − ζn−2) ◦ X̃n

1

]

(x) = O
(hp+1

∆t

)

, (31b)

and the relation (30) is obtained by combining (31) with (25). Theorem 2 eliminates the negative order in ∆t

from (30) and ensures that we can take small ∆t even for a fixed mesh size from a view point of accuracy.

4 Numerical schemes

In this section, we present finite difference schemes of second-order in time and of first- and second-order in space

for problem (9) by using the ideas of discretizations given in Section 3.

Suppose that u ∈ C0([0, T ]; C1(Ω̄;Rd)) and ζ0 ∈ C0(Ω̄;Rd×d
sym) are given, and that Hypotheses 1, 2 and 3 hold true.

Our schemes are written in a unified form for d = 1, 2(, 3) and p = 1, 2; find {ζn
h
∈ Vh; n = 1, . . . ,NT } such that

[An,(p)

h
ζh](x) = Fn(x), x ∈ Ω̄h, n ≥ 1, (32a)

ζ0
h (x) = ζ0(x), x ∈ Ω̄h, (32b)

which are equivalent to

1

2∆t

[

3ζn
h (x) − 4Ln

1(x)
[(

Π
(p)

h
ζn−1

h

) ◦ Xn
1

]

(x)Ln
1(x)⊤

15



+L̃n
1(x)
[(

Π
(p)

h
ζn−2

h

) ◦ X̃n
1

]

(x)L̃n
1(x)⊤

]

= Fn(x), x ∈ Ω̄h, n ≥ 2, (33a)

1

∆t

[

ζ1
h (x) − L1

1(x)
[(

Π
(p)

h
ζ0

h

) ◦ X1
1

]

(x)L1
1(x)⊤

]

= F1(x), x ∈ Ω̄h, (33b)

ζ0
h (x) = ζ0(x), x ∈ Ω̄h. (33c)

The unified scheme (32) (equivalent to (33)) includes four schemes, i.e., p = 1 and 2 correspond to schemes of first-

and second-order in space, respectively, and the spatial dimension d (= 1, 2) is implicitly dealt in the symbols Ω̄h

and Vh. An approximate initial value ζ0
h
∈ Vh is given by (33c). We find ζ1

h
∈ Vh from (33b) and ζn

h
∈ Vh for n ≥ 2

from (33a). Here, we additionally provide practical form of (32):

ζn
h (x) =

4

3
Ln

1(x)
[(

Π
(p)

h
ζn−1

h

) ◦ Xn
1

]

(x)Ln
1(x)⊤

− 1

3
L̃n

1(x)
[(

Π
(p)

h
ζn−2

h

) ◦ X̃n
1

]

(x)L̃n
1(x)⊤ +

2∆t

3
Fn(x), x ∈ Ω̄h, n ≥ 2, (34a)

ζ1
h (x) = L1

1(x)
[(

Π
(p)

h
ζ0

h

) ◦ X1
1

]

(x)L1
1(x)⊤ + ∆tF1(x), x ∈ Ω̄h, (34b)

ζ0
h (x) = ζ0(x), x ∈ Ω̄h, (34c)

which imply that scheme (32) is explicit.

Remark 10. From Hypotheses 1 and 2 and Remark 1, we have Γin = ∅ and X1(Ω, t) = X̃1(Ω, t) = Ω (t ∈ [0, T ]),

i.e., all of upwind points are in Ω̄. Hence, the functions (Π
(p)

h
ζn−1

h
) ◦Xn

1
(n ≥ 1) and (Π

(p)

h
ζn−2

h
) ◦ X̃n

1
(n ≥ 2) are well

defined in Ω̄ for p = 1, 2.

Remark 11. In scheme (32), we employ the backward Euler method (33b) of first-order in time once to find ζ1
h

needed in (33a) with n = 2. It is expected that there is no influence on the second-order convergence in time,

cf. [38].

Remark 12. Suppose that Hypotheses 1 and 2 hold true. Then, under F ∈ C(Ω̄×[0, T ];Rd×d
sym) and ζ0 ∈ C(Ω̄;Rd×d

sym),

the scheme (32) preserves the symmetry, i.e., ζn
h
(x)⊤ = ζn

h
(x) (x ∈ Ω̄h, n = 0, . . . ,NT ) from the following. For d = 1,

it is obvious, and let us consider d = 2(, 3). ζ0
h
(x) (x ∈ Ω̄h) is symmetric from the symmetry of ζ0. We show the

symmetry of ζ1
h
(x) (x ∈ Ω̄h). Noting (34b) and letting A(x) = L1

1
(x), B(x) =

[(

Π
(p)

h
ζ0

h

) ◦ X1
1

]

(x), and C(x) = ∆tF1(x),

we have

ζ1
h (x)⊤ =

[

A(x)B(x)A(x)⊤ +C(x)
]⊤
= A(x)B(x)⊤A(x)⊤ +C(x)⊤

= A(x)B(x)A(x)⊤ + C(x) = ζ1
h (x),

which implies symmetry of ζ1
h
(x) for x ∈ Ω̄h, where we have used the fact that B(x) and C(x) are symmetric for the

second equality from the last. For n ≥ 2, the symmetry of ζn
h
(x) is obtained similarly from (33a).

4.1 Schemes in one-dimensional space (d = 1)

In this subsection, we rewrite the finite difference scheme (32) in a unified form for d = 1 and p = 1, 2. We

introduce simplified notations, ζn
i
≔ ζn

h
(xi), un

i
≔ un(xi), ∇un

i
≔ (∇un)(xi), Fn

i
≔ F(xi, t

n), ΛΩ ≔ {0, . . . ,N}, and

ΛT ≔ {1, . . . ,NT }. The schemes are to find {ζn
i
∈ R; i ∈ ΛΩ, n ∈ ΛT } such that

ζn
i =

4

3
(1 + ∆t∇un

i )2[(Π
(p)

h
ζn−1

h

) ◦ Xn
1

]

(xi)

− 1

3
(1 + 2∆t∇un

i )2[(Π
(p)

h
ζn−2

h

) ◦ X̃n
1

]

(xi) +
2∆t

3
Fn

i , i ∈ ΛΩ, n ≥ 2, (35a)

ζ1
i = (1 + ∆t∇u1

i )2[(Π
(p)

h
ζ0

h

) ◦ X1
1

]

(xi) + ∆tF1
i , i ∈ ΛΩ, (35b)

ζ0
i = ζ

0(xi), i ∈ ΛΩ. (35c)
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We give the algorithm as follows:

Algorithm 1 (d = 1). Set Ω̄h = {xi ∈ Ω̄; i ∈ ΛΩ} with h = a/N, and {ζ0
i
; i ∈ ΛΩ} by (35c) to get ζ0

h
∈ Vh, where N

is an even number and M = N/2 for p = 2.

Set n = 1.

For each i ∈ ΛΩ do:

1. Compute F1
i
, u1

i
, ∇u1

i
, and y1

i
≔ X1

1
(xi) = xi − ∆t u1

i
.

2. Compute Z
1,(p)

i
≔ [(Π

(p)

h
ζ0

h
) ◦ X1

1
](xi) = (Π

(p)

h
ζ0

h
)(y1

i
) according to (12) with i0 = I(y1

i
; 0, a,N) for p = 1, or

(13) with k0 = I(y1
i
; 0, a, M) for p = 2.

3. Compute ζ1
i

by (35b), which is equivalent to

ζ1
i = (1 + ∆t∇u1

i )2 Z
1,(p)

i
+ ∆tF1

i .

(Here, computation of ζ1
h
∈ Vh is completed.)

Set n = 2.

While n ≤ NT do:

For each i ∈ ΛΩ do:

1. Compute Fn
i
, un

i
, ∇un

i
, yn

i
≔ Xn

1
(xi) = xi − ∆t un

i
, and ỹn

i
≔ X̃n

1
(xi) = xi − 2∆t un

i
.

2. Compute Z
n,(p)

i
≔ [(Π

(p)

h
ζn−1

h
) ◦ Xn

1
](xi) = (Π

(p)

h
ζn−1

h
)(yn

i
) according to (12) with i0 = I(yn

i
; 0, a,N) for p = 1,

or (13) with k0 = I(yn
i
; 0, a, M) for p = 2. Similarly, compute Z̃

n,(p)

i
≔ [(Π

(p)

h
ζn−2

h
)◦ X̃n

1
](xi) = (Π

(p)

h
ζn−2

h
)(ỹn

i
).

3. Compute ζn
i

by (35a), which is equivalent to

ζn
i =

4

3
(1 + ∆t∇un

i )2 z
n,(p)

i
− 1

3
(1 + 2∆t∇un

i )2 Z̃
n,(p)

i
+

2∆t

3
Fn

i .

(Computation of ζn
h
∈ Vh is completed.)

Set n = n + 1.

4.2 Schemes in two-dimensional space (d = 2)

Similarly to the previous subsection, we rewrite the unified finite difference scheme (32) for d = 2 and p = 1, 2.

Let us introduce simplified notations, ζn
i, j
≔ ζn

h
(xi, j), un

i, j
≔ un(xi, j), ∇un

i, j
≔ (∇un)(xi, j), Fn

i, j
≔ F(xi, j, t

n), and

ΛΩ ≔ {(i, j); i = 0, . . . ,N1, j = 0, . . . ,N2}. The schemes are to find {ζn
i, j ∈ R2×2

sym; (i, j) ∈ ΛΩ, n ∈ ΛT } such that

ζn
i, j =

4

3

[

I + ∆t(∇un
i, j)
][(

Π
(p)

h
ζn−1

h

) ◦ Xn
1

]

(xi, j)
[

I + ∆t(∇un
i, j)
]⊤

− 1

3

[

I + 2∆t(∇un
i, j)
][(

Π
(p)

h
ζn−2

h

) ◦ X̃n
1

]

(xi, j)
[

I + 2∆t(∇un
i, j)
]⊤
+

2∆t

3
Fn

i, j, (i, j) ∈ ΛΩ, n ≥ 2, (36a)

ζ1
i, j =
[

I + ∆t(∇u1
i, j)
][(

Π
(p)

h
ζ0

h

) ◦ X1
1

]

(xi, j)
[

I + ∆t(∇u1
i, j)
]⊤
+ ∆tF1

i, j, (i, j) ∈ ΛΩ, (36b)

ζ0
i, j = ζ

0(xi, j), (i, j) ∈ ΛΩ. (36c)

We give an algorithm of schemes (36) for d = 2 and p = 1, 2, while the construction is analogous to Algorithm 1

for d = 1.

Algorithm 2 (d = 2). Set Ω̄h = {xi, j ∈ Ω̄; (i, j) ∈ ΛΩ} with hi = ai/Ni (i = 1, 2), and {ζ0
i, j

; (i, j) ∈ ΛΩ} by (36c) to

get ζ0
h
∈ Vh, where Ni (i = 1, 2) are even numbers and Mi = Ni/2 (i = 1, 2) for p = 2.
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Set n = 1.

For each (i, j) ∈ ΛΩ do:

1. Compute F1
i, j

, u1
i, j

, ∇u1
i, j

, and y1
i, j
≔ X1

1
(xi, j) = xi, j − ∆t u1

i, j
.

2. Compute Z
1,(p)

i, j
≔ [(Π

(p)

h
ζ0

h
) ◦ X1

1
](xi, j) = (Π

(p)

h
ζ0

h
)(y1

i, j) according to (14) with i0 = I((y1
i, j)1; 0, a1,N1) and

j0 = I((y1
i, j

)2; 0, a2,N2) for p = 1, or (15) with k0 = I((y1
i, j

)1; 0, a1, M1) and l0 = I((y1
i, j

)2; 0, a2, M2) for

p = 2.

3. Compute ζ1
i, j

by (36b), which is equivalent to

ζ1
i, j =
[

I + ∆t(∇u1
i, j)
]

Z
1,(p)

i, j

[

I + ∆t(∇u1
i, j)
]⊤
+ ∆tF1

i, j.

(Here, computation of ζ1
h
∈ Vh is completed.)

Set n = 2.

While n ≤ NT do:

For each (i, j) ∈ ΛΩ do:

1. Compute Fn
i, j

, un
i, j

, ∇un
i, j

, yn
i, j
≔ Xn

1
(xi, j) = xi, j − ∆t un

i, j
, and ỹn

i, j
≔ X̃n

1
(xi, j) = xi, j − 2∆t un

i, j
.

2. Compute Z
n,(p)

i, j
≔ [(Π

(p)

h
ζn−1

h
) ◦ Xn

1
](xi, j) = (Π

(p)

h
ζn−1

h
)(yn

i, j
) according to (14) with i0 = I((yn

i, j
)1; 0, a1,N1)

and j0 = I((yn
i, j

)2; 0, a2,N2) for p = 1, or (15) with k0 = I((yn
i, j

)1; 0, a1, M1) and l0 = I((yn
i, j

)2; 0, a2, M2) for

p = 2. Similarly, compute Z̃
n,(p)

i, j
≔ [(Π

(p)

h
ζn−2

h
) ◦ X̃n

1
](xi, j) = (Π

(p)

h
ζn−2

h
)(ỹn

i, j
).

3. Compute ζn
i, j

by (36a), which is equivalent to

ζn
i, j =

4

3

[

I + ∆t(∇un
i, j)
]

Z
n,(p)

i, j

[

I + ∆t(∇un
i, j)
]⊤ − 1

3

[

I + 2∆t(∇un
i, j)
]

Z̃
n,(p)

i, j

[

I + 2∆t(∇un
i, j)
]⊤
+

2∆t

3
Fn

i, j.

(Computation of ζn
h
∈ Vh is completed.)

Set n = n + 1.

5 Numerical results

In this section, numerical results for problems with manufactured solutions are presented to observe experimental

convergence orders of proposed schemes. In the following, we denote scheme (32) with p = 1 and p = 2 by (S1)

and (S2), respectively. From Theorem 2, the expected orders of convergence are of O(∆t2 + hp) for p = 1, 2. To

see the experimental orders of convergence, the efficient choices of ∆t for (S1) and (S2) are respectively ∆t = c
√

h

and ∆t = c′h, for positive constants c and c′. The choices of ∆t for (S1) and (S2) lead to an expected order of

convergence of O(∆t2) (= O(hp)). In the computations below, as mentioned in Remark 3-(iii) and Remark 5-(iii),

we employ a value of ζin at closest lattice point to an upwind point Xn
1
(x) or X̃n

1
(x) for x = xi (d = 1) or xi, j (d = 2)

when the upwind point is outside the domain, where the integer-valued index indicator function I given by (11) is

used.

For ψh : Ω̄h → R and φh = {φn
h

: Ω̄h → R; n = 1, . . . ,NT }, let ‖ · ‖ℓ∞(Ω̄h) and ‖ · ‖ℓ∞(ℓ∞) be norms defined by

‖ψh‖ℓ∞(Ω̄h) = ‖ψh‖ℓ∞(Ω̄h ;R) ≔ max
{|ψh(x)|; x ∈ Ω̄h

}

,

‖φh‖ℓ∞(ℓ∞) ≔ max
{‖φn

h‖ℓ∞(Ω̄h); n = 1, . . . ,NT

}

.

Let Ei j = Ei j(∆t, h), i, j = 1, . . . , d, be errors between a numerical solution ζh = {ζn
h
}NT

n=1
⊂ Vh and a corresponding

exact solution ζ ∈ C([0, T ]; C(Ω̄;Rd×d
sym)) defined by

Ei j = Ei j(∆t, h) ≔
∥

∥

∥[ζh]i j − ζi j

∥

∥

∥

ℓ∞(ℓ∞)
, i, j = 1, . . . , d,

and E11 is denoted by E simply when d = 1.
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Remark 13. To solve the problems proposed in this Section, we are assuming a defined source term and a pre-

scribed velocity field. In addition, we need to establish at least one initial condition and a wall condition where

we can call the flow inlet. The initial condition ζ0
h
(x) is directly derived from the exact solution ζexact(x, 0). The

boundary condition is computed assuming a Dirichlet-type condition, i.e., we use the exact solution ζin = ζ
n
exact(x0)

at the first point of the boundary for a positive velocity field (if un(x) < 0 then the inlet of the domain is located

on the opposite side, making us consider ζn
exact(xN)). Therefore, when we have the case described in Fig. 3, the

interpolated point Xn
1
(x0) at previous time is outside the domain; thus we have imposed the boundary condition

ζn
in

(x) = ζn
exact(x).

For the opposite side of the domain as represented by Fig. 4, we do not impose any wall conditions, since our

method can also be used to update the value of unknown function ζn
in

(xN) on the outflow wall. In addition, it is

also possible to assume a Neumann boundary condition on this wall and then we apply the method until xN−1 and

update the last point as in an explicit scheme ζn
in

(xN) = ζn
in

(xN−1).

More details about the implementation of these strategies can be found in Appendix A.3.

tn−1

tn

x0 = 0 xN = a

characteristic

ζn
in

ζn−1
inXn

1
(x0)

Fig. 3: Sketch of the wall treatment for unknown boundary condition.

t

x

ζn
i
= ζn

i−1
ζn

i−1

0 xN

tn

tn−1

Fig. 4: Sketch of the wall treatment for Neumann boundary condition.

5.1 Examples in one-dimensional space (d = 1)

We consider the next example in one-dimensional space.

Example 1 (d = 1). In problem (9), let d = 1, Ω = (0, 1) and T = 1. We consider three functions for the velocity:

(i) u(x, t) = t, (ii) u(x, t) = x + t, (iii) u(x, t) = sin(x + t),

which imply Γin = {0} (t ∈ (0, T ]). The functions F, ζin and ζ0 are given so that the exact solution is

ζ(x, t) = sin(x + t) + 2.
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We solve Example 1 by (S1) with ∆t = c
√

h for c = 1/50 and (S2) with ∆t = c′h for c′ = 1, where the mesh is

constructed for h = 1/N with N = 10, 20, 40, 80, 160 and 320, the constants c and c′ are as larger as possible in

order to numerically verify the convergence order of the temporal discretizations. Tables 1 and 2 show the values

of error E and their slopes in ∆t. According to the results in the tables, we can confirm that (S1) and (S2) are of

second-order in ∆t for the three cases of velocity, (i), (ii) and (iii). These results are consistent with the theoretical

results in Theorem 2.

Table 1: Example 1 by (S1) with ∆t = c
√

h (c = 1/50): Values of E and their slopes in ∆t.

(i) (ii) (iii)

N E Slope E Slope E Slope

10 1.54 × 10−2 – 3.45 × 10−2 – 2.11 × 10−2 –

20 8.07 × 10−3 1.86 1.83 × 10−2 1.87 1.11 × 10−2 1.86

40 4.15 × 10−3 1.92 9.38 × 10−3 1.92 5.69 × 10−3 1.92

80 2.10 × 10−3 1.96 4.75 × 10−3 1.96 2.88 × 10−3 1.96

160 1.06 × 10−3 1.98 2.39 × 10−3 1.98 1.45 × 10−3 1.98

320 5.31 × 10−4 1.99 1.13 × 10−3 2.16 7.27 × 10−4 1.99

Table 2: Example 1 by (S2) with ∆t = h (c′ = 1): Values of E and their slopes in ∆t.

(i) (ii) (iii)

N E Slope E Slope E Slope

10 4.65 × 10−3 – 8.05 × 10−2 – 1.65 × 10−2 –

20 1.11 × 10−3 2.07 2.19 × 10−2 1.88 5.45 × 10−3 1.60

40 2.68 × 10−4 2.04 5.63 × 10−3 1.96 1.53 × 10−3 1.84

80 6.59 × 10−5 2.03 1.42 × 10−3 1.98 4.02 × 10−4 1.93

160 1.63 × 10−5 2.01 3.58 × 10−4 1.99 1.03 × 10−4 1.97

320 4.06 × 10−6 2.01 8.96 × 10−5 2.00 2.61 × 10−5 1.98

In order to numerically verify that our methodology is stable for small time-steps, we have fixed a coarse mesh

h = 1/40 and the finest mesh h = 1/320 simulating the reduction of the time-step as ∆t(k) =
√

h/50

2k for the first-

order scheme and as ∆t(k) = h
2k for the second-order method. Results for (S1) in Table 3 while in Table 4 we have

described the results for (S2).

According to these tables, we can confirm that our methodologies, first- and second-order spatial discretization

schemes, are unconditionally stable since the errors are decreasing as ∆t is reduced. It is important to highlight

that error for the smallest time-step in Table 4 for h = 1/40 is approximately two order smaller than the error of

the largest time-step, confirming the good stability property of the second-order scheme.

5.2 Examples for the two-dimensional case (d = 2)

We set the next example in two-dimensional space.

Example 2 (d = 2). In problem (9), let d = 2, Ω = (0, 1)d and T = 1. We consider three functions for the velocity:

(i) u(x, t) = (t, t)⊤, (ii) u(x, t) = (x1 + t, x2 + t)⊤,

(iii) u(x, t) = (sin(x1 + x2 + t), sin(x1 + x2 + t))⊤,

which imply Γin = {(s, 0)⊤ ∈ ∂Ω; s ∈ [0, 1]} ∪ {(0, s)⊤ ∈ ∂Ω; s ∈ [0, 1]} (t ∈ (0, T ]). The functions F, ζin and ζ0 are
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Table 3: Example 1 by (S1): reducing the time-step as ∆t(k) =
√

h/50

2k .

h = 0.025

k ∆t Error

0 3.16 × 10−3 1.18375× 10−2

1 1.58 × 10−3 1.08387× 10−2

2 7.91 × 10−4 1.03445× 10−2

3 3.95 × 10−4 1.01025× 10−2

4 1.98 × 10−4 9.98198× 10−3

5 9.88 × 10−5 9.92182× 10−3

6 4.94 × 10−5 9.89128× 10−3

h = 0.003125

k ∆t Error

0 1.12 × 10−3 1.94633× 10−3

1 5.59 × 10−4 1.57935× 10−3

2 2.80 × 10−4 1.39709× 10−3

3 1.40 × 10−4 1.30627× 10−3

4 6.99 × 10−5 1.26087× 10−3

5 3.49 × 10−5 1.23823× 10−3

6 1.75 × 10−5 1.22691× 10−3

Table 4: Example 1 by (S2): reducing the time-step as ∆t(k) = h
2k .

h = 0.025

k ∆t Error

0 2.50 × 10−2 5.63 × 10−3

1 1.25 × 10−2 1.50 × 10−3

2 6.25 × 10−3 4.30 × 10−4

3 3.13 × 10−3 1.58 × 10−4

4 1.56 × 10−3 8.97 × 10−5

5 7.81 × 10−4 7.27 × 10−5

6 3.91 × 10−4 6.84 × 10−5

h = 0.003125

k ∆t Error

0 3.13 × 10−3 8.96 × 10−5

1 1.56 × 10−3 2.34 × 10−5

2 7.81 × 10−4 6.64 × 10−6

3 3.91 × 10−4 2.41 × 10−6

4 1.95 × 10−4 1.36 × 10−6

5 9.77 × 10−5 1.10 × 10−6

6 4.88 × 10−5 1.03 × 10−6

given so that the exact solution is

ζ(x, t) =

[

sin(x1 + x2 + t) + 2 sin(x1 + x2 + t)

sin(x1 + x2 + t) sin(x1 + x2 + t) + 2

]

.

We solve Example 2 by (S1) with ∆t = c
√

h for c = 1/20 and (S2) with ∆t = c′h for c′ = 1/10, where the mesh is

constructed for h1 = h2 = h = 1/N, i.e., N1 = N2 = N, with N = 10, 20, 40 and 80. Tables 5 and 6 show the values

of error E11 and their slopes in ∆t. Slope results for E12 and E22 adopting different velocity fields (i), (ii) and (iii)

are very similar to those obtained for E11; thus they are omitted here in order to save space. We can confirm that
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(S1) and (S2) are of second-order in ∆t in two-dimensional space for the three cases of velocity, (i), (ii) and (iii).

These results are consistent with the theoretical results in Theorem 2.

Table 5: Example 2 by (S1) with ∆t = c
√

h (c = 1/20): Values of E11 and their slopes in ∆t.

(i) (ii) (iii)

N E11 Slope E11 Slope E11 Slope

10 3.87 × 10−2 – 3.84 × 10−2 – 3.87 × 10−2 –

20 1.98 × 10−2 1.94 1.96 × 10−2 1.94 1.98 × 10−2 1.94

40 9.99 × 10−3 1.97 9.94 × 10−3 1.97 9.99 × 10−3 1.97

80 5.03 × 10−3 1.98 5.01 × 10−3 1.98 5.03 × 10−3 1.98

Table 6: Example 2 by (S2) with ∆t = c′h (c′ = 1/10): Values of E11 and their slopes in ∆t.

(i) (ii) (iii)

N E11 Slope E11 Slope E11 Slope

10 2.07 × 10−4 – 2.18 × 10−3 – 9.79 × 10−4 –

20 5.10 × 10−5 2.02 5.35 × 10−4 2.02 2.53 × 10−4 1.95

40 1.27 × 10−5 2.00 1.32 × 10−4 2.02 6.39 × 10−5 1.98

80 3.17 × 10−6 2.00 3.27 × 10−5 2.01 1.61 × 10−5 1.99

5.3 The Oldroyd-B constitutive equation in two-dimensional space

We apply our approximations of the upper-convected time derivative of second-order in time (24) in Theorem 2 for

solving a problem governed by the Oldroyd-B constitutive equation in two-dimensional space; find ζ : Ω×(0, T )→
R

d×d
sym such that

ζ +Wi
▽
ζ = 2(1 − β)D(u) + F in Ω × (0, T ), (37a)

ζ = ζin on Γin × (0, T ), (37b)

ζ = ζ0 in Ω, at t = 0. (37c)

The scheme to solve problem (37) is to find {ζn
h
∈ Vh; n = 1, . . . ,NT } such that

ζn
h (x) +Wi [An,(p)

h
ζh](x) = 2(1 − β)D(un)(x) + Fn(x), x ∈ Ω̄h, n ≥ 1, (38a)

ζ0
h (x) = ζ0(x), x ∈ Ω̄h, (38b)

where An,(p)

h
ζh : Ω̄h → R

d×d
sym is the function defined already by (23). When an upwind point is outside the

domain, we employ a value of ζin at closest lattice point to the upwind point similarly to the case of scheme (32)

as mentioned in Remark 5-(iii). In the following, scheme (38) with p = 1 and p = 2 for problem (37) are called

(S1)′ and (S2)′, respectively.

We set two examples below:

Example 3 (d = 2). In problem (37), let d = 2, Ω = (0, 1)d, T = 1 and β = 1/9. We consider six values of the

Weissenberg number Wi,

Wi = 0.025, 1, 5, 10, 50, 100,

and the following function for the velocity field:

u(x, t) = (sin(x1 + x2 + t), sin(x1 + x2 + t))⊤,
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which implies Γin = {(s, 0)⊤ ∈ ∂Ω; s ∈ [0, 1]} ∪ {(0, s)⊤ ∈ ∂Ω; s ∈ [0, 1]}. The functions F, ζin and ζ0 are given so

that the exact solution is

ζ(x, t) =

[

sin(x1 + x2 + t) + 2 sin(x1 + x2 + t)

sin(x1 + x2 + t) − sin(x1 + x2 + t) + 2

]

.

Example 4 (d = 2, [57]). In problem (37), let d = 2, Ω = (0, 1)d, T = 0.5, β = 0.75 and Wi = 0.25. We consider

the following function for the velocity field:

u(x, t) = (exp(−0.1t) sin(πx1),−π exp(−0.1t)x2 cos(πx1))⊤,

which implies Γin = {(s, 0)⊤ ∈ ∂Ω; s ∈ [0, 1]} ∪ {(0, s)⊤ ∈ ∂Ω; s ∈ [0, 1]}. The functions F, ζin and ζ0 are given so

that the exact solution is

ζ(x, t) =

[

exp(−0.1t) sin(πx1) −π exp(−0.1t)x2 cos(πx1)

−π exp(−0.1t)x2 cos(πx1) exp(−0.1t) sin(πx1) cos(πx2)

]

.

We solve Example 3 by (S1)′ with ∆t = c
√

h for c = 1/50 and (S2)′ with ∆t = c′h for c′ = 1/5, where the

mesh is constructed for h1 = h2 = h = 1/N, i.e., N1 = N2 = N, with N = 10, 20, 40 and 80. In order to

further investigate the errors and the orders of convergence of the schemes for solving problem (37), we give the

results for the three different components ζ11, ζ12 and ζ22. Tables 7 and 8 show the results by (S1)′ and (S2)′,
respectively, for Wi = 0.025. From a quantitative point of view, the results are consistent with the theoretical

results in Theorem 2.

Table 7: Example 3 by (S1)′ with ∆t = c
√

h (c = 1/50): Values of each tensor entry E11, E12, E22 and their slopes

in ∆t for Wi = 0.025.

N E11 Slope E12 Slope E22 Slope

10 2.03 × 10−3 – 2.03 × 10−3 – 2.03 × 10−3 –

20 1.02 × 10−3 1.99 1.02 × 10−3 1.99 1.02 × 10−3 1.99

40 5.11 × 10−4 1.99 5.11 × 10−4 1.99 5.11 × 10−4 1.99

80 2.56 × 10−4 1.99 2.56 × 10−4 1.99 2.56 × 10−4 1.99

Table 8: Example 3 by (S2)′ with ∆t = c′h (c′ = 1/5): Values of each tensor entry E11, E12, E22 and their slopes in

∆t for Wi = 0.025.

N E11 Slope E12 Slope E22 Slope

10 7.62 × 10−5 – 7.24 × 10−5 – 7.62 × 10−5 –

20 1.89 × 10−6 2.02 1.80 × 10−6 2.01 1.89 × 10−5 2.02

40 4.75 × 10−6 1.99 4.57 × 10−6 1.98 4.75 × 10−6 1.99

80 1.21 × 10−6 1.97 1.17 × 10−6 1.96 1.21 × 10−6 1.97

A computational challenge in viscoelastic fluid flows is the application of high values of the Weissenberg number,

i.e., Wi > 1. In fact, the infamous High Weissenberg Number Problem [18, 23, 33] depends of some particular

factors on viscoelastic flows, as for instance, domain geometry, boundary conditons, fluid type, mesh size, etc.

In summary, this instability is related to the unbounded values of the stress tensor during the transient solution

resulting in the fail of the numerical methods. It is important to highlight that some classical methods, i.e. with-

out stabilization techniques, have failed for Wi = O(1) exhibiting numerical oscillations of the solution. Rougly

speaking, the High Weissenberg Number Problem can be interpreted according to a critical value of the Weis-

senberg number, Wicrit, which the numerical solution is boundly maintained during the simulation of the classical

constitutive formulations. For example, considering the traditional Oldroyd-B model, Fattal and Kupferman [18]

described Wicrit ≈ 0.5 for the cavity flow while Oliveira and Miranda [40] pointed out Wicrit ≈ 1 for unsteady
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viscoelastic flow past bounded cylinders. Moreover, Walters and Webster [58] presented results for the 4 : 1 con-

traction problem with the critical Weissenberg number near to 3. Therefore, there is an effort of the researchers to

circumvent the High Weissenberg Number Problem developing new formulations that can be stable in simulations

with Wi > Wicrit.

It is important to highlight that the schemes presented in this current work can deal with high values of Wi without

the need to employ stabilization strategies. To test the accuracy of (S2)′, we vary the values of Weissenberg number

as Wi = 1, 5, 10, 50, 100 in Example 3 and the results are presented in Table 9. The main focus for varying the

Weissenberg number is to verify the ability of (S2)′ for dealing with the Oldroyd-B constitutive equation defined

on the context of high elasticity. From the results presented in Table 9, we can notice that the numerical order

of convergence of (S2)′ is of second-order in both time and space, and that the effect of varying the Weissenberg

number is not significant for this example.

Table 9: Example 3 by (S2)′ with ∆t = c′h (c′ = 1/5) and different values of Wi number.

Wi = 1.0

N E11 Slope E12 Slope E22 Slope

10 1.55 × 10−3 – 1.06 × 10−3 – 5.54 × 10−4 –

20 4.23 × 10−4 1.88 2.93 × 10−4 1.85 1.48 × 10−4 1.91

40 1.09 × 10−4 1.95 7.65 × 10−5 1.94 3.79 × 10−5 1.96

80 2.77 × 10−5 1.98 1.95 × 10−5 1.98 9.58 × 10−6 1.99

Wi = 5

N E11 Slope E12 Slope E22 Slope

10 1.97 × 10−3 – 1.37 × 10−3 – 7.13 × 10−4 –

20 5.36 × 10−4 1.87 3.80 × 10−4 1.85 1.97 × 10−4 1.86

40 1.39 × 10−4 1.95 9.90 × 10−5 1.94 5.14 × 10−5 1.94

80 3.51 × 10−5 1.98 2.52 × 10−5 1.98 1.31 × 10−5 1.97

Wi = 10

N E11 Slope E12 Slope E22 Slope

10 2.03 × 10−3 – 1.42 × 10−3 – 7.38 × 10−4 –

20 5.54 × 10−4 1.87 3.93 × 10−4 1.85 2.04 × 10−4 1.85

40 1.43 × 10−4 1.94 1.03 × 10−4 1.94 5.35 × 10−5 1.93

80 3.63 × 10−5 1.98 2.61 × 10−5 1.98 1.36 × 10−5 1.97

Wi = 50

N E11 Slope E12 Slope E22 Slope

10 2.08 × 10−3 – 1.46 × 10−3 – 7.59 × 10−4 –

20 5.69 × 10−4 1.87 4.05 × 10−4 1.85 2.11 × 10−4 1.85

40 1.47 × 10−4 1.95 1.06 × 10−4 1.94 5.53 × 10−5 1.93

80 3.72 × 10−5 1.98 2.68 × 10−5 1.98 1.41 × 10−5 1.97

Wi = 100

N E11 Slope E12 Slope E22 Slope

10 2.09 × 10−3 – 1.46 × 10−3 – 7.62 × 10−4 –

20 5.71 × 10−4 1.87 4.06 × 10−4 1.85 2.12 × 10−4 1.85

40 1.48 × 10−4 1.95 1.06 × 10−4 1.94 5.55 × 10−5 1.93

80 3.74 × 10−5 1.98 2.69 × 10−5 1.98 1.42 × 10−5 1.97

Finally, example 4 employs the manufactured solution used by Venkatesan and Ganesan [57]. Notice that in this

study we are investigating the numerical behavior of the schemes for non-homogeneous boundary conditions in

parts of the domain. Table 10 describes the results for Example 4 by (S2)′ with ∆t = c′h for c′ = 1/10, where the

mesh is constructed for h1 = h2 = h = 1/N, i.e., N1 = N2 = N, with N = 10, 20, 40 and 80. From this table we can

see that these results are consistent with our truncation error analysis in Theorem 2.
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Table 10: Example 4 by (S2)′ with ∆t = c′h (c′ = 1/10): Values of each tensor entry E11, E12, E22 and their slopes

in ∆t for Wi = 0.25 and β = 0.75.

N E11 Slope E12 Slope E22 Slope

10 4.10 × 10−3 – 7.64 × 10−2 – 1.98 × 10−2 –

20 1.02 × 10−3 2.01 2.11 × 10−3 1.86 5.19 × 10−3 1.93

40 2.82 × 10−4 1.86 5.83 × 10−4 1.85 1.32 × 10−3 1.97

80 7.47 × 10−5 1.91 1.54 × 10−4 1.92 3.30 × 10−4 2.00

6 Conclusions

The application of the generalized Lie derivative (GLD) for constructing schemes to deal with the upper-convected

time derivative is an alternative form in the numerical solution of constitutive equations. In spite of the success of

this strategy firstly proposed by Lee and Xu [25], to the best knowledge of the authors, the methodology was only

applied in the context of finite elements. In this work, we have combined a Lagrangian framework with GLD to

develop new second-order finite difference approximations for the upper-convected time derivative. Particularly,

the schemes are constructed based on bilinear and biquadratic interpolation operators for solving a simple model

in one- and two-dimensional spaces. The schemes are explicit and no CFL condition is required as the Lagrangian

framework is employed. Truncation errors of O(∆t2 + hp) (p = 1, 2) for the finite difference approximations of the

the upper-convected time derivative have been proved. A numerical integration of composite functions may cause

an instability in the case of Lagrangian finite element method, our schemes, however, do not have such instability

since there is no numerical integration thanks to the finite difference method. According to our numerical results

for simplified model equations, the new finite difference schemes can reach second-order of accuracy in time and

space (p = 2) corroborating with the theoretical analysis. Moreover, the proposed strategy has been also applied to

solve a two-dimensional Oldroyd-B constitutive equation subjected to a prescribed velocity field. The results have

been very satisfactory since the increasing of the Weissenberg number did not influence the good properties of

accuracy and stability of the finite difference approximations. As a future work, we intend to extend our schemes

for solving viscoelastic fluid flows governed by different constitutive equations at high Weissenberg numbers.

Appendix

A.1 Proofs of properties in (5)

Firstly, we prove (5a). The second equality of (5a) is obtained immediately from the definition of L in (4) as

Li j(x, t; t1, t1) =
[ ∂

∂z j

Xi(z, t1; t1)
]

|z=X(x,t;t1)
=
[ ∂

∂z j

zi

]

|z=X(x,t;t1)
=
[

δi j

]

|z=X(x,t;t1)
= δi j,

where δi j (i, j = 1, . . . , d) is Kronecker’s delta function. For the first equality of (5a), we prove

I = L(x, t; t1, t2)L(x, t; t2, t1). (A.1)

Let x ∈ Ω̄ and t1, t2 ∈ [0, T ] be fixed arbitrarily. For any y ∈ Ω̄, it holds that

y = X
(

X(y, t2; t1), t1; t2
)

,

which is equivalent to

yi = Xi(X(y, t2; t1), t1; t2), i = 1, . . . , d. (A.2)

The differentiation of both sides of (A.2) with respect to y j ( j = 1, . . . , d) implies that

δi j =
∂

∂y j

(

Xi(X(y, t2; t1), t1; t2)
)

=

d
∑

k=1

[ ∂

∂zk

Xi(z, t1; t2)
]

|z = X(y, t2; t1)

[ ∂

∂z j

Xk(z, t2; t1)
]

|z = y. (A.3)
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Substituting X(x, t; t2) into y in (A.3) and using X(X(x, t; t2), t2; t1) = X(x, t; t1), we get

δi j =

d
∑

k=1

[ ∂

∂zk

Xi(z, t1; t2)
]

|z = X(x, t; t1)

[ ∂

∂z j

Xk(z, t2; t1)
]

|z = X(x, t; t2)
=

d
∑

k=1

Lik(x, t; t1, t2)Lk j(x, t; t2, t1),

which implies (A.1). Thus, the first equality of (5a) holds true.

Secondly, we prove (5b). From the definition of L in (4), we have

∂

∂s
Li j(x, t; t1, s) =

[ ∂

∂s

∂

∂z j

Xi(z, t1; s)
]

|z = X(x, t; t1)

=
[ ∂

∂z j

∂

∂s
Xi(z, t1; s)

]

|z = X(x, t; t1)
=
[ ∂

∂z j

ui

(

X(z, t1; s), s
)

]

|z = X(x, t; t1)

=

[
d
∑

k=1

∂ui

∂xk

(

X(z, t1; s), s
) ∂

∂z j

Xk(z, t1; s)

]

|z = X(x, t; t1)
=

d
∑

k=1

∂ui

∂xk

(

X(x, t; s), s
)

[ ∂

∂z j

Xk(z, t1; s)
]

|z = X(x, t; t1)

=

d
∑

k=1

[∇u]ik

(

X(x, t; s), s
)

Lk j(x, t; t1, s),

which implies (5b).

Finally, we prove (5c). Property (5a) gives an identity,

I = L(x, t; t1, s)L(x, t; s, t1).

Considering the derivative of the identity above with respect to s, we have

0 =
∂

∂s

[

L(x, t; t1, s)L(x, t; s, t1)
]

=
[ ∂

∂s
L(x, t; t1, s)

]

L(x, t; s, t1) + L(x, t; t1, s)
[ ∂

∂s
L(x, t; s, t1)

]

= (∇u)
(

X(x, t; s), s
)

L(x, t; t1, s)L(x, t; s, t1) + L(x, t; t1, s)
[ ∂

∂s
L(x, t; s, t1)

]

(by (5b))

= (∇u)
(

X(x, t; s), s
)

+ L(x, t; t1, s)
[ ∂

∂s
L(x, t; s, t1)

]

(by (5a)),

which completes the proof of (5c) as

∂

∂s
L(x, t; s, t1) = −L(x, t; t1, s)−1(∇u)

(

X(x, t; s), s
)

= −L(x, t; s, t1)(∇u)
(

X(x, t; s), s
)

(by (5a)).

A.2 Proof of (8)

For the sake of simplicity, we employ simple notations, L(·, ·) = L(x, t; · , · ) and X = X(x, t; · ), as there is no

confusion. From the definition of the generalized Lie derivative in (7) and the properties of L in (5), we have

(Luζ)(x, t) = (Luζ)
(

X(s), s
)

|s=t
= L(t, s)

∂

∂s

[

L(s, t)ζ
(

X(s), s
)

L(s, t)⊤
]

L(t, s)⊤|s=t

= L(t, s)

[

( ∂

∂s
L(s, t)

)

ζ
(

X(s), s
)

L(s, t)⊤ + L(s, t)
( ∂

∂s
ζ
(

X(s), s
)

)

L(s, t)⊤ + L(s, t)ζ
(

X(s), s
)

( ∂

∂s
L(s, t)⊤

)

]

L(t, s)⊤|s=t

= L(t, s)

[

(

−L(s, t)(∇u)
(

X(s), s
)

)

ζ
(

X(s), s
)

L(s, t)⊤ + L(s, t)
Dζ

Dt

(

X(s), s
)

L(s, t)⊤

+ L(s, t)ζ
(

X(s), s
)

(

−L(s, t)(∇u)
(

X(s), s
)

)⊤]
L(t, s)⊤|s=t

= L(t, s)

[

−L(s, t)(∇u)
(

X(s), s
)

ζ
(

X(s), s
)

L(s, t)⊤ + L(s, t)
Dζ

Dt

(

X(s), s
)

L(s, t)⊤
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− L(s, t)ζ
(

X(s), s
)

(∇u)⊤
(

X(s), s
)

L(s, t)⊤
]

L(t, s)⊤|s=t

=

[

−(∇u)
(

X(s), s
)

ζ
(

X(s), s
)

+
Dζ

Dt

(

X(s), s
) − ζ(X(s), s

)

(∇u)⊤
(

X(s), s
)

]

|s=t

= −(∇u)(x, t)ζ(x, t) +
Dζ

Dt
(x, t) − ζ(x, t)(∇u)⊤(x, t),

which completes the proof of (8).

A.3 Pseudo-codes for the proposed scheme

The Algorithm A.1 contains the steps of the interpolation process for the evaluated function on the characteristic

curve at a previous time.

The main algorithm (see Algorithm A.2) has all declarations and computations used to update the numerical

solution on time.

Algorithm A.1 Interpolation algorithm

Require: yn
i, j,hd(d = 1, 2), (i, j), ΛΩ, p, xi, j, Ω̄h and ζh.

1: Calculate the index on the discretized mesh (i0, j0) ∈ ΛΩ, i.e., index(yn
i, j

) = (i0, j0).

2: Calculate η
(p)

i0
and η

(p)

j0
3: if p = 1 then

η
(1)
i0

(x; h1) ≔







































x − xi0−1

h1

(

x ∈ [xi0−1, xi0 )
)

,

xi0+1 − x

h1

(

x ∈ [xi0 , xi0+1]
)

,

0
(

otherwise
)

,

and the same to calculate the function η
(1)
j0

using the index j0 and space-step h1.

4: else

η
(2)
i0

(x; h1) ≔







































x − xi0−1

h1

·
x − xi0−2

2h1

(

x ∈ [xi0−2, xi0 )
)

,

xi0+1 − x

h1

·
x − xi0+2

2h1

(

x ∈ [xi0 , xi0+2]
)

,

0
(

otherwise
)

,

and the again to compute the function η
(2)
j0

using the index j0 and space-step h2.

5: end if

6: Define the basis function ϕ
(p)

i0, j0
as

ϕ
(p)

i0, j0
(yn

i, j) ≔ η
(p)

i0
(yn

i ; h1)η
(p)

j0
(yn

j ; h2).

7: Compute the interpolation of the given function ζh at yn
i, j

by

Z
1,(p)

i, j
≔
(

Π
(p)

h
ζh

)

(yn
i, j) =

∑

xi, j∈Ω̄h

ζh(xi, j)ϕ
(p)

i0, j0
(yn

i, j).

return Z
1,(p)

i, j
.
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Algorithm A.2 Main algorithm

Require: The domain Ω with ad (d = 1, 2), division numbers Nd (d = 1, 2), interpolation order p, final time T ,

time step ∆t and the exact solution ζn
exact(xi, j).

1: Calculate hd = ad/Nd (d = 1, 2) and Ω̄h, where Nd (d = 1, 2) are even numbers and Md = Nd/2 (d = 1, 2) for

p = 2, the indexes domain ΛΩ = {(i, j); i = 0, . . . ,N1, j = 0, . . . ,N2} and the number of time steps NT .

2: Initialize the value ζn
in

(xi, j) = ζn
exact(xi, j) for n = 0 with (i, j) ∈ ΛΩ and xi, j ∈ Γin = {(s, 0)⊤ ∈ ∂Ω; s ∈

[0, 1]} ∪ {(0, s)⊤ ∈ ∂Ω; s ∈ [0, 1]} (t ∈ (0, T ]).

3: Define the functions un
i, j, ∇un

i, j and Fn
i, j.

4: Set n = 1.

5: for (i, j) ∈ ΛΩ do

6: Calculate the interpolation point y1
i, j
≔ Xn

1
(xi, j) = xi, j − u1

i, j
∆t.

7: if (y1
i, j
< Ω̄) then

ζ1
i, j = ζ

1
in(xi, j).

8: else

9: Compute ∇un
i, j

and Fn
i, j

using the velocity field un
i, j

.

10: Use Algorithm A.1 for yn
i, j

to get Z
1,(p)

i, j
=
(

Π
(p)

h
ζh

)

(y1
i, j

).

11: Update ζ1
i, j by an approximation of first order in time

ζ1
i, j =
[

I + ∆t(∇u1
i, j)
]

Z
1,(p)

i, j

[

I + ∆t(∇u1
i, j)
]⊤
+ ∆tF1

i, j.

12: end if

13: end for

14: while n ≤ NT do

15: for (i, j) ∈ ΛΩ do

16: Calculate the interpolation points yn
i, j
= Xn

1
(xi, j) = xi, j − un

i, j
∆t and ỹn

i, j
= X̃n

1
(xi, j) = xi, j − 2un

i, j
∆t.

17: if (yn
i, j
< Ω̄ or ỹn

i, j
< Ω̄) then

ζn
i, j = ζ

n
in(xi, j)

18: else

19: Compute ∇un
i, j

and Fn
i, j

using the velocity field un
i, j

20: Use Algorithm A.1 for yn
i, j

to get Z
n,(p)

i, j
=
(

Π
(p)

h
ζh

)

(yn
i, j

) and solve again for ỹn
i, j

to get Z̃
n,(p)

i, j
=

(

Π
(p)

h
ζh

)

(ỹn
i, j

).

21: Update ζn
i. j

by an approximation of second order in time

ζn
i, j =

4

3

[

I + ∆t(∇un
i, j)
]

Z
n,(p)

i, j

[

I + ∆t(∇un
i, j)
]⊤

− 1

3

[

I + 2∆t(∇un
i, j)
]

Z̃
n,(p)

i, j

[

I + 2∆t(∇un
i, j)
]⊤
+

2∆t

3
Fn

i, j.

22: end if

23: end for

24: n← n + 1.

25: end while
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[5] M. Benı́tez and A. Bermúdez. Numerical analysis of a second-order pure Lagrange–Galerkin method for

convection-diffusion problems. Part I: Time discretization. SIAM Journal on Numerical Analysis, 50(2):858–

882, 2012.
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