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Abstract. In this paper, we introduce a new algorithm for rare event estimation based on
adaptive importance sampling. We consider a smoothed version of the optimal importance sampling
density, which is approximated by an ensemble of interacting particles. The particle dynamics is
governed by a McKean–Vlasov stochastic differential equation, which was introduced and analyzed
in (Carrillo et al., Stud. Appl. Math. 148:1069–1140, 2022) for consensus–based sampling and
optimization of posterior distributions arising in the context of Bayesian inverse problems. We
develop automatic updates for the internal parameters of our algorithm. This includes a novel time
step size controller for the exponential Euler method, which discretizes the particle dynamics. The
behavior of all parameter updates depends on easy to interpret accuracy criteria specified by the
user. We show in numerical experiments that our method is competitive to state-of-the-art adaptive
importance sampling algorithms for rare event estimation, namely a sequential importance sampling
method and the ensemble Kalman filter for rare event estimation.
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1. Introduction. In reliability assessments of technical systems, it is often cru-
cial to estimate the probability of failure of the system. For a system performance
depending on d-dimensional uncertain inputs, the notion of failure is encoded in a
limit state function (LSF) G : Rd → R, whose positive values indicate safe system
states and non-positive values indicate failure states. If the uncertain inputs follow
some distribution that has the density π with respect to the Lebesgue measure on
Rd, then the probability of failure Pf is defined as the probability mass of all failure
states. Namely,

(1.1) Pf =

∫
G≤0

π(x)dx.

Assumption 1. In (1.1) π is the density of the standard normal distribution.

This is a common assumption, as in practice one can often find a computable trans-
formation T , such that replacing G by G ◦ T and π by the standard normal density
in (1.1) does not change the probability of failure, cf. [17, 10].

In safety-critical engineering applications, the probability of failure is small, i.e.,
failure of the system is a rare event. Moreover, the evaluation of the limit state func-
tion is often computationally expensive, e.g., when the system response is modeled
through the numerical solution of a partial differential equation. Thus the estimation
of Pf with crude Monte Carlo is often intractable. For this reason, several alternative
methods for rare event estimation have been developed. Approximation methods, for
example the first-order reliability method (FORM) [15, 9], determine the most likely
failure point and approximate the surface of the failure domain {G ≤ 0} near this
point by a suitable Taylor expansion. The probability of failure is then estimated
by the probability mass of the approximate failure domain. Sampling-based methods
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aim at improving the Monte Carlo estimate of Pf in (1.1) through reducing its vari-
ance. Prominent variance reduction methods are importance sampling methods, such
as sequential importance sampling (SIS) [27], and cross entropy–based importance
sampling [29, 26], and splitting methods such as subset simulation [1, 2]. Recently, a
sampling method termed Ensemble Kalman Filter for rare event estimation (EnKF)
has been proposed that simulates the dynamics of a stochastic differential equation
to obtain failure samples [34]. Here the stochastic dynamics of the ensemble Kalman
filter for Bayesian inverse problems (EKI) [19, 30] is modified and used to move a
sample from the density π towards the surface of the failure domain. The resulting
sample then forms the basis for an importance sampling step to estimate Pf .

In this paper we propose a new sampling method for rare event estimation. Our
method is similar to the EnKF method in [34], as it also produces a sample for
importance sampling by simulating the dynamics of a certain stochastic differential
equation (SDE). The SDE has been proposed in [5] for sampling from the posterior
distribution in Bayesian inverse problems using a consensus-building mechanism. The
algorithm in [5] is called consensus–based sampling. The process of consensus building
has been known for a long time [31], and has recently experienced a new wave of
interest in the literature in the context of derivative-free optimization methods [32].
In particular, advances have been made to make the often heuristic methods amenable
to rigorous mathematical proofs on the convergence properties of these methods. A
successful ansatz considers the mean field limit, i.e., the limit of the number of particles
J → ∞ and studies the resulting distribution. It is then possible to show that a
consensus–based optimization algorithm converges to the global minimizer of a given
objective function if certain conditions are fulfilled [4, 12]. Similar theoretical results
about the SDE we consider in this paper are proved by the authors of [5]. We will
use their results as the motivation for our algorithm.

Our contributions are the following. We show how consensus–based sampling can
be used for rare event estimation, develop the details of the resulting algorithm, and
study its performance in comparison to SIS in [27] and to the EnKF in [34]. The al-
gorithm has two main ingredients, namely consensus–based sampling and importance
sampling. The latter is not only used for producing the final estimate of Pf in (1.1)
but also informs the concrete application of consensus–based sampling.

1.1. Outline. We review importance sampling in Section 2. The consensus-
based sampling dynamics is discussed in Section 3, including a time-discrete particle
approximation of the associated SDE. In Section 4 we present our algorithm, including
the main idea in subsection 4.1, the parameters of the algorithm in subsection 4.2,
and the automatic parameter tuning in subsections 4.3–4.5. In Section 5 we compare
our algorithm to the EnKF method in [34]. Finally, in Section 6 we present several
numerical experiments with benchmark problems.

1.2. Notation. Before we start, let us introduce some notation used through-
out the rest of the paper. Let i = 1 : N be the shorthand of i ∈ {1, 2, . . . , N − 1, N}
for some positive integer N . A sample (xj)j=1:J ⊂ Rd is denoted by x. If the con-
crete number of of sample points J ∈ N+ does not matter we introduce the variables
x1, . . . , xJ ⊂ Rd by their shorthand x ⊂ Rd. Somewhat inaccurately, we will also
talk about the distribution of a sample and write “x ∼ µ” for some distribution
µ. What we mean by this formulation is that there are J Rd-valued random vari-
ables X1, . . . , XJ defined on some probability space (Ω,F ,P) and a ω ∈ Ω such that
Law(Xj) = µ and Xj(ω) = xj for j = 1 : J . Furthermore, we call a sample i.i.d. if
the underlying random variables X1, . . . , XJ are statistically independent. If the only
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thing we know and care about a specific distribution is its density, we will denote the
distribution by the density itself. Furthermore, given a symmetric positive definite
matrix A ∈ Rd×d and a vector x ∈ Rd we denote the Euclidean norm, | · |, of A−1/2x
by |x|A. We use A > 0 to denote a positive definite matrix A. The identity matrix in
d dimensions is denoted by Id. N (a,A) denotes a Gaussian random vector with mean
vector a and covariance matrix A. Finally, the indicator function of a set S ⊂ Rd is
denoted by 1S .

2. Importance Sampling. Importance sampling (see e.g. [25, Ch. 9]) is a mod-
ification of Monte Carlo sampling that can yield estimates with a smaller coefficient
of variation. The coefficient of variation, defined in (2.2) is the natural performance
metric in the context of rare event estimation as it can be readily estimated. It
also coincides with the relative L2 error of the estimate if the estimate is unbiased.
Sometimes the relative L2 error is also called the relative root mean square error.

Let us highlight the deficiencies of Monte Carlo sampling and how importance
sampling addresses them. Let x ∼ π be a sample for the density π. The Monte Carlo
estimate of Pf in (1.1) based on x is given by

(2.1) P̂MC
f :=

1

J

∑
j=1:J

1{G≤0}(xi).

If the sample points in x are independent, then the coefficient of variation can be
computed explicitly:

(2.2) C.O.V.(P̂MC
f ) :=

√
Var[P̂MC

f ]

E[P̂MC
f ]

=

√
E[(P̂MC

f − Pf )2]

Pf
=

√
1− Pf
JPf

.

Thus, if Pf is small, say 10−k, we would need 10k+2 samples to achieve a coefficient of
variation of 10%. Importance sampling aims at reducing the variance of the estimate
in (2.1) by sampling from an alternative density µ instead of the density π. The only
necessary condition on the new density to ensure that the estimator remains unbiased
is supp(µ) ⊆ supp(π). The new estimate with x ∼ µ reads

(2.3) P̂ IS
f =

1

J

∑
j=1:J

π(xj)1{G≤0}(xi)

µ(xj)
.

The selling point of importance sampling is the new degree of freedom µ. We can
choose µ in such a way that C.O.V.(P̂ IS

f ) becomes small. There is an optimal choice
of µ leading to a vanishing coefficient of variation. Namely, using the so-called optimal
importance sampling density

(2.4) µopt(x) :=
π(x)1{G≤0}(x)

Pf

yields Var[P̂ IS
f ] = 0. Unfortunately, µopt is computationally unavailable since we

would need to know the value of Pf and the failure domain {G ≤ 0}. Nonetheless,
many algorithms, and indeed the algorithm we present in Section 4, sample from a
computationally available approximation of µopt.
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3. Consensus–Based Sampling. In the following, we introduce the dynamics
of consensus–based sampling as presented in [5]. Let f : Rd → R be a continuous
function. We call f the energy function, which is motivated by the nomenclature used
in physics for the exponent of the Gibbs distribution [18, Ch. 15.9.3]. The consen-
sus–based sampling dynamics are given by the following McKean–Vlasov stochastic
differential equation,

dXt = (−Xt +mβ(Law(Xt)))dt+
√

2cbeta(Law(Xt))dWt,(3.1)

mβ(ν) =

∫
Rd

ye−βf(y)

Z
dν(y),(3.2)

cβ(ν)2 = (1 + β)

[∫
Rd
yyT

e−βf(y)

Z
dν(y)−mβ(ν)mβ(ν)T

]
,(3.3)

Z =

∫
Rd
e−βf(y)dν(y),(3.4)

where Wt is a d-dimensional Wiener process, mβ(ν) is the reweighted mean, and
cβ(ν)2 is the reweighted and scaled covariance of the probability measure ν. Finally,
β > 0 is a parameter called the inverse temperature.

The authors of [5] show that, given certain conditions on f and β, the process
Xt in (3.1) has an equilibrium distribution which is arbitrarily close to the Laplace
approximation associated with the density τ ∝ e−f . We want to provide an intuition
for this result. The integral in mβ(ν) weights each y ∈ supp(ν) according to ν itself
times a factor proportional to e−βf(y). Thus, as β increases, the probability mass
of Xt is concentrated around the minimizer of f on supp(ν). Now we can think of
the drift −Xt + mβ(Law(XT )) as a vector pointing from the current position of the
process towards the minimizer of f . In the limit β →∞ , this behavior is known as the
Laplace principle, [8, Thm. 4.3.1]; for a quantitative formulation of the phenomenon
see [12, Prop. 21]. The diffusion cβ(Law(Xt)) on the other hand ensures that the
covariance of Xt approximates the curvature of f at the minimizer of f . In particular,
we note that the reweighting of Law(Xt) in (3.3) requires the scaling factor 1 + β to
avoid a degenerate diffusion term for β →∞, cf. [5, Prop. 3].

Let us now make the above intuition more rigorous by stating some of the results
from [5]. Firstly, if f is of the form 1/2|x − a|2A (i.e., if τ is Gaussian) and Law(X0)
is Gaussian as well, then Xt converges in distribution to N (a,A) for t → ∞, cf.
[5, Prop. 3]. In our application we will deal with a non-quadratic energy function
f , see Section 4.1. For this setting, the authors of [5] provide a convergence result
for the case d = 1, and conjecture that convergence holds for d > 1 as well. If the
density τ has the Laplace approximation τ̂ , that is τ̂ is the Gaussian centered at the
global minimum x∗ of f with covariance f ′′(x∗)−1, then the process Xt solving (3.1)
converges locally to an equilibrium distribution that is arbitrarily close to τ̂ . We
restate this result in Theorem 3.1.

Assumption 2. The energy function f : R→ R satisfies the following conditions:
(i) f is smooth.

(ii) There is a l > 0 such that f ′′(x) > l for all x ∈ R.

(iii) For all i ∈ N there is a λi ∈ R such that supx∈R e
−λix2 |f (i)(x)| <∞.

Theorem 3.1 (Approximation of non–Gaussian Target, [5, Thm. 3]). Let f
satisfy the conditions in Assumption 2. Then the target distribution τ ∝ e−f has the
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Laplace approximation N (a,A) with

(3.5) a = x∗, A =
1

f ′′(x∗)
> 0.

Let the process Xt be a solution of the SDE (3.1) with the initial distribution X0 ∼
N (a0, A0). Furthermore, assume that A0 > 0 and that the initial distribution is close
to the Laplace approximation N (a,A) in (3.5), that is,∣∣∣∣∣∣

a0

A0

−
a
A

∣∣∣∣∣∣ ≤ r < A.

Then there is a constant K > 0 and a constant β0 > 0 depending on f and r such
that for any β ≥ β0 the SDE (3.1) has an equilibrium distribution N (a∞, A∞) with∣∣∣∣∣∣

a∞
A∞

−
a
A

∣∣∣∣∣∣ ≤ K

β
.

Moreover, Xt converges to the equilibrium distribution if β is sufficiently large,

(3.6)

∣∣∣∣∣∣
 E[Xt]

Cov[Xt]

−
a∞
A∞

∣∣∣∣∣∣ ≤ e−(1− 2K
β )t

∣∣∣∣∣∣
a0

A0

−
a∞
A∞

∣∣∣∣∣∣ .
3.1. Time Discrete Particle Approximation. To take advantage of the the-

oretical insights we have cited above, we need a computationally available approxi-
mation of the dynamics in (3.1). In this, we will also follow the authors of [5]. They
use a time discretization reminiscent of the exponential Euler method for ODEs, cf.
[16], and the Euler–Maruyama Method for SDEs, cf. [21, Ch. 9.1]. Let us call the
discretization from [5] the exponential Euler–Maruyama method and derive it from
the exact solution formula of (3.1), cf. [21, Ch. 4.2]. If Xt is the solution of (3.1) on
the interval [t, t+ h], we have

Xt+h = e−hXt +

∫ t+h

t

es−t−hmβ(Law(Xs))ds+
√

2

∫ t+h

t

es−t−hcβ(Law(Xs))dWs.

If we evaluate the coefficients mβ and cβ in the integrals only at time t (like in a
normal Euler step), the right hand side reads

e−hXt +mβ(Law(Xt))

∫ t+h

t

es−t−hds+
√

2cβ(Law(Xt))

(∫ t+h

t

e2(s−t−h)ds

)1/2

ξ

= e−hXt + (1− e−h)mβ(Law(Xt)) +
√

1− e−2hcβ(Law(Xt))ξ.

Here we used the fact that
∫ t+h
t

g(s)dWs
d
= N

(
0,
∫ t+h
t

g(s)2ds
)

for any square inte-

grable function g : R → R and introduced the random variable ξ ∼ N (0, Id). This
yields the stochastic difference equation studied in [5]:

X0 = X0,

Xn+1 = αXn + (1− α)mβ(Law(Xn)) +
√

1− α2cβ(Law(Xn))ξn,

(ξn)n∈N
i.i.d.∼ N (0, Id).

(3.7)
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Here we set α = e−h where h > 0 is the (fixed) time step size of the discretization.
As the underlying SDE is a McKean–Vlasov SDE, we need to add a second dis-

cretization step, which replaces Law(Xn) by the empirical law of a particle ensemble.
Thus, we fix some J ∈ N+ and define the following particle approximation of (3.7),

x0 i.i.d.∼ X0,

xn+1
j = αxnj + (1− α)mβ(xn) +

√
1− α2cβ(xn)ξnj , j = 1 : J,

(ξnj )n∈N,j=1:J
i.i.d.∼ N (0, Id).

(3.8)

Here, with some abuse of notation, we define the coefficients mβ(x) and cβ(x) of the
sample as the coefficients of (3.1) evaluated in the empirical measure 1/N

∑
j=1:J δxj ,

where δx is the Dirac measure in the point x. For the coefficients this means

mβ(x) =
∑
j=1:J

e−βf(xj)∑
k=1:J e

−βf(xk)
xj ,

cβ(x)2 = (1 + β)

∑
j=1:J

e−βf(xj)∑
k=1:J e

−βf(xk)
xjx

T
j −mβ(x)mβ(x)T

 .

(3.9)

Importantly, this sequence of ensembles can be computed if we can sample from the
initial distribution Law(X0).

Remark 3.2 (Other Theoretical Properties). The paper [5], where the SDE (3.1)
has debuted, does not prove the existence or uniqueness of its solution(s). The lack
of theoretical results extends also to the approximations (3.7) and (3.8): We do not
know if they converge to the original SDE. Therefore the paper [5] also proves the
following result for the time discrete process (3.7), cf. [5, Thm. 3]. If the assumptions
of Theorem 3.1 hold true, we also have for all n ∈ N:

(3.10)

∣∣∣∣∣∣
 E[Xn]

Cov[Xn]

−
a∞
A∞

∣∣∣∣∣∣ ≤
(
α+ (1− α2)

K

β

)n ∣∣∣∣∣∣
a0

A0

−
a∞
A∞

∣∣∣∣∣∣ .
4. CBREE Algorithm. In this section we present the novel algorithm called

Consensus–Based Rare Event Estimation (CBREE). First, we explain the main idea
in Section 4.1. Next, we present a pseudocode formulation of CBREE in Algorithm
4.1. Finally, we work out the details in Sections 4.2–4.6.

4.1. Main Idea. In this section, we explain how to employ consensus–based
sampling for importance sampling. We assume that the particle approximation (3.8)
inherits the theoretical properties of the consensus–based sampling dynamics in The-
orem 3.1. To produce a point estimate of Pf with a small coefficient of variation,
we would like to obtain a sample that approximates the optimal importance sam-
pling density µopt from (2.4). For this reason, we choose an appropriate target
density τ ∝ e−f in Theorem 3.1. Assume we have a smooth approximation I of
the indicator function 1R−0

of the form I(x, s) → 1R−0
(x) for s → ∞ a.e., where s

denotes the so-called smoothing parameter. Then we define our target density as
τ = π(x, s) ∝ I(G(x), s)π(x). Many choices are conceivable and have been used for
the approximation I. While [27] uses Φ(−sx) where Φ is the cumulative distribution



CONSENSUS-BASED RARE EVENT ESTIMATION 7

function of the one-dimensional standard normal distribution, we have obtained the
best results using a transformed logistic function,

(4.1) I(x, s) =
1

2

(
1− sx√

s2x2 + 1

)
.

µopt

π(·, s) → µopt, s → ∞

Laplace approxima-
tion N (a,A) of π(·, s)

Equilibrium distribu-
tion N (a∞, A∞) of Xt

Time discretization XN of XNh

Particle approximation
(xNj )j=1:J of Law(XN )

Smoothing parameter s

Assume the existence

Inverse temperature β

Time step size h and number of steps N

Sample size J

Fig. 1. Approximation steps performed by the
proposed CBREE method to represent the optimal
importance sampling density µopt.

Now we use the consensus–based
sampling dynamics in (3.1) to ap-
proximate τ . That means we em-
ploy the energy function f(x) =
− log I(G(x), s)π(x) in the particle up-
date of (3.8) to transform the initial
sample x0 in N steps into the ensem-
ble xN . The approximation steps that
lead from the density µopt to the final
sample xN are visualized in Figure 1.
As the diagram indicates, the different
steps introduce several parameters. We
have mentioned the smoothing parame-
ter s > 0. The process Xt behind con-
sensus–based sampling depends on an-
other parameter, the inverse tempera-
ture β > 0, cf. Section 3. Next, the dis-
cretization of the continuous dynamics
in time introduces a time step size h > 0
and number of time steps N ∈ N+, giv-
ing the time discrete process (Xn)n=1:N .
Finally, discretizing (Xn)n=1:N in law
entails replacing Xn by an ensemble of
J particles (xnj )j=1:J ⊂ Rd, cf. Section
3.1. In Sections 4.2–4.5 we will show how
these parameters can be chosen adap-
tively based on a prescribed accuracy of
the final estimate of Pf in (1.1).

Now we explain how we can use the
final sample xN for importance sam-
pling, cf. (2.3). For this, we need to
know the density µN of the sample. If we
assume that for a large sample size J we
have xN ∼ µN ≈ Law(XN ), where XN

is the time discrete process in (3.7), we
can use the density of Law(XN ) for im-
portance sampling. As we furthermore
know that Xn is Gaussian for n > 0
if X0 is Gaussian, cf. [5, Lem. 2], we
assume that µN is Gaussian and esti-
mate its parameters, namely the empir-
ical mean and covariance of xN , to eval-
uate µN .

Let us make clear which assumptions justify the use of xN with a fitted Gaussian
for the importance sampling estimate (2.3):
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(A1) The smoothed optimal importance sampling density π(x, s) ∝ I(G(x), s)π(x)
has a Laplace approximation N (a,A) for some s > 0, which is well suited for
importance sampling.

(A2) The equilibrium distribution N (a∞, A∞) of the SDE (3.1) is close to the
Laplace approximation N (a,A).

(A3) The time-discrete particle approximation (3.8) has approximately the same
equilibrium distribution as the associated SDE in (3.1).

Unfortunately, it is difficult to check (A1) in practice. We note that (A1) imposes
restrictions on the shape of the failure domain {G ≤ 0}. If the problem is multimodal,
i.e., if µopt and π(x, s) have multiple global maxima, then the Laplace approximation is
not well defined. Hence it is not clear if the particle approximation has an equilibrium
distribution and whether this distribution is a good choice for importance sampling.

4.2. Overview of Parameters. The approach in Section 4.1 introduces several
parameters that we need to tune. Our goal is to propose adaptive schemes for each
parameter. Furthermore, we present a stopping criterion that stops the iteration (3.8)
after N steps. If we use the proposed energy function f(x) = − log I(G(x), s)π(x),
we can think of the particle update (3.8) as the function

(4.2) cbs step :
(
xn, sn+1, βn+1, hn+1

)
7→ xn+1.

In our algorithm the parameter triplet (sn+1, βn+1, hn+1) will be adjusted before each
iteration. We have settled on the following ideas.

(P1) The smoothing parameter s controls the distance between the target distribu-
tion π(·, s) and the optimal density µopt. We use an adaptive scheme that has
been successfully used for other importance sampling methods, e.g. [27, 34].

(P2) The inverse temperature β shapes the density used to compute the coefficients
of the SDE (3.1). We use an information measurement proposed by [5] to
adjust β.

(P3) The stepsize h in (3.7) can be adjusted using the established ideas from
adaptive time integrators. We use an ordinary differential equation (ODE)
as a proxy to construct a custom stepsize controller.

(P4) We use an established stopping criterion from [27, 34]. Additionally, we pres-
ent a second stopping criterion that can improve the performance of CBREE.

A pseudocode version of the resulting method is given in Algorithm 4.1. Let us
elaborate on the four items above in the following sections.

4.3. Choosing the Smoothing Parameter. Assumption 1 can be read as
x0 ∼ π(·, 0) = π. In Section 4.1 we have also sketched our reasoning why after a
sufficient number of iterations, say N > 0, the sample xN is approximately distributed
according to the Laplace approximation of π(·, sN ) ≈ µopt. This suggests increasing s
in between the iterations. On the one hand, we want to increase the parameter s fast
enough such that the target distribution π(·, s) is close to µopt after as few iterations
as possible. On the other hand, Theorem 3.1 provides only local convergence. Thus,
the difference sn+1− sn must be small to ensure that the ensemble xn moves towards
the correct attractor, the Laplace approximation of π(·, sn+1).

Our problem of increasing s adaptively is very similar to a situation that arises
in the implementation of sequential importance sampling, cf. [27]. There a sequence
of samples x0,x1, . . . with xn ∼ π(·, sn) and sn < sn+1 for all n ≥ 0 is produced.
There as well, a smaller increment sn+1− sn is associated with more costs and higher
accuracy. Given a user specified tolerance ∆Target > 0 the authors of [27] propose to
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Algorithm 4.1 Consensus-based sampling for rare event estimation (CBREE)

Require:
x0 = (x0

j )j=1:J ⊂ Rd (initial Gaussian ensemble)
εTarget > 0 (tolerance for stepsize selection)
∆Target > 0 (tolerance for convergence check)
Nobs ≥ 2 (length of observation window for divergence check)

1: Compute initial stepsize h1 according to (4.19)
2: for n ∈ N do
3: Compute P̂nf from (4.21) based on xn

4: if convergence check is passed, cf. Section 4.6, then
5: return P̂nf
6: end if
7: if n ≥ Nobs and divergence check is passed, cf. Section 4.6, then
8: return 1

Nobs

∑
k=n−Nobs+1:n P̂

k
f

9: end if
10: Compute sn+1, cf. Section 4.3
11: Compute βn+1, cf. Section 4.4
12: if n ≥ 0 and n is even then
13: Compute hn+1, cf. Section 4.5
14: else
15: hn+1 ← hn

16: end if
17: xn+1 ← cbs step

(
xn, sn+1, βn+1, hn+1

)
, cf. (4.2)

18: end for

choose sn+1 as the minimizer of the function

(4.3) s 7→
(

Ĉ.O.V.(q)−∆Target

)2

, qj =
π(xnj , s)

π(xnj , s
n)
, j = 1 : J

on the domain [sn,∞). Here Ĉ.O.V. is the empirical counterpart to the coefficient of

variation defined in (2.2). This adaptive scheme works, because Ĉ.O.V.(q)2 approx-
imates the quantity

(4.4) ∆(π(·, s), π(·, sn))2 :=

∫
Rd

π(x, s)

π(x, sn)
π(x, s)dx− 1.

For two densities µ and ν with supp(ν) ⊆ supp(µ), the quantity ∆(µ, ν) can be
interpreted as a distance between µ and ν since the following relationship with the

Kullback–Leibler divergence DKL(µ, ν) =
∫
Rd log

(
µ(x)
ν(x)

)
µ(x)dx holds:

∆(µ, ν)2 ≥ eDKL(µ,ν) − 1,

∆(µ, µ)2 = eDKL(µ,µ) − 1 = 0.

Now we come back to our algorithm. If we make the simplifying assumption xn
approx∼

π(·, sn) ∝ I(G, sn)π, i.e., we ignore the fact that xn only approximates the Laplace
approximation of π(·, sn), we are in the setting of sequential importance sampling.
Therefore we propose to also use the update scheme (4.3). We justify ignoring the
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difference between µn and π(·, sn), as in our experience using the actual densities of
xn and xn+1, i.e., changing the weights q in (4.3) to

qj =
µn+1(xnj )

µn(xnj )
,

does not make our method more accurate but only increases the cost (measured in the
number of LSF evaluations). The reason for the cost increase is that the evaluation
of the objective function from (2.4) in s involves fitting the Gaussian µn+1 to the
result of cbs step

(
xn, s, βn+1, hn+1

)
. Finally, our experience also suggests that it is

prudent to limit the increase of s in dependence on the stepsize h > 0. We will explain
the reasoning behind this in Section 4.5. Here we already mention that we introduce
a safety parameter Lip(s) > 0 and restrict the domain of the objective function in
(4.3) to [sn, sn + Lip(s)h]. We will mostly use the choice Lip(s) = 1.

4.4. Choosing the Inverse Temperature. From Theorem 3.1 we know that
the inverse temperature β should be larger than some β0 whose value is unknown
in practice. Instead we follow an update strategy for β developed by authors of the
original consensus–based sampling algorithm, [5]. We should think of the ensemble

xn in (3.8) in combination with the weights wnj =
[
I(G(xnj ), sn+1)π(xnj )

]βn+1

from

(3.9) as a weighted sample. In this context, a larger βn+1 assigns to the point with
the biggest value of I(G(x), sn+1)π(x) a higher weight with respect to the remaining
points. If the distribution of the weights wn is too skewed, only a few LSF evaluations
are effectively contributing to the update formula of the ensemble. This can have
adverse effects on the convergence of the consensus–based sampling algorithm because
we are not using the full information of all J particles to approximate the current law
of the process in (3.7). For this reason, the authors of [5] propose to choose β in a
way that fixes the effective sample size of the weighted sample. The effective sample
size of the ensemble xn weighted by wn is defined as

(4.5) JnESS(β) =

(∑
j=1:J

[
I(G(xnj ), sn+1)π(xnj )

)β)2

∑
j=1:J

[
I(G(xnj ), sn+1)π(xnj )

]2β .

The authors of [5] show that for each J∗ ∈ (1, J) there is a unique β∗ > 0 such that
JESS(β∗) = J∗. Having determined the value of sn+1 we follow [5] and define βn+1

as the solution of

(4.6) JnESS(β) =
J

2
.

4.5. Choosing the Stepsize. The stepsize h > 0 yields the approximation
(Xn)n∈N defined in (3.7) of the continuous process (Xt)t≥0 from (3.1). In the theory
of discretizing ODEs, the subject of stepsize control is fairly advanced, see e.g. [14,
Ch. II.4]. Stepsize selection in the context of SDEs, on the other hand, is more
involved as one needs to sample a stochastic process: If a timestep is rejected, the
ensuing resampling of the process has to take into account the earlier samples, cf.
[3, Sec. 4]. Furthermore, we would like to work with the original time discretization
scheme (3.7) to make use of the convergence result (3.10). To our knowledge, there is
no adaptive exponential Euler method for SDEs. For these reasons, we have developed
an unconventional stepsize control for the application at hand.
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Firstly, we show that there is a readily available ODE discretization whose stepsize
we can control instead of directly controlling the stepsize of the SDE discretization.
Secondly, we construct a higher order method operating on the grid induced by the
auxiliary stepsize ĥ := 2h. At this point, we can use the standard approach to estimate
the optimal stepsize for every second timestep. Thirdly, we explain in what aspects
our custom stepsize controller deviates from the standard approach. Finally, we also
tackle the problem of finding a suitable initial stepsize. The remainder of the section
is organized into paragraphs that deal with the steps above one by one.

The Proxy Discretization. We would like to use the ODE theory of stepsize con-
trol. Thus, we need an ODE discretization that can be used as a proxy for controlling
the parameter h in the SDE discretization. We consider the dynamics of the first two
moments of Xt and Xn, from (3.1) and (3.7) respectively, for this purpose. If we take
the initial value prescribed by Assumption 1, i.e., Law(X0) = Law(X0) = N (0, Id),
into account, we know that Xt and Xn are Gaussian for t, n > 0, cf. [5, Lem. 2].
Then we can apply Itô’s lemma, cf. [22, Thm. 7.4.3], to the processes Xt and Xn

and obtain two closed systems. The continuous process yields

Law(X0) = N (0, Id),

dE[Xt]

dt
= −E[Xt] +mβ(N (E[Xt],Cov[Xt])),

dCov[Xt]

dt
= −2 Cov[Xt] + 2cβ(N (E[Xt],Cov[Xt]))

2.

(4.7)

The time-discrete process on the other hand gives

Law(X0) = N (0, Id),

E[Xn+1] = αE[Xn] + (1− α)mβ(N (E[Xn],Cov[Xn])),

Cov[Xn+1] = α2 Cov[Xn] + (1− α2)cβ(N (E[Xn],Cov[Xn]))2.

(4.8)

Now, the crucial point is that one also obtains the recursion (4.8) if one approximates
the ODE (4.7) with the exponential Euler method for ODEs, cf. [16]. The generic
form for approximating a semilinear ODE in m dimensions,

(4.9) ẋ+Ax = g(t, x), x(0) = x0,

with the exponential Euler method reads

(4.10) xn+1 = e−hAxn + hφ(−hA)g(tn, xn),

where φ(−hA) =
∫ 1

0
e−(1−y)hAdy =

(
e−hA − Im

)
(−hA)−1. For this reason we con-

sider the sequence

(θn)n∈N := (E[Xn],Vec(Cov[Xn]))n∈N ⊂ Rm, with m = d+ d2,

that is obtained by first discretizing the SDE (3.1) in time and then taking the first
two moments of each iterate as the output of the exponential Euler method applied
to the ODE (4.7).

Classical Stepsize Control. Now we show how to construct a method of higher
order using the sequence (θn)n∈N and develop a classical stepsize controller along
the lines of [14, Ch. II.4]. Note that in practice the moments of Xn collected in
θn are computationally not available. Instead, we have only access to the particle
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approximation (3.8) of Xn. Thus we will replace the moments of Xn with their
empirical counterparts in the algorithm.

Let us state a general form of an explicit exponential Runge–Kutta method with
` stages for approximating the solution of (4.9):

xn+1 = e−hAxn + h
∑
i=1:`

bi(−hA)Gni ,

Gni = g

(
tn + cih, e

−cihAxn + h
∑

k=1:i−1

ai,k(−hA)Gnk

)
.

(4.11)

Here bi(−hA) and aij(−hA) with 1 ≤ i, j ≤ ` are matrices depending on the matrix
−hA whereas c ∈ R`. The parameters also come with two consistency conditions [16,
(2.23)], namely

(4.12)
∑
j=1:`

bj(−hA) = φ(−hA),
∑

j=1:i−1

aij(−hA) = ciφ(−hciA), i = 1 : `.

If we consider only every second iteration of (θn)n∈N, we obtain the output of

an auxiliary exponential Runge–Kutta method with two stages and stepsize ĥ = 2h.
Using a Butcher tableau notation introduced in [16, Sec. 2.3], we write down the
parameters of this method in the left tableau of Table 1. We will call the auxiliary
method the exponential two-step Euler. In the following, we determine its order and
construct a method of higher order operating also on the grid {2nh;n ∈ N}, which is
the key for stepsize control.

0 0 0

1
2

1
2φ
(−hA

2

)
0

1
2e
−hA

2 φ
(−hA

2

)
1
2φ
(−hA

2

)
0 0 0

1
2

1
2φ
(−hA

2

)
0

b̂1(−hA) b̂2(−hA)
Table 1

Tableau of the auxiliary method obtained by saving only every second exponential Euler step
(exponential two-step Euler) and the exponential midpoint rule.

The exponential two-step Euler method is consistent as it satisfies (4.12) and thus
is also at least of order 1, cf. Table 2.2 in [16]. But it is also not of a higher order as
the second order conditions are not met. These conditions are:∑

i=1:`

cibi(−hA) = e−hA(hA)−2 + (hA)−1 − (hA)−2,

a21(−hA) =
1

2
φ

(
−hA

2

)
.

(4.13)

As we can see from Table 1 the exponential two-step Euler produces
∑
i=1:` cibi(−hA) =

1
4φ
(−hA

2

)
. Now it is also easy to modify the exponential two-step Euler method with-

out changing the stages Gn1 and Gn2 in (4.11) such that the resulting method is of order

2. We replace the functions b1(−hA) = 1
2e
−hA

2 φ
(−hA

2

)
and b2(−hA) = 1

2φ
(−hA

2

)
in

Table 1 by

b̂1(−hA) := φ(−hA)− 2
(
e−hA(hA)−2 + (hA)−1 − (hA)−2

)
,

b̂2(−hA) := 2
(
e−hA(hA)−2 + (hA)−1 − (hA)−2

)
.

(4.14)
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We call the resulting method the exponential midpoint rule as taking the limit A→ 0
recovers the classical midpoint rule. From this it is also immediate that this method
whose tableau is given in the right tableau of Table 1 is of no higher order than 2
which is the order of the classical midpoint rule, cf. [14, Ch. II. 1]. Now, given
the original exponential Euler approximation (θn)n∈N of the solution of (4.7) that is
defined on the grid {hn;n ∈ N} we can compute two different discretizations without
any additional evaluations of the right hand side of (4.7), namely

ψn := θ2n,

φn := ĥ · b̂1(−ĥA)θ2n−1 + ĥ · b̂2(−ĥA)θ2n.
(4.15)

Note that (ψn)n∈N is the result of the exponential Euler two-step method while
(φn)n∈N is the output of the exponential midpoint rule applied to the ODE (4.7)
on the grid {2hn;n ∈ N}. As the second method is of order two while the former
is of order one, we can estimate the local truncation error at every second gridpoint
of the grid {hn;n ∈ N}, cf. [14, Chp. II. 3 & 4]. This leads to the well established
optimal stepsize estimate [14, (4.12)], which is based on the user specified absolute
and relative tolerance for each solution component i: εabs

i , εrel
i ≥ 0. In our case the

formula [14, (4.12)] reads

(4.16) hnopt :=

(
1

errn

)1/2

hn, errn := |φn − ψn|Γ,

where

(4.17) Γi,j =

{
m
(
εabs
i + εrel

i max(|ψni |, |ψ
n−1
i |)

)
, i = j,

0, i 6= j,
for i, j = 1 : m.

As above, we have m = d2 + d. This means that after the computation of the nth
step, one can check if the local error is too big and what would have been the optimal
stepsize. If the error is too large (errn > 1 ) one usually recomputes the nth step
using the optimal stepsize hnopt. Otherwise one continues with the next step and uses
hnopt as the first guess for the new stepsize hn+1.

Custom Stepsize Control. This is the point we diverge from the classical theory of
stepsize control, which we have followed so far. In our algorithm, we do not recompute
steps that one would normally reject. The reason for this is that the size of the errors
|θn − (E[Xtn ,Cov[Xtn ])| where tn =

∑
k=1:n−1 h

k for n = 0 : N is not our concern.
Instead, we ultimately care about the quality of the importance sampling estimate of
Pf using the ensemble xN . To this end, it suffices that the discretization converges to
the same equilibrium as the continuous process. Therefore rejecting the current step
if the error is too large is not necessary if the discretization still moves into the right
direction (the equilibrium). If we are sufficiently close to an equilibrium, we can apply
Theorem 3.1 and Remark 3.2. Indeed, we see from (3.10) that any stepsize h > 0 gets
us closer to the local equilibrium. Thus, we do not have to recompute the current
step and carry on with the next step. If we are not close enough to an equilibrium
we cannot apply the local convergence results of Theorem 3.1. In this case, our best
hope is to continue with the iteration to follow the dynamics of the SDE (3.1) until
we are in the vicinity of the correct attractor. Again the local error is of secondary
importance. Thus, instead of recomputing a step in which we are not interested, we
limit the increase of s in dependence on hnopt. As described in Section 4.3, we set
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|sn+1 − sn| ≤ Lip(s)hnopt for the following step and carry on. This ensures that for
large local errors the target distribution τ̂ does not change significantly, which could
increase the distance between the currents iteration’s distribution and the attractor
even more. In both cases it is still sensible to decrease the stepsize if the local error of
the last step is large, as it ensures that the discrete dynamics follow their continuous
conterpart more closesly. Therefore we use the optimal stepsize hnopt of the current
step as the stepsize for the next step. For n ∈ N+ where n is even we set:

hn+1 =

(
1

errn

)1/2

hn.(4.18)

Starting Stepsize. The parameter β does not need to be initialized and the initial
value of s is determined by a boundary condition. However, it is not obvious how to
appropriately choose the stepsize h1 > 0. Fortunately, there are established routines
to avoid the choice of very bad values for h1, cf. [14, Ch. II.4]. We also employ such
a routine in our algorithm because the overhead of one extra ensemble update (3.8)
is cheaper than the consequence of a very badly chosen initial stepsize. Let us sketch
the method described in [14, Ch. II.4]. The idea is to make a small Euler step and
approximate the derivative of the right hand side of (4.7), which we will denote by
g : Rm → Rm. The reason for approximating g′(θ0) is that from [14, Ch. II. 2] we
know that there is a K > 0 such that∥∥∥∥∥∥

 E[X1]

Vec(Cov[X1])

−
 E[Xh1 ]

Vec(Cov[Xh1 ])

∥∥∥∥∥∥ ≈ K(h1)2g′(θ0)

for any norm || · || on Rm. We use a norm natural in the context of error control;
namely the norm | · |Γ with

Γi,j =

{
m
(
εTarget + εTarget|θ0

j |
)
, i = j,

0, i 6= j,
for i, j = 1 : m.

Now we come to the initial Euler step. That is, we compute θ1 using the stepsize

h1
0 =

1

100

|θ0|Γ
|g(θ0)|Γ

.

This step is small in the sense that the size of the explicit Euler increment h1
0g(θ0)

is only a fraction of the size of the initial value θ0. To estimate the derivative of g,
we employ a forward difference scheme and thus need to evaluate g in θ1 (this is the
overhead of the starting stepsize selection). Our second guess for h1 is based on the
theoretical form of the local error. We compute h1

1 by solving the equation

(h1
1)2 max

(
|g(θ1)− g(θ0)|Γ

h1
0

, |g(θ0)|Γ
)

=
1

100
.

Finally, the authors of [14] propose to use the initial stepsize

(4.19) h1 = max(100h1
0, h

1
1).

4.6. A stopping criterion. In this section, we describe a criterion to stop the
time-discrete particle approximation (3.8). The criterion is based on two checks,
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a convergence and a divergence check. The first stops the algorithm because we
deem the current estimate to satisfy a specified tolerance. The second check on the
other hand stops the algorithm because we deem it implausible to reach the specified
tolerance at all.

The Convergence Check. This check is also used for sequential importance sam-
pling [27] and the EnKF for rare event estimation [34]. Namely, we stop if the empirical
coefficient of variation of the importance sampling weights rN is at most ∆Target (the
user specified parameter from Section 4.3). The weights rN are defined by

(4.20) rNj :=
π(xNj )1{G≤0}(x

N
j )

µN (xNj )
, j = 1 : J.

Here µN is the Gaussian density fitted to the sample xN , cf. Section 4.1, which we
use for the importance sampling estimate

(4.21) P̂Nf =
1

J

∑
j=1:J

rNj .

This stopping criterion is justified by the following consideration. For an independent
sample xN we would have:

∥∥∥(Pf − P̂Nf )/Pf

∥∥∥
L2

= C.O.V.(P̂Nf ) ≈ Ĉ.O.V.(rN )√
J

≤ ∆Target√
J

.

Although our sample is not independent, we can use the same criterion. Concretely,
we say that the convergence check is passed if

(4.22) Ĉ.O.V.(rN ) ≤ ∆Target.

The Divergence Check. This secondary check covers the possibility that the con-
vergence check in (4.22) is never triggered because the value ∆Target provided by the
user is chosen too small. This can easily be the case for a problem where the Laplace
approximation of the optimal density µopt is a poor choice for importance sampling.
As we have pointed out in Section 4.1 in this case our algorithm might struggle to pro-
duce a sample suited for importance sampling. But also in this instance, we would like

to provide some estimate of Pf . In our experience, the relative error |Pf − P̂f
n
|/Pf , as

well as its proxy Ĉ.O.V.(rn), tends to show the following qualitative behavior. The
error decreases more or less immediately with the first iteration. After some time, the
error increases again. It oscillates for some iterations at a higher level before reducing
again to a level comparable to the accuracy of the best estimates seen so far during
the simulation. This wave pattern is then repeating itself. If we assume that the best
estimates of each wave are more or less of the same quality, it makes sense to stop the
simulation if the error estimate increases for the first time and has not been smaller
than ∆Target.

For this reason, we introduce the parameter Nobs ≥ 2. This defines an observation
window, i.e., we will have closer look at the Nobs last ensembles. If n ≥ Nobs, we

perform the divergence check. We fit a linear function to the points (k, Ĉ.O.V.(rk)),
k = n−Nobs + 1 : n, by a least square approximation and stop the simulation if the
slope of this line is positive. If we stop at step N because of the divergence check,
it would not be surprising if P̂Nf is not the best estimate. Instead, given the last
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Nobs importance sampling estimates, we want to compute an optimal estimate. This
problem is investigated in [25]. The author advises computing the final estimate as a
convex combination of the last Nobs estimates.

(4.23) P̂f =
∑

n=N−Nobs+1:N

ωnP̂nf .

In our case, we do not expect the quality of the last Nobs estimates to improve as
n increases because the divergence check has just been triggered. For this reason,
we follow the recommendation of [25] and use uniform weights, i.e. ωn = N−1

obs for
n = N −Nobs + 1 : N .

5. EnKF vs. CBREE. In this section we compare the CBREE method, Algo-
rithm 4, to the EnKF for rare event estimation in [34]. Both methods have historically
first been used for Bayesian inverse problems. Indeed, the paper [5], which introduced
the consensus–based sampling dynamics (3.1), applied them to Bayesian inversion,
and the EnKF method in [34] is explicitly derived from an existing method for inverse
problems based on the well known Kalman filter, cf. [19, 30]. This comparison is of
interest as both methods use the idea of moving an initial sample along the trajectory
of an SDE to obtain a new sample for use with importance sampling.

Firstly, we compare the stochastic processes that govern the respective sample
updates. Let us state the counterpart of (3.1) in the EnKF method. If we start with
the EnKF particle update [34, (3.5)], we can use the results from [11, 30] to take the
mean field limit and obtain the time discrete stochastic process

X0 ∼ N (0, Id),

Xn+1 = Xn − Cov[Xn, Gn] Cov[Gn, Gn]−1Gn,

Gn = max(G(Xn), 0) + ξn,

(ξn)n∈N
i.i.d.∼ N (0, h−1),

where Cov[X,Y ] = E[(X−E[X])(Y −E[Y ])T ] for random vectors X and Y with finite
second moments. Then we take the limit h→ 0 as described in [30, Sec. 3] to obtain
the following McKean–Vlasov SDE,

X0 ∼ N (0, Id),

dXt = −Cov[Xt,max(G(Xt), 0)](max(G(Xt), 0)dt+ dWt).
(5.1)

Note that the diffusion term above consists of a d-dimensional vector multiplied by a
scalar Wiener process whereas the diffusion of the consensus–based sampling dynamics
in (3.1) is given by a matrix times a d-dimensional Wiener process. To get an intuition
behind these dynamics we consider the following approximation of (5.1):

(5.2) dX̃t = −Cov[X̃t, X̃t]∇max(G(X̃t), 0)(max(G(X̃t), 0)dt+ dWt).

Here ∇ should be thought of as a weak derivative. The process X̃t approximates
the process Xt from (5.1) and they are identical (in distribution) if the map x 7→
max(G(x), 0) is linear. To see this, note that

max(G(x), 0) = [∇max(G(x), 0)]Tx

implies Cov[X,max(G(X), 0)] = Cov[X,X]∇max(G(X), 0) for any random vector
X whose second moments exist. The following interpretations of (5.2) also hold for
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the original process in (5.1) if only G itself is linear, cf. [34, Sec. 4]. In (5.2) we
recognize the gradient descent of the functional l(x) = 1

2 (max(G(x), 0))2 precondi-

tioned by Cov[X̃t, X̃t] and with a stochastic perturbation added to the data misfit

max(G(X̃t), 0) in form of the scalar Wiener process Wt. That is, the process X̃t de-
fined by the right hand side of (5.2) drifts towards the failure domain {G ≤ 0} if it is
outside the failure domain, while there is no drift in the failure domain itself. Indeed,
the same result is also proven for the process (5.1) in [34] for the special case of no
perturbation and a linear limit state function G.

The intuitions we have developed for the EnKF dynamics are inherited by the
time-discrete EnKF method itself. Analogously to the CBREE method, the EnKF
method transforms an initial sample x0 ∼ N (0, Id) in N steps into the final sample
xN , which is used as the basis of an importance sampling estimate of (1.1). However,
the respective final samples of both methods can differ significantly due to the different
underlying dynamics. In the EnKF approach the final sample hugs the failure surface
{G = 0} as the points of the initial sample x0 approximately follow the flow of the
gradient of l(x) = 1

2 (max(G(x), 0))2 up to the failure surface. On the other hand, the
final sample of the CBREE method is Gaussian centered close to the global maximum
of the function x 7→ I(G(x), sN )π(x) which approximates µopt and is therefore much
less flexible in its spatial distribution. This phenomenon is visualized in Figure 2.

Now we come to our second point. Unfortunately, the distribution of the final
EnKF sample is not known in closed form. Hence we cannot use it directly for
importance sampling. Instead, one has to fit a distribution, say a Gaussian mixture,
to the final sample. Then one can resample once from that fitted distribution to
obtain a sample for importance sampling, cf. [34]. In contrast, the distribution of the
final sample associated with the CBREE approach is known: it is Gaussian provided
that the initial sample is Gaussian, cf. [5].

6. Numerical Experiments. In this section we present several numerical ex-
periments. We study how the parameter choices influence the performance of the
CBREE method. Furthermore, we compare our algorithm to the SIS method in [27]
and the EnKF method in [34]. These benchmark methods come with different options.
Here we will employ the following versions:

• EnKF (GM) denotes the EnKF method [34] using a single Gaussian for the
importance sampling step. “GM” is the abbreviation of Gaussian mixture.
As we have pointed out in the introduction of Section 4, we only consider
unimodal problems; hence the Gaussian mixture has only one component.

• EnKF (vMFNM) denotes the EnKF method [34] using a von–Mises–Fisher–
Nakagami (vMFN) distribution for the importance sampling step. The vMFN
distribution will be described in more detail in Section 6.3. Again, EnKF
(vMFNM) uses only one vMFN component instead of a mixture of vMFN
distributions as in [34].

• SIS (GM) denotes the SIS method using a normal distribution as the proposal
density for its Markov chain Monte Carlo subroutine.

• SIS (vMFNM) denotes the SIS method using a vMFN distribution as the
proposal density in the MCMC step.

The EnKF and SIS methods use the same stopping criterion as the CBREE method
in equation (4.22). For all four benchmark methods, we fix the value ∆Target = 1.

In the following, we present three experiments. First, we consider two low-
dimensional rare event estimation problems to benchmark our method and study
the behavior of the stopping criterion presented in Section 4.6. Then, we study the
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state function G(x) =
(x1−x2)

2
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− x1+x2√

2
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5
. Note that for the EnKF method we show the last

particle ensemble of the internal iteration not the sample used for importance sampling. Each method
used J = 1000 samples and the stopping criterion ∆Target = 1. The CBREE method performed
no divergence check, used the stepsize control εTarget = 0.5 and controlled the increase of s with
Lip(s) = 1.

performance of our method in higher dimensions. As observed in previous studies
[27, 34], we expect that the SIS and EnKF methods using the vMFN distribution
perform better in higher dimensions than their counterparts using Gaussian mixture
(GM) distributions.

We measure the performance of a rare event estimation algorithm using the rela-
tive efficiency discussed in [6]. To motivate the idea recall that each method outputs

an estimate P̂f which is a random variable. Running the method K times produces

the independent realizations P̂ 1
f , . . . , P̂

K
f . Based on those estimates we compute the

empirical mean squared error and average cost associated with the random variable
P̂f :

MSE(P̂f ) =
1

K

∑
k=1:K

(P̂ kf − Pf )2, cost(P̂f ) =
1

K

∑
k=1:K

cost(P̂ kf ).

As it is common in the context of rare event estimation, we define cost(P̂ kf ) as the
number of limit state function evaluations during the computation of the estimate
P̂ kf . The relative efficiency is in turn defined as

(6.1) relEff(P̂f ) =
Pf (1− Pf )

MSE(P̂f )× cost(P̂f )
.

This quantity can be readily interpreted. If we define the efficiency of an algorithm
producing P̂f as 1/(MSE(P̂f )× cost(P̂f )) [23], i.e., the smaller the error and (or) the
cost of the final estimate the more efficient is the underlying algorithm, then we can
analytically compute the efficiency of Monte Carlo sampling. The latter turns out
to be 1/(Pf (1 − Pf )). Thus, the relative efficiency measures how many times more
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efficient an algorithm is compared to Monte Carlo sampling.

6.1. Nonlinear Oscillator. This problem is based on the model of a nonlinear
oscillator and is taken from [7, Ex. 4.3]. The limit state function is defined in terms
of the variables x = [M, c1, c2, r, F1, t1]T and reads

(6.2) G : R6 → R, x 7→ 3r −
∣∣∣∣ 2F1

Mω2
0

sin

(
t1ω0

2

)∣∣∣∣ , ω =

√
c1 + c2
M

.

The corresponding probability distribution π is an uncorrelated normal distribution
N (a,A) defined by the parameters

a = [1, 1, 0.1, 0.5, 0.3, 1]T , A = diag(0.052, 0.12, 0.012, 0.052, 0.22, 0.22).

We use the reference value Pf = 6.43 · 10−6, which is computed in [7, Ex. 4.3] with a
Monte Carlo simulation using 109 samples.

Now we compare the CBREE method with the benchmark methods. The result
is given in Figure 3. We highlight two observations from this figure. Firstly, we
see that the relative efficiency is very sensitive to outlier estimates of Pf . This can
be seen in Figure 3 for the CBREE method and sample size 1000 as well as for the
EnKF (GM) method and the samples sizes 2000 to 4000. This is not surprising as this
measure depends on the mean of the squared errors which itself is known to have the
same sensitivity. Furthermore, the EnKF method displays the largest outliers. The
percentage of outliers observed for the EnKF method has been reported in [34] for
various problem settings. Our second observation is that the CBREE method tends
to be more efficient for larger sample sizes J . Indeed in this case our method is even
more efficient than the benchmark methods for J ∈ {5000, 6000}.

We also present a parameter study for the stopping criterion, cf. Section 4.6, based
on the Nonlinear Oscillator Problem. For this we fix the sample size J = 6000 and
vary the parameters ∆Target > 0 and Nobs ≥ 0. Here the case Nobs = 0 corresponds
to skipping the divergence check in line 7 of Algorithm 4.1. The results are depicted
in Figure 4. The figure shows that the efficiency of the CBREE methods decreases
if the parameter ∆Target increases. This is a general trend which is independent of
the divergence check and the parameter choice of Nobs. From the boxplots of the
probability estimates we can discern that this trend correlates with a widening of the
spread of the estimate produced by the CBREE method. Furthermore, we see that
foregoing the divergence check tends to increase the variance of the final error estimate
P̂f compared to the cases where Nobs ≥ 2. In the latter case the occurance of outlier
estimates appears to be less likely, cf. the boxplots in Figure 4 for ∆Target ≥ 5. But
whereas the relationship between ∆Target and the efficiency of the method appears
to be monotone, the same cannot be said about the effect of the parameter Nobs as
we see by comparing the choices Nobs = 2 and Nobs = 5. We can see that choosing
the observation window too large can decrease the efficiency. In our experience, the
choice Nobs = 2 yields the best results.

6.2. Flowrate Problem. The evaluation of this problem’s limit state function
involves the approximate solution of a partial differential equation (PDE). We have
taken this example from [33, Sec. 5.3]. Let (Ω,F ,P) be a probability space and
consider the 1D boundary value problem with a random diffusion coefficient

d

dy

(
−a(y, ω)

d

dy
u(y, ω)

)
= 0 ∀y ∈ (0, 1),

u(0, ω) = 1, u(1, ω) = 0 for P-a.e. ω ∈ Ω.

(6.3)
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Fig. 3. Results for the Nonlinear Oscillator Problem with the CBREE method (top row), the
EnKF (GM) method (middle row) and the SIS (GM) method (bottom row). We vary the sample
size along the horizontal axis and show for each sample size two quantities: The estimate of the
relative efficiency (left vertical axis) and a boxplot of the corresponding 100 empirical estimates of the
failure probability (right vertical axis). The other parameters of the CBREE method are ∆Target = 1,
Nobs = 2 and εTarget = 1.

Here the diffusion coefficient a : (0, 1) × Ω → R is a log-normal random field. This
means that for each finite set (yi)i=1:d ⊂ (0, 1) the random vector [log a(y1), . . . , log a(yd)]

T

follows the multivariate normal distribution with first two moments depending on
(yi)i=1:d, cf. [24, Ch. 7.1]. The distribution of a is completely determined by the mean
function y 7→ E[log a(y, ·)] and the covariance function (y1, y2) 7→ Cov[log a(y1, ·), log a(y2, ·)].
For our example, we set

E[log a(y, ·)] = 0.1 ∀y ∈ (0, 1),

Cov[log a(y1, ·), log a(y2, ·)] = 0.04e−10/3|y1−y2| ∀y1, y2 ∈ (0, 1).

One can show that the stochastic PDE in (6.3) has a unique weak solution u, [24,
Thm. 9,9]. In order to approximately sample from the solution of (6.3), one has
first to sample from an approximation of the random field a and then approximate
the solution of the PDE, which is deterministic once the diffusion coefficient has been
sampled. The first part is commonly done by truncating a Karhunen–Loève expansion

of log a, cf. [24, Ch. 7.4]. Let d ∈ N+ and think of the random variables (ξi)i=1:d
i.i.d.∼

N (0, 1) as the components of the random vector ξ ∼ N (0, Id). It is possible to
analytically calculate values (λi)i=0:d ⊂ R and functions (vi)i=1:d ⊂ C(D,R) such
that we have

log ad(y, ξ(ω)) := λ0 +
∑
i=1:d

λivi(y)ξi(ω)→ log a(y, ω) in L2(Ω, L2(0, 1)), d→∞,
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Fig. 4. Results for the Nonlinear Oscillator Problem with the CBREE method with 6000 sam-
ples. We vary the parameter ∆Target along the horizontal axis and the length of the observation
window Nobs in each row. For each parameter choice we plot an estimate of the relative efficiency
(left vertical axis) and a boxplot of the corresponding 100 empirical estimates of the failure probability
(right vertical axis). The parameter εTarget = 1 is fixed.

cf. [24, Ex. 7.55 ]. We set d = 10 and replace the diffusion coefficient a in (6.3) by the
approximation ad. For a given realization x = ξ(ω) the stochastic PDE in (6.3) turns
into a deterministic boundary value problem. We approximate the solution of this
problem using piecewise linear continuous finite elements on a uniform grid on (0, 1)
with mesh size h = 2−6 and denote the approximation by uh(y, x). For the theory of
the finite element method see e.g. [13, Ch. 8]. We arrive at the limit state function

(6.4) G : R10 → R, x 7→ 1.7 + ad(1, x)
d

dy
uh(1, x)

That means {G ≤ 0} is the event of the flowrate −ad(1, x) ddyuh(1, x) exceeding the

threshold 1.7 at y = 1. The reference value used in the following is Pf = 3.026 · 10−4.
We computed this value using a Monte Carlo simulation with 107 samples.

The results of this experiment are given in Figure 5. Again we observe the sensi-
tivity of the relative efficiency to outliers. This can be seen for instance for the EnKF
(GM) method using the sample sizes 4000 and 5000. Furthermore, we note that in
this case, the CBREE method often outperforms the benchmark methods.

6.3. Performance in Higher Dimensions. We now study the performance of
our method for a higher dimensional problem. We choose the Linear Problem whose
failure domain is bounded by a hypersurface in Rd. Due to the simple form of the
failure domain, we can compute Pf explicitly for any dimension d. The limit state
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Fig. 5. Results for the Flowrate Problem (d = 10) with the CBREE method (top row), the
EnKF (GM) method (middle row) and the SIS (GM) method (bottom row). We vary the sample
size along the horizontal axis and show for each sample size two quantities: The estimate of the
relative efficiency (left vertical axis) and a boxplot of the corresponding 100 empirical estimates of the
failure probability (right vertical axis). The other parameters of the CBREE method are ∆Target = 1,
Nobs = 2 and εTarget = 1.

function reads

(6.5) G : Rd → R, x 7→ c− 1√
d

∑
i=1:d

xi.

One can check that Pf = Φ(−c) where Φ is the cumulative distribution function of
the standard normal distribution N (0, 1). In the following we use c = 3.5 such that
Pf = 2.32 ·10−4 for any d. Here we solve the problem for d ∈ {2, 50} with our method
and the benchmark methods.

As we have already mentioned at the beginning of Section 6, both benchmark
methods come in two different versions. The versions depicted so far, SIS (GM) and
EnKF (GM), are based on sampling from a Gaussian. The sampling from a Gauss-
ian in higher dimensions leads to problems in the context of importance sampling,
cf. [20] for a geometrical explanation of this phenomenon. The von–Mises–Fischer–
Nakagami distribution (vMFN) on the other hand can be thought of as a Gaussian
N (a,A), where A is proportional to the identity Id, but whose radial component has
elongated tails. This change precisely addresses the issues presented in [20]. For more
information on this distribution and how it can be fitted to a given sample, see [26].
The replacement of the Gaussian by a von–Mises–Fischer–Nakagami distribution for
importance sampling leads to the methods SIS (vMFNM) and EnKF (vMFNM) which
perform in general better in higher dimensions [27, 34].

Interestingly, we can use the vMFN distribution for the CBREE method. We
replace every ensemble x0,x1, . . . by a resampled vMFN proxy before evaluating the
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limit state function. Formally, let vmfn resample : x 7→ (y, µ) a subroutine that takes
in a sample x = (xj)j=1:J ⊂ Rd. This algorithm fits a vMFN density µ onto the input
sample and produces a new ensemble y ∼ µ. Finally, the sample y and the density µ
are returned. Then we can add a new step between Line 2 and 3 of Algorithm 4.1 as
described in Algorithm 6.1.

Algorithm 6.1 Consensus-based sampling for rare event estimation in high dimen-
sions, CBREE (vMFN).

1: Compute initial stepsize h1 according to (4.19)
2: for n ∈ N do
3: (xn, µn)← vmfn resample(xn)

4: P̂nf = 1
J

∑
j=1:J

π(xnj )1{G≤0}(x
n
j )

µn(xnj )

5: Execute lines 4 to 17 from Algorithm 4.1
6: end for

We show the performance of our method and the benchmarks in Figure 6. There
we plot for different sample sizes J ∈ {103, 2 · 103, . . . , 6 · 103} the relative root mean

squared error,
√

MSE(P̂f )/Pf , and the average cost, cost(P̂f ). This representation

highlights the convergence behavior of the methods and also informs us in which cases
we can recommend the use of our method. Having a look at the first row in Figure 6,
which depicts the Linear Problem for d = 2, we see that the changes we have made in
Algorithm 6.1 increase the overall cost of our method. One reason for this could be
that we have changed the dynamics of the consensus–based sampling recursion (3.8)
which could have slowed the speed of convergence to the steady state. Now we consider
the second row where we changed the problem’s dimension to 50. Here we can see that
the original CBREE method as well as the benchmark methods based on Gaussians
produce not only a large error but also struggle to converge. The effect is most severe
for the CBREE method, which did not produce a single estimate for any sample size
for the parameter choice ∆Target = 2 because the stopping criterion was not triggered
in the first 100 iterations. The methods based on the von–Mises–Fischer–Nakagami
distribution on the other hand again display a consistent convergence behavior.

Finally, we note that the benchmark method EnKF (GM) struggles with this
particular rare event estimation problem. As we have explained in Section 5 the
importance sampling estimate by the EnKF method is based on a sample obtained
from the dynamics of the Kalman filter. In particular we know that this sample will
be clustered on the hypersurface {G = 0}. Apparently the d-dimensional Gaussian
fitted to this essentially (d − 1)-dimensional sample is a poor importance sampling
distribution whereas the von–Mises–Fischer–Nakagami distribution performs better.

In Figure 6 we see that for high accuracy needs that warrant a large sample size
J , the CBREE method outperforms the benchmarks SIS and EnKF. This is also true
in terms of the relative efficiency measure for the problems we have discussed in the
previous Sections 6.1 and 6.2. But we also see that especially for higher dimensional
problems our method is more expensive than the depicted benchmark methods.

7. Conclusion. In this paper we have introduced a new algorithm for rare event
estimation named CBREE. The method is based on adaptive importance sampling
together with an interacting particle system which was introduced in [5]. As our
new algorithm depends on several parameters we have developed strategies to choose
those parameters automatically based on easy to interpret accuracy criteria. For
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(second row). The parameters εTarget = 0.5 and Nobs = 2 are fixed. Furthermore we plot also
the performance of the benchmark methods EnKF and SIS. Each marker represents the empirical
estimates based on the successful portion of 200 simulations.

this purpose we have applied well known parameter updates that are also used in
other algorithms and adapted them to the situation at hand. We have noted the
structural similarities between CBREE and the EnKF method from [34], and have
compared the stochastic dynamics behind the two methods. In numerical experiments
we have seen that the performance of CBREE is comparable to other state of the art
algorithms for rare event estimation, namely SIS and the EnKF. CBREE outperforms
the benchmark methods for high accuracy demands but is more expensive for higher
dimensional problems.

For future work it would be interesting to adapt the CBREE method to multi-
modal failure domains. By construction it can only be applied in unimodal cases.
However, a covariance localization ansatz as in [28] was already applied in the EnKF
method in [34, Sec. 3.3] and could also be applied here.

8. Data Availability. The code and data used in this paper is available at
https://github.com/AlthausKonstantin/rareeventestimation.
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