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ABSTRACT
Ontology search and ranking are key building blocks to establish
and reuse shared conceptualizations of domain knowledge on the
Web. However, the effectiveness of proposed ontology ranking mod-
els is difficult to compare since these are often evaluated on diverse
datasets that are limited by their static nature and scale. In this
paper, we first introduce the LOVBench dataset as a benchmark for
ontology term ranking.With inferred relevance judgments for more
than 7000 queries, LOVBench is large enough to perform a com-
parison study using learning to rank (LTR) with complex ontology
ranking models. Instead of relying on relevance judgments from a
few experts, we consider implicit feedback from many actual users
collected from the Linked Open Vocabularies (LOV) platform. Our
approach further enables continuous updates of the benchmark, cap-
turing the evolution of ontologies’ relevance in an ever-changing
data community. Second, we compare the performance of several
feature configurations from the literature using LOVBench in LTR
settings and discuss the results in the context of the observed real-
world user behavior. Our experimental results show that feature
configurations which are (i) well-suited to the user behavior, (ii)
cover all features types, and (iii) consider decomposition of features
can significantly improve the ranking performance.
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1 INTRODUCTION
Ontology search provides users with a ranked list of either ontolo-
gies1 or their terms for a given query. Efficient ontology search
helps users to find and reuse existing knowledge on the Web [7, 14,
18, 20, 33], which benefits communities by establishing consensus
1In the Semantic Web, ontologies are also referred to as linked vocabularies.
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on domain conceptualizations (e.g., as in the biomedical domain
[39]) as well as the breakup of vertical data silos (e.g., as in Open
Data [5] and the Internet of Things (IoT) [22]). This, ultimately,
eases the discovery and reuse of Web data, fostering interoperabil-
ity among computing systems.

However, the evaluation of ontology ranking models that were
proposed in this context is relatively unexplored. The heterogeneity
of evaluation strategies and underlying ontology collections makes
it difficult to understand, interpret and compare the performance of
proposed ranking models. Existing datasets for ontology ranking
evaluation, such as the state-of-the-art benchmark CBRBench [7],
are often built based on explicit judgments from human experts.
However, the laborious approach to building such benchmarks led
to relatively small datasets (in case of CBRBench, only comprising
ten queries with 819 relevance judgments). Given that ontology col-
lections typically contain hundreds of ontologies and thousands of
terms, benchmarks that only comprise ten queries are not sufficient
for the evaluation of ranking models in real-world settings.

To overcome this issue and address the lack of ontology ranking
comparison studies, we propose the ontology ranking benchmark
LOVBench. It comprises both a dataset including a ground truth
for ranking evaluations and an empirical comparison of state-of-
the-art ranking models. The LOVBench dataset contains more than
180,000 inferred relevance judgments for more than 7,000 queries.
LOVBench’s ground truth relies on implicit, real-world user feed-
back in the form of queries and clicks that were collected from
the Linked Open Vocabularies (LOV) platform2 [41], which comes
with the following advantages. First, the relevance judgments for
ontology terms to a query in LOVBench stem from feedback of
many actual users, which is more representative than judgments
from a few experts; second, collecting user feedback through search
logs does not require manual effort, meaning the benchmark can
be continuously updated to capture the evolution of ontologies
and their relevance in the Semantic Web. The empirical evalua-
tion is performed based on learning to rank (LTR) [24]. Compared
to combining ranking features manually, LTR allows to learn the
optimal combination of the considered features using supervised
machine learning techniques and, thus, allows for a fair compari-
son of complex ranking models. We measure the models’ ranking
quality using the Normalized Discounted Cumulative Gain (NDCG)
[19] as evaluation metric and we compare ranking configurations
as proposed in DWRank [8], AKTiveRank [2] and CBRBench [7].
Our experiments confirm that all considered models outperform
a straight-forward Lucene search [28]. We further show that the

2https://lov.linkeddata.es/dataset/lov/
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Table 1: Comparison of existing benchmarks and the proposed LOVBench dataset.

Reference Year Query Ranking Relevance Source Labels Queries Judgments Features Dataset Impl.

AKTiveRank [2] 2006 Keyword Ontology Four experts List 7 13 4 No No
CARRank [43] 2008 Keyword Class Four experts List 80 ∼ 400 1 No No
CBRBench [7] 2014 Keyword Class Ten experts Point (graded) 10 819 8 Yes No
TermPicker [38] 2016 Triple-Pattern Triple-Pattern Mining (LOD) Point (binary) 5,650 3,010,620 5 Yes No
Quality Ranking [21] 2019 Keyword Ontology Mining (scholarly) Point (graded) 25 1,028 11 Yes No

LOVBench 2020 Keyword Term Mining (click logs) Point (graded) 7,395 184,224 33 Yes Yes

consideration of features that are well-suited to the user behavior
as well as the consideration of much larger feature sets (given a
large enough dataset like LOVBench), can significantly improve
the ranking performance. The insights gained in this study help
to understand the effectiveness of ontology ranking models and
can serve as guidelines for the design of more efficient ontology
ranking tools in terms of ranking quality.

In summary, the main contributions of this paper are as follows:
(1) We provide insights of real-world user behavior in ontology

search of which some dissent dominant assumptions in the
literature;

(2) we introduce and publish the LOVBench dataset, a large-
scale ontology ranking benchmark based on actual and timely
user feedback that allows for continuous updates and enables
comparison studies using learning to rank;

(3) we provide an experimental evaluation of ranking effective-
ness of three state-of-the-art ontology ranking models (com-
posed of 13 distinct ranking features) and propose feature
variations and configurations that outperform them (using
in total 33 distinct ranking features);

(4) we conclude with recommendations for the design of effi-
cient ontology search tools.

The remainder of this paper is structured as follows. In Sec-
tion 2, we review previous related work. We present our approach
to building an ontology ranking benchmark based on user clicks
in Section 3. We evaluate the usefulness of user feedback collected
through LOV in Section 4 and describe the details of the LOVBench
dataset in Section 5. We report the subsequent empirical evalua-
tion in Section 6 and discuss our findings in Section 7. Finally, we
conclude the paper in Section 8.

2 RELATEDWORK
In this section, we present related research on the evaluation of
ontology ranking models and the application of LTR with ontology
and term ranking features.

The importance of search within the Semantic Web has been
identified from early on [4]. Despite the huge amount of works on
ontology ranking through content and link analysis, only few uni-
fied approaches to evaluate these models have been proposed. Early
works on ranking in the SemanticWeb, such as Swoogle [15], lacked
any evaluation of the ranking quality, which was soon identified as
a general problem [35]. In the following years, authors presented
diverse evaluations along with proposed ranking models, either
based on small user studies or qualitative discussions on ranking
outputs: Ding et al. [16] made a qualitative comparison between two

ranking models and highlighted the need for relevance judgments
in order to perform a formal evaluation; similarly, Lei et al. agreed
that their evaluation is biased based on their qualitative assessment
[23]. A first evaluation based on how well the ranking matches user
judgments was presented in AKTiveRank [2] using the Pearson
Correlation Coefficient. The evaluation includes a comparison with
Swoogle’s ranking, which resulted in a negative correlation with
the ground truth (inverse ranking) and proved the lack of evalu-
ations to be problematic. A similar evaluation approach has been
followed later in CARRank [43]. Other evaluation approaches that
were followed did not directly assess the ranking performance, but
rather the tool’s overall user experience based on a questionnaire
[32], which requires extensive efforts and does not allow for imme-
diate comparisons with newly proposed rankings. Noy et al. were
the first to use more cost-efficient user feedback in the form of
clicks to evaluate ontology rankings [30]. The evaluation is based
on the Click Through Rate (CTR) on the first ranking position for
several modifications of the ranking model over similar time in-
tervals. However, the authors do not mine any relevance labels
for the query-ontology pairs from the search logs. More recently
published ontology ranking models still consider the evaluation as
a challenging task. The complex NCBO2.0 recommender [26] of
the BioPortal is evaluated with a qualitative discussion based on
absolute feature scores in comparison with a previous version of the
NCBO recommender. The authors state that a user-based evaluation
would help to understand the ranking’s real-world effectiveness,
but refrain from it since it would be a laborious task.

Despite the successful emergence of many ontology search tools
over time in various domains, no attempts to unify ontology rank-
ing evaluation known to us have been proposed until CBRBench [7]
was released, which is the closest work to ours. To the best of our
knowledge, CBRBench is the first published dataset with relevance
labels for query-term pairs obtained from experts. It has further
been used as input for LTR, such as in DWRank [8]. However, CBR-
Bench is limited as follows. First, it only contains a small number
of queries and judgments (10 and 819, respectively), meaning that
its application in LTR settings is limited by its size. Second, it only
compares a few ranking models individually (eight in total), and
not a (potentially learnt) combination of these or in configurations
as they have been proposed in the literature. Moreover, it mostly
compares ontology instead of term ranking features that assign the
same score for all classes of the same ontology [7]. Third, CBRBench
is restricted to class ranking, meaning that it does not provide any
judgments about properties, which limits its potential application
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to newly proposed ranking models. Fourth, the dataset might be-
come outdated as soon as new ontologies arise and relevance of
terms changes, and because of its laborious way of obtaining the
relevance labels, it cannot be easily updated. Apart from CBRBench,
other datasets have been proposed for LTR in the context of ontol-
ogy ranking. In TermPicker [38], a dataset is automatically derived
from the Linked Open Data (LOD) cloud, however, relevance judg-
ments only indicate whether a certain triple pattern appears in the
LOD cloud or not (binary relevance) and it does not contain any
judgments for keyword-based queries. Kolbe et al. [21] propose a
dataset derived from scholarly data, which, however, only considers
ontology and no term ranking, is also limited by its size (1,028) and
focuses on IoT ontologies.

With LOVBench, we aim to overcome these limitations. An
overview of existing benchmarks and LOVBench is presented in
Table 1. In contrast to the related work, LOVBench satisfies all the
following: it relies on keyword-based queries, ranks classes as well
as properties of ontologies from various domains, graded relevance
labels are mined cost-efficiently from actual, real-world user feed-
back (views and clicks), and it provides sufficient judgments for
complex models in LTR settings (7,395 queries and 184,224 rele-
vance judgments). Moreover, our comparison of state-of-the-art
ranking models considers best combinations of originally proposed
along with newly designed features (in total 33), and we make the
dataset as well as the feature implementation publicly available.

3 LOVBENCH APPROACH
In this section, we present our approach to benchmarking ontol-
ogy ranking models. As illustrated in Figure 1, our approach com-
prises four main steps: (1) analyzing the collected LOV search logs
(containing users’ queries and clicks), (2) inferring and evaluating
relevance labels, (3) creating the LOVBench dataset, and (4) per-
forming the empirical evaluation of ontology ranking models. In
the following, we present an overview of each step and respective
outcomes including key features for the design of LOVBench.

Analyzing LOV search logs. In the first step (cf. Section 4.1),
we analyze the LOV search logs to confirm whether the logs ful-
fill basic requirements to generalize user behavior for ontology
search. Moreover, we extract fundamental insights concluded from
the observed real-world user actions in the context of literature
assumptions on ontology ranking design, which guide our later
feature design and discussions on experimental results.

Inferring relevance labels. In the second step (cf. Section 4.2),
we learn a user click model [10] based on the LOV search logs in
order to infer relevance labels for query-term pairs. Considering
user’s reactions (i.e., clicks) on presented terms for a query to infer
relevance labels has several advantages. Compared to obtaining
explicit judgments from human experts, which may contain bias
and become outdated, collecting implicit user feedback through
logs is cost-efficient and further captures actual, potentially time-
varying user preferences [42]. This helps to overcome the problem
that the amount of training data in LTR settings is often low [21, 40].
However, clicks cannot be used as direct relevance judgments due
to user’s inherent biases (e.g., position bias), click incompleteness
(missing feedback for relevant terms), and noise (a click does not
necessarily imply relevance of a term) [1]. The purpose of user click
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Figure 1: Overview of the LOVBench approach.

models is to take these considerations into account and allow for
the inference of actual relevance based on observed user clicks. In
order to evaluate whether the LOV search logs allow us to infer
meaningful relevance labels, we pursue the following steps:

(1) We learn and compare several user click models with well-
established assumptions of user behavior in Web search,

(2) subsequently infer relevance judgments for query-term pairs
contained in the logs, and

(3) evaluate these relevance predictions by comparing them
with judgments from human assessors of CBRBench [7].

These steps allow us to build a benchmark with relevance labels
that are best aligned with both, observed user clicks as well as
expert judgments.

Creating LOVBench. In general, an ontology benchmark is
composed of two main components: first, a set of sampled query-
term pairs with relevance judgments (the ground truth) and second,
the extracted scores of selected ranking features for these query-
term pairs (used as input for LTR experiments). In the third step of
our LOVBench approach (cf. Section 5), we first sample terms for
the ground truth based on common practices (similar to the one
followed by LETOR [31]). Second, our strategy for the selection
of ranking features for LOVBench is guided by related literature
surveys [14, 22, 45], and respectively discovered features are se-
lected based on applicability constraints. In summary, we build the
LOVBench dataset as follows.

(1) For each query contained in the search log, we sample rele-
vant and non-relevant terms following common practices,

(2) we infer the relevance labels based on the best-performing
user click model of the previous step,

(3) we select ranking features from the literature and propose
variations, and

(4) we extract corresponding feature scores for each query-term
pair of the sample.

As a result, we derive a ground truth file for ontology evaluations
and a dataset that can be used for LTR experiments.

Evaluating ranking models. The last step of our benchmark
(cf. Section 6) is concerned with the comparison of the ranking
models’ performance based on the LOVBench dataset. We follow
a standard LTR experimental methodology [24] and use standard
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Figure 2: LOV search log analysis.

evaluation metrics for information retrieval (NDCG). In addition
to feature configurations as proposed in the literature, we propose
novel variations that are motivated by the observed user behavior
from the LOV search logs.

4 LOV USER FEEDBACK EVALUATION
In this section, we provide insights of real-world user behavior
for ontology search. We analyze the search logs in Section 4.1 and
present the inference of relevance labels in Section 4.2.

4.1 Search Log Analysis
The ontology collection of LOV, at the time of writing, consists of
680 ontologies associated with 43 different domains. User interac-
tions with the LOV interface are logged upon queries and clicks,
without storing any user information. Figure 2 provides details of
the query and click log files collected from LOV’s term search of a
7-months period starting from 01/2019.

The raw log files contain 10,579 user sessions with 59,398 queries
and 17,125 clicks (see Figure 2(a)). In Figure 2(b), we illustrate the
amount of terms that are defined in the LOV corpus that have also
been viewed and clicked by users. The coverage shows that the LOV
search logs are sufficient to generalize search behavior with regard
to the corpus size. The pre-processing for the clean logs include
removing sessions without clicks, queries containing personal in-
formation, as well as queries beyond the first Search Engine Result
Page (SERP). The latter is motivated by our observation that only
very few users made use of the pagination feature (i.e., only few
actions were logged beyond the first page), as shown in Figure 2(c).
We further made the following observations regarding the user
behavior of which some are in contrast with assumptions made in
the literature.

Importance of property ranking. The literature often fo-
cuses on class ranking, and some ranking and evaluation
approaches do not consider properties [2, 7, 8]. As illustrated
in Figure 2(b), we observe equal amount of views and clicks
of classes and properties in LOV, which should be considered
when designing ranking features.

Multiple words in keyword query. Some approaches as-
sume that user queries contain multiple words, e.g., when
considering the number of words that match the term
[8] and relying on the distances in the ontology graph of
matched terms for each word in the query [2]. However,
as shown in Figure 2(d), we observe that the majority of

queries in LOV are single words, which means the potential
usefulness of these ranking models is limited to a small
fraction of queries.

Position for evaluation. The frequency of click positions of
the first SERP is illustrated in Figure 2(e), which shows a
strong bias towards the first position in the result list. Rank-
ing evaluations should thus not only consider the complete
SERP (first ten positions), which is a common choice in the
literature [7, 8], but further based on metrics that only con-
sider the more important top positions of the SERP.

These considerations guide our approach for the creation of
LOVBench, as well as the design and discussion on the LTR experi-
ments in later sections.

4.2 Relevance Inference
In this section, we learn several user click models from the cleaned
LOV search logs in order to infer meaningful relevance labels from
the implicit user feedback. We then evaluate their accuracy through
a comparison with CBRBench, which contains judgments from
human experts.We first describe the setup and subsequently present
the evaluation results.

4.2.1 Learning User Click Models. In order to model user click be-
havior from the LOV search logs, we learn several models that were
proposed in the literature to later select the best performing one
for the inference of relevance judgments in LOVBench. We choose
to experiment with the two best-performing modeling approaches
presented in [10], i.e., the User Browsing Model (UBM) [17] and
the Dynamic Bayesian Network Model (DBN) [9]. As a baseline,
we consider a simple Document-based Click-through Rate Model
(DCTR) [13]. We randomly select 75% of the logged LOV search
sessions for training and hold the remaining 25% out for testing to
learn each model3.

After learning the user click model we can infer relevance for the
query-term pairs contained in the search logs. In general, inferring
relevance Rel for a query Q and a document (i.e., a term t ) from a
learnt click model is based on user satisfaction probability [10].

RelQ,t = P (St = 1|Ct = 1) ∗ P (Ct = 1|Et = 1) (1)

where St ,Ct , and Et are binary random variables corresponding to
the user’s satisfaction probability, click probability, and examina-
tion probability for a term t , respectively. The considered user click

3Implementation taken from https://github.com/markovi/PyClick

https://github.com/markovi/PyClick
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Table 2: Evaluation of learnt LOV click models with regard
to click and relevance prediction. Best performance for each
metric is highlighted in bold.

Model Click Relevance
Log-likelihood Perplexity Gain rCBRBench

DCTR −0.274 1.299 - 0.448
DBN −0.271 1.227 0.240 0.282
UBM −0.173 1.187 0.375 0.613

models differ as follows. UBM – unlike DBN – does not consider ac-
tual user satisfaction in the model, meaning this formula simplifies
to the attractiveness probability (i.e., perceived relevance). Another
fundamental difference of UBM’s and DBN’s assumptions concern
the examination probability, which in UBM depends on previous
clicks and their ranks, while in DBN it depends only on the term
position [10]. In DCTR, relevance corresponds to the click-through
rate, i.e., how often a term was clicked compared to how often it
was shown.

4.2.2 Click Prediction Evaluation. As a first step, we evaluate the
learnt models with common evaluation measures on the held-out
test set with regard to click prediction. One evaluation measure for
this purpose is the standard log-likelihood [10].

LL(M ) =
∑
s ∈S

n∑
r=1

log PM (Cr = c
s
r |C<r = c

s
<r ) (2)

where PM corresponds to model’sM click probability measure at
rank r for a session s ∈ S in the test set, and cr being the actual
click information. We further consider perplexity based on full
probability and perplexity gain [10].

Perplexity(M ) =
1
n

n∑
r=1

2−
1
|S|

∑
s∈S (cr log2 +(1−cr ) log2 (1−pr ))

Gain(MA,MB ) =
Perplexity(MB ) − Perplexity(MA )

Perplexity(MB ) − 1

(3)

where pr corresponds to the model’s predicted click probability
(PM (Cr = 1|q, t )).

The results on the model’s ability to predict the clicks are sum-
marized in Table 2. Both, DBN and UBM outperform the baseline
DCTR model. However, UBM clearly shows a better performance
for log-likelihood as well as perplexity compared to DBN. We thus
find that the learnt model using UBM is able to predict clicks well
and should be preferred over the others. However, we continue the
evaluation based on a comparison with human judgments.

4.2.3 Relevance Prediction Evaluation. In addition to the previous
evaluation on the held-out test set, we leverage existing term rel-
evance judgments from the literature for evaluation purposes. By
evaluating the models’ performance with regard to their relevance
predictions we ensure that inferred relevance labels are accurate
and we gain more confidence in the ground truth. In particular, we
rely on the expert judgments from CBRBench [7]. CBRBench is
composed of ten queries with 34 to 137 term judgments per query.
We are able to compare six queries from CBRBench that have over-
lapping judgments with the relevance predictions of the learnt click

models based on the results shown in the LOV logs (i.e., location,
address, organization, event, music, and person). We use the Pearson
Correlation Coefficient r to evaluate the similarity of the total order
of terms based on the predicted satisfaction probability with the
total order of terms based on the CBRBench judgments.

The results of the relevance prediction evaluation are also sum-
marized in Table 2, showing the correlation r for each model with
respect to the CBRBench judgments. On the one hand, this evalu-
ation step confirms the previous results that the UBM should be
preferred over DCTR and DBN. Furthermore, UBM demonstrates a
a strong correlation with CBRBench’s relevance judgments (0.613),
meaning that the relevance predictions of the UBM model learnt
from the LOV logs are close to the expert judgments from CBR-
Bench. We explain the better performance of UBM compared to
DCTR and DBN due to its consideration of previous clicks and their
position in the same session, based on the experimental findings and
intuition presented in [10], where UBM also performs best. Thus,
we consider the relevance labels inferred from the UBM model in
the LOVBench dataset.

5 LOVBENCH DATASET
In this section, we introduce the considered ranking features and
the sampled ground truth for the proposed ontology ranking bench-
mark dataset.We present the considered features in LOVBenchwith
a joint conceptualization in Section 5.1, introduce our term sam-
pling strategy in Section 5.2, and finally summarize the LOVBench
dataset in Section 5.3.

5.1 Feature Description
We first introduce the notation used to describe the features in a
joint framework. Subsequently, we provide an overview and more
details about the considered ranking features.

5.1.1 Notation. Let O be an ontology in a repository R. An on-
tology O is defined by a set of RDF triples (subject, predicate,

object) which is referred to as RDF graph. A term t in an ontology
can be of type class c4 or property p5. A user query is denoted
by Q , with ith word denoted as qi . The set of ontology terms that
matches the query is denoted by σT (Q,O ), where T corresponds
to the type of matched terms, i.e., T ∈ {t , c,p} (corresponding to
all terms, only classes, or only properties, respectively). In addition
to the RDF graph O (illustrated in Figure 3(a)), two more graph
structures can be derived and used for ranking, namely the on-
tology graph (Figure 3(b)) and the repository graph (Figure 3(c)).
These graph structures allow the application of conventional graph
scoring algorithms.

Ontology graph. The ontology graph of O represents classes
and properties of the ontology. Unlike the RDF graph, prop-
erties are modeled as edges instead of nodes. The ontology
graph is denoted by G (O ) = (C, Eci ,c j ), where C is a set
of nodes representing all classes (c ∈ O) and E is a set of
directed edges. These are derived based on the ontologies’
properties (p ∈ O) and the semantics of rdfs:domain and
rdfs:range, i.e., Eci ,c j = {(ci , c j ) ∈ O : (p, rdfs:domain,

4Considered class types: rdfs:Class, owl:Class.
5Considered property types: rdf:Property, rdfs:Property, owl:ObjectProperty,
owl:DatatypeProperty, owl:AnnotationProperty, owl:OntologyProperty.
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dbpedia-owl:residence
dbpedia-owl:Person

dbpedia-owl:Place

rdfs:domain

rdfs:range

(a) RDF graph O

dbpedia-owl:Person dbpedia-owl:Place
dbpedia-owl:residence

(b) Ontology graph G(O)

dbpedia-owl schema
voaf:specialises

(c) Repository graph G(R, {p ∈ voaf})

Figure 3: Illustration of graph definitions used for ranking.

ci) & (p, rdfs:range, c j)}. A more detailed description of
the mapping from O to G (O ) can be found in [43].

Repository graph. The repository graph expresses the rela-
tionships among ontologies in the repository. It is denoted
by G (R,P) = (O, EOi ,O j ), where O is a set of nodes cor-
responding to the ontologies contained in the repository
(O ∈ R) and EOi ,O j is a set of edges representing all con-
sidered properties p ∈ P that exist between ontologies, i.e.
EOi ,O j = {(Oi ,O j ) ∈ R :(Oi, p ∈ P, O j)}.

5.1.2 Feature Selection. Our strategy for the selection of ranking
features for LOVBench is guided by related literature surveys [14,
22, 45], and respectively discovered features are selected based on
the following applicability constraints.
• The feature must rely on a keyword-based query format
and rank ontologies or terms. We choose to consider both,
term and ontology ranking features in LOVBench because
the consideration of the overall quality of an ontology in
which a term is defined is often an important factor for reuse
[37], and thus, ontology features are often applied for term
ranking, such as in CBRBench [7].
• The feature must not depend on metadata information that
cannot be derived from the ontology collection itself. Such
features are often considered in ontology ranking by formu-
lating scores involving user feedback such as ratings and
clicks [26], ontology and term usage in LOD [38], etc. While
these features can be very useful for ranking, applying these
features to different ontology collections can be problematic
because the respective metadata is often not available or
difficult to obtain for other ontology collections [21]. Since
rankingmodels evaluated by LOVBench should be applicable
to any ontology collection, we choose to exclude them.
• The feature must form a significant distinction to already
considered features.
• Priority is given to features for which the complete ranking
configuration as proposed in the literature can be replicated.

Other considerations for a fair comparison of ranking models
include the constraints that define whether a term matches a query
or not. We choose to harmonize the query match for all features
independent from the respective feature’s original approach. This
gives a more accurate query match for all features by considering

the meta vocabularies used in the LOV collection. Lastly, some
ranking features depend on hyperparameters that need to be set by
experts. In LOVBench, we stick to the hyperparameters as suggested
in the original source of the feature. However, our large ground
truth for the application of LTR further allows us to decompose
some of these features (e.g., in case of weighted sums) and implicitly
learn the parameters from the data instead.

5.1.3 Feature Description. An overview of LOVBench’s ranking
features, based on the previously introduced notation, is presented
in Table 3. The subscript after the feature name indicates whether
the feature assigns scores to terms (t ), ontologies as a whole (O),
or only to the query (Q). We would like to note that Q-features
cannot be used stand-alone for ranking and that O-features assign
the same score for all terms from the same ontology. The feature
category indicates the feature’s parameters for scoring. We fur-
ther organize the features in four groups (query match, repository
graph analysis, ontology graph analysis, and RDF graph analysis), for
which we provide more details in the following. As motivated pre-
viously, it is possible to use LOVBench for comparisons of rankings
using metadata-based features (as an additional group of features),
however, it is considered out of scope in this paper.

Query match (Feature 1-7). Query match features assess how well
the words in the query match the words that describe a term in
the ontology. The boolean match (Feature 1), e.g., simply states
whether a term is contained in the query match or not and the
text relevancy (Feature 4) measures how many words in the query
match a term. The original matching features followed in LOV
(Feature 2 and 3) are based on a standard BM25 matching score [34].
Feature 2 further assigns weights depending on which property
of a term matches the query and Feature 3 is based on properties
that describe the ontology [41]. We propose two more features in
addition to those used in the state-of-the-art. First, we propose a
variation of the class match (Feature 5) for properties (Feature 6).
These features are based on different weights for exact and partial
matches of query words. Albeit not directly related to matching, we
further consider a simple feature that counts the number of words
in the query (Feature 7). The following details were considered
when extracting query match features for LOVBench.
• A term matches the query (i.e., t ∈ σt ) if at least
one word qi ∈ Q matches the domain of at least one
of the following properties of the term: rdfs:label,
dce:title, dcterms:title, skos:prefLabel, rdfs:comment,
rdfs:description, dce:description, dcterms:description,
skos:altLabel, or the local name of the term’s URI. These
are the same properties that were considered in the original
LOV term property boost [41].
• The exact and partial matches (φexact andφpartial) of the class
and property match (Feature 5 and 6) only consider matches
in rdfs:label. The hyperparameters are set to α = 0.6 and
β = 0.4 [2].

We would like to note that features that use terms or ontologies
contained in the query match as input for scoring are not classified
as query match features, but assigned to one of the following groups
to which the scoring algorithm relates.

Repository graph analysis (Feature 8-10).These features determine
the importance of ontologies in the corpus based on the repository
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graph G (R,P). PageRank has been the most commonly adapted
ranking algorithm for this purpose, especially in the domain of
ontology search engines [22]. The repository graph is usually con-
structed based on owl:imports statements (Feature 8), however, it
has been pointed out that explicit owl:imports statements are often
missing, and considering implicit imports derived from term URIs
appearing in the ontology (Feature 9) showed better performance
[8]. We further propose to build a repository graph using ontolo-
gies’ properties based on the vocabulary of a friend6 (voaf), which
in LOV are automatically derived from the ontology collection [41],
and to consider this graph as input for PageRank (Feature 10).
• PageRank pr for repository graphsG (R,P) is computed as
follows [7].

pr(O, G (R, P)) =
1 − d
|R |

+
∑

Oj ∈(Oi, p ∈ P, O j)

pr(O j , G (R, P))
|(O j, p ∈ P, Oi) |

(4)
where d corresponds to the damping factor (set to d = 0.85).
Since PageRank computes very small scores, we multiple
these with 105.

Ontology graph analysis (Feature 11-16). These features assign
scores to terms and ontologies based on the ontology graph G (O ).
PageRank has also been adapted for this purpose. In particular,
[8] proposes a Reversed PageRank approach to identify hubs in
an ontology (Feature 11-13). However, this approach is limited to
classes since PageRank only assigns scores to nodes and not to
edges (i.e., these scores ignore properties). Other considered graph
scoring algorithms include betweenness (Feature 15), for which we
propose a variation for scoring on terms (Feature 14), as well as the
semantic similarity measure (Feature 16). The following details are
considered for creating LOVBench.
• The betweenness measure scores classes based on the num-
ber of shortest paths passing through it [2].

betweenness(c,G (O )) =
∑

ci,c j,c ∈O

λ(ci , c j (c ),G (O ))

λ(ci , c j ,G (O ))
(5)

where λ(ci , c j ,G (O )) corresponds to the total number of
shortest paths from ci to c j , and λ(ci , c j (c ),G (O )) defines
the number of shortest paths passing through c .
• Semantic similarity is a measure based on the shortest path
between two classes to capture how close these concepts are
laid out in the ontology [2].

ssm(ci , c j ,G (O )) =



1
|min(λ (ci ,c j ,G (O ))) | , if i , j

1, if i = j
(6)

RDF graph analysis (Feature 17-33). Features based on the RDF
graph O extract statistics about terms in an ontology which, e.g.,
can give an indication about the importance of terms in the reposi-
tory and to which detail a term is defined. TF-IDF-based measures
(Feature 17-25) differ in ontology ranking compared to conventional
text retrieval since scoring is adapted to compute the importance
of term URIs in the repository [7]. This implies that TF-IDF-like
term features (Feature 17-19) are query-independent. TF-IDF on-
tology features (Feature 20-22), however, are computed based on
all terms in an ontology that match the query [7], and thus remain
6https://lov.linkeddata.es/vocommons/voaf/v2.3/

Table 3: LOVBench ranking features.

ID Feature Cat. Description Ref.

Query match
1 Boolean matcht Q , t 1, if t ∈ σt ; 0, otherwise [7]
2 Match-boostt Q , t , R bm25(Q, t, R ) + boost(σt ) [41]
3 Match-descr.O Q , O , R bm25(Q, O, R ) [41]
4 Text relevancyt Q , t | {qi ∈ Q : σt , ∅} | [8]
5 Class matchO Q , O ∑

qi ∈Q
α ∗ |φexact

c | + β ∗ |φpartial
c | [2]

6 Prop. matchO Q , O ∑
qi ∈Q

α ∗ |φexact
p | + β ∗ |φpartial

p |

7 Query lengthQ Q | {qi ∈ Q } |

Repository graph analysis
8 PR-importsO O , R pr(O, G (R, {owl:imports})) [7]
9 PR-implicitO O , R pr(O, G (R, {implicit imports})) [7]
10 PR-voafO O , R pr(O, G (R, {p ∈ voaf}))

Ontology graph analysis
11 Hubt c , O pr(c, G (Oreversed)) [8]
12 Max hubO O max( {Hubt : c ∈ O } }) [8]
13 Min hubO O min( {Hubt : c ∈ O } }) [8]
14 Betweennesst t betweenness(t, G (O )) [2]*
15 BetweennessO Q, O 1

|σc |
∑
c∈σc Betweennesst [2]

16 Semantic sim.O Q , O 1
|(ci ,cj ) |

∑
ci ,cj ∈σc

ssm(ci , c j , G (O )) [2]

RDF graph analysis
17 TFt t , O tf(t, O ) [7]*,**
18 IDFt t , R idf(t, R ) [7]*,**
19 TF-IDFt t , O TFt ∗ IDFt [7]*
20 TFO Q , O ∑

t∈σt TFt [7]**
21 IDFO Q , R ∑

t∈σt IDFt [7]**
22 TF-IDFO Q , O , R ∑

t∈σt TF-IDFt [7]
23 BM25t t , O , R bm25(t, O, R ) [7]*
24 BM25O Q , O , R ∑

t∈σt BM25t [7]
25 VSMO Q , O , R vsm(Q, O, R ) [7]
26 Subclassest c |subclasses(c ) | [2]*,**
27 Superclassest c |superclasses(c ) | [2]*,**
28 Relationst c |relations(c ) | [2]*,**
29 Siblingst c |siblings(c ) | [2]*,**
30 Densityt c w1 ∗ Subclassest + w2 ∗

Superclassest + w3 ∗ Relationst +
w4 ∗ Siblingst

[2]*

31 DensityO Q , O 1
|σc |

∑
c∈σc Densityt [2]

32 Subpropertiest p |subproperties(p ) |
33 Superprop.t p |superproperties(p ) |

* Adapted for terms, originally only proposed for ontology ranking.
** Originally not considered as individual feature.

query-dependent. Since the intuition of TF-IDF does not apply to
ontology ranking (IDF assigns a low score when a term appears
in many ontologies, even though it is a desirable trait) we decom-
pose the measures into separate features (Feature 17-18 and 20-21).
In addition to TF-IDF-based features, simple statistics of the RDF
graph are also considered for the ranking of terms and ontologies
(Feature 26-33). We propose variations of features from the litera-
ture which are adapted for ranking of terms instead of ontologies
(Feature 26-30) as well as for the consideration of properties instead

https://lov.linkeddata.es/vocommons/voaf/v2.3/
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of classes (Feature 32-33). The following details were considered
for LOVBench.
• Term frequency tf(t ,O ) and inverse document frequency
idf(t ,R) are computed as follows [7].

tf(t, O ) = 0.5 + 0.5 ∗ f (t, O )

max( {f (ti , O ) : ti ∈ O })

idf(t, R ) = log
(

|R |
| {O : t ∈ O, O ∈ R } |

) (7)

where f (t ,O ) is the frequency of a term t in ontology O .
• The adapted notion of BM25 for ranking of terms t is defined
as follows [7].

bm25(t, O, R ) = IDFt (t, R )∗
TFt (t, O ) ∗ k + 1

TFt (t, O ) + k ∗
(
1 − b + b ∗ |O |

avgos(R )

) (8)

where k and b are hyperparameters (k = 2.0, b = 0.75), the
ontology size |O | is computed by its number of triples, and
avgos(R) is the average ontology size in the repository.
• The Vector Space Model (VSM) [36] feature (Feature 25),
adapted to ontology ranking, measures similarity of query
and ontology using tf and idf to compute the weights of
query words qi in the query and ontology [7].

vsm(Q, O, R ) =

∑
qi ∈Q

*
,

∑
t∈σt (qi ,O )

(TF-IDFt (qi , t )) ∗ tf-idfQ (qi , Q, R )+
-√ ∑

ti ∈O
(TF-IDFt (ti , O ))2 ∗

√ ∑
qi ∈Q

(tf-idfQ (qi , Q, R ))2

(9)
where tf-idfQ of a query word qi is defined as follows.

tf-idfQ (qi , Q, R ) =
f (qi , Q )

max( {f (qj , Q ) : qj ∈ Q })
∗

log
(

|R |
| {O : t ∈ O, t ∈ σt (Q, O ) } |

) (10)

• The density (Feature 30) depends on a weighted sum, for
which the original weights were used:w1 = 1.0,w2 = 0.25,
w3 = 0.5, andw4 = 0.5 [2].

In summary, we presented the selected state-of-the-art ranking
features and proposed variations and features that are motivated by
our observations made from the LOV search logs. In the next step
we describe our strategy to select samples for the ground truth.

5.2 Term Sampling
When building a ground truth, it is usually impractical to judge
and extract features for all terms in the repository [24]. In the
context of LTR, the chosen strategy of sampling some documents
for each query for learning will impact the observed effectiveness
of the learnt ranking model, referred to as sample selection bias
[25, 29]. Given the discussions of document sampling’s impact
[25], our goal is to ensure that the LOVBench dataset contains a
similar distribution of relevance labels and average sample size
compared to well-known state-of-the-art datasets for conventional
ad-hoc Web retrieval tasks. We follow a similar strategy to the one
presented in LETOR [31], by (i) considering all query-term pairs
without judgment as non-relevant and (ii) selecting samples from
an existing ranking, i.e., the term search results of LOV. For each
query of the LOV search logs, the relevance of the first ten terms
is inferred from the best-performing click model using UBM (see

Table 4: Breakdown of relevance labels in LOVBench, well-
known ad-hoc Web retrieval datasets, and CBRBench.

Label LOVBench TREC Web ClueWeb12 CBRBench

Total 73,950 + 110,274 28,906 5,392 819
Very high (4) 0.34% 0.14% 0.07% 4.64%
High (3) 1.63% 1.42% 1.15% 10.01%
Low (2) 7.26% 8.77% 5.47% 19.90%
Very Low (1) 24.10% 23.64% 20.83% 25.76%
Non (0) 66.59% 63.31% 68.64% 39.68%
Junk (−2) 0.06% 2.73% 3.84% 0.00%

Section 4.2), and an additional amount of non-relevant terms is
randomly sampled from the remaining query match.

As a popular convention, we map the relevance inferred from the
click model, which is measured in terms of satisfaction probability
(0 ≤ RelQ,t ≤ 1), to relevance labels lQ,t on a scale from 0-4, and
further consider a junk grade (−2). We denote the set of labelled
data for queryQ and term t byL = {(Q, t , lQ,t )}, the standard input
for supervised LTR settings, and refer to L with all relevance pre-
dictions as ground truth. As shown in Table 4, this approach results
in a dataset with a similar distribution of relevance judgments com-
pared to established LTR datasets, such as TREC Web 2013 & 2014
[11, 12] and a selection of ClueWeb127 entries as presented in [40].
On the other hand, it reveals a different distribution for CBRBench,
which is a potential explanation for the differences in our inferred
relevance judgments and those made by experts from CBRBench.
The authors of CBRBench only consider a term as relevant with
a score of 2 or higher [7], while we follow the common practice
to consider a score of 1 or higher as relevant. Finally, LOVBench
is composed of 73,950 judgments inferred through the user click
model and 110,274 randomly sampled non-relevant judgments, with
an average sample size of ∼ 26 judgments per query.

5.3 Final LOVBench Dataset
In summary, the LOVBench dataset contains: (i) extracted ranking
features (Section 5.1) and (ii) inferred relevance judgments (Sec-
tion 5.2) for 184,224 query-term pairs. We provide a single csv-file
containing the query-term pairs and their relevance judgments
which can be used as ground truth for evaluation purposes. More-
over, the full dataset (including extracted features) is provided in
a format for LTR experiments. It is randomly split by query into
five equal-sized partitions, which in turn are used to derive five
folds with three partitions for training and the remaining two for
validation and testing.

6 EMPIRICAL EVALUATION
In this section, we apply LOVBench to evaluate several ranking
configurations using LTR. We first describe our experiment setup
and then present our experimental results.

6.1 Experimental Setup
The experiments are based on the standard framework for LTR
evaluation [24]. In the following, we describe the considered feature
7https://lemurproject.org/clueweb12/

https://lemurproject.org/clueweb12/
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Table 5: Overview of feature configurations. The feature IDs
correspond to those presented in Table 3.

Category Name Feature configuration Count

Baseline Baseline Lucene search (rdfs:label) 1

Literature DWRank [8] 4, 9, 11-13 5
AKTiveRank [2] 5, 15-16, 31 4
CBRBench [7] 1, 5, 9, 15-16, 22, 24-25, 31 9

Variations LOV-based 2-3 2
LOVBench full 1-33 33
LOVBench light 2, 10, 14, 17-19, 26-29, 32-33 12

configurations, baselines and evaluation metrics. We rely on the
previously introduced LOVBench dataset for the evaluation.

Configurations. We experiment with feature configurations that
are associated with three different groups: baseline, literature, and
variations. An overview of all configurations subject to the experi-
ments is given in Table 5. The purpose of our baseline (a standard
Lucene search on terms’ rdfs:label properties) is to provide the
performance of a straight-forward search approach as a reference
point. We then compare several ranking models as they have been
proposed in the literature with the baseline using the feature sets
from AKTiveRank [2], DWRank [8], and CBRBench [7]. Lastly, we
propose variations that are designed to meet the requirements ob-
served in the LOV search logs. We compare three models to the
baseline and literature: first, a simple model only using current LOV
features as a reference point (LOV-based), second, a model using all
features of LOVBench (LOVBench full), and third, a model with fea-
tures that are chosen based on low computational complexity, high
informativeness and meeting the LOV requirements (LOVBench
light). In total, we evaluate ranking performance of seven different
configurations with up to 33 different features.

Learning to rank. Each model configuration is trained with well-
known LTR techniques. We experiment with both, a pairwise ap-
proach (RankNet [6]) as well as a listwise approach (AdaRank [44])8.
Evaluation and comparison to the baseline is based on five-fold
cross validation.

Metrics. We rely on standard evaluation metrics for information
retrieval. We measure the retrieval performance in terms of multi-
valued relevance based on the Normalized Discounted Cumulative
Gain (NDCG) [19]. Motivated by the discussion in Section 4.1, we
report the NDCG for the first 3, 5, and 10 ranked terms. We further
report the Mean Average Precision (MAP) [3] as a consideration
of ranking models’ effectiveness, which, however, only considers
binary relevance.

6.2 Experimental Results
In this section, we present the experimental results and compare
each configuration to the baseline.

6.2.1 Originals. In Table 6, we compare the performance of several
feature configurations using two LTR algorithms with the baseline.
The first row shows the baseline performance based on a Lucene
search. The first group of configurations (DWRank, AKTiveRank,
8Implementation taken from https://sourceforge.net/p/lemur/wiki/RankLib

Table 6: Results for ranking models with considered feature
configurations using LOVBench. Best results for each algo-
rithm andmetric are highlighted in bold. All configurations
significantly improve the performance in all metrics com-
pared to the baseline (p-value ≤ 0.05).

LTR Configuration NDCG@3 NDCG@5 NDCG@10 MAP

- Baseline 0.261 0.299 0.358 0.433

Ra
nk

N
et

DWRank 0.497 0.508 0.536 0.572
AKTiveRank 0.459 0.469 0.499 0.563
CBRBench 0.480 0.484 0.512 0.564

LOV-based 0.646 0.688 0.724 0.717
LOVBench full 0.841 0.868 0.883 0.845
LOVBench light 0.762 0.781 0.803 0.806

Ad
aR

an
k

DWRank 0.372 0.382 0.404 0.481
AKTiveRank 0.454 0.454 0.478 0.548
CBRBench 0.378 0.379 0.411 0.492

LOV-based 0.638 0.679 0.716 0.710
LOVBench full 0.881 0.902 0.911 0.918
LOVBench light 0.780 0.825 0.860 0.871

CBRBench) for both LTR algorithms shows the performance of
original models from the literature.

When comparing the results of the original configuration with
the baseline, we observe that all configurations manage to sig-
nificantly improve the baseline performance in all metrics. Com-
pared with each other, all models show similar performance, albeit
DWRank performs slightly better when using RankNet and AK-
TiveRank performs slightly better when using AdaRank. Another
interesting observation is that the additional features considered in
CBRBench, which also includes the features proposed in AKTiveR-
ank, barely improve (RankNet) or even harm (AdaRank) the ranking
performance. This is surprising, given that the comparison in CBR-
Bench [7] based on single features shows some of these features to
perform well. This indicates that ranking models should always be
evaluated with all features and weights taken into account, since
individually poorly performing features can still perform well when
combined using LTR.

6.2.2 Variations. The second group for each algorithm (LOV-based,
LOVBench full, LOVBench light) in Table 6 shows the results of
the adapted models.

First, we can observe that all three configurations that use the
original LOV term matching feature (Feature 2) significantly im-
prove the performance of the baseline as well as the models from
the literature. However, we need to keep in mind that the sampled
ground truth is biased on the existing ranking of LOV, which in-
cludes Feature 2 [41]. Moreover, when comparing the LOVBench
full model with the simple LOV-based configuration, we observe
that the additional features in LOVBench significantly improve the
performance. Given that real-time computational requirements can
be a major concern, we are also interested in increasing the ranking
performance with a reduced number of features compared to the
full configuration. As the results of the LOVBench light config-
uration show, the smaller feature set is also able to significantly

https://sourceforge.net/p/lemur/wiki/RankLib
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improve ranking performance compared to the LOV-based model,
albeit not as much as the full model. All these observations hold
true for both learning algorithms, RankNet and AdaRank.

7 DISCUSSION
In this section, we discuss the practical implications of the results
and state the limitations of our approach.

7.1 Practical Recommendations
One of our key findings is that ranking features should be designed
with regard to actual user behavior of the targeted domain. The
performance results of the considered literature models can be ex-
plained with the mismatch of the assumptions for these ranking
models and the user behavior we observe in LOV (cf. Section 4.1).
First, the original AKTiveRank configuration does not include any
term features, meaning that if the ranking contains multiple terms
from the same ontology, these receive the same score. Second, in
DWRank, three out of five features (Feature 11-13) relate to the
hub score, which only scores classes, meaning that this configura-
tion lacks the ability to rank properties, which we have found in
LOV to be equally important as ranking of classes. Furthermore,
the text relevancy feature that is also part of this configuration
(Feature 4) assumes multiple words in the query, which in LOV
is often not the case. Third, CBRBench is, similar to AKTiveR-
ank, mostly composed of ontology features, and further of many
complex features with predefined hyperparameters, not allowing
the LTR algorithms to learn these from the data. As shown by
our experiments, adapting the ranking features to these require-
ments significantly improved the performance. Our results also
demonstrate that increasing the number of ranking features, given
a large enough dataset like LOVBench, allows to increase ranking
performance. However, in practice it is often necessary to form a
reasonable trade-off between effectiveness and computation cost.
This especially concerns query-dependent features that cannot be
pre-computed and have to be extracted at run-time.

As previously mentioned, the experimental results need to be
interpreted in the context of the biases imposed by the current
LOV ranking from which the relevance labels for the ground truth
are derived. The LOV search relies on a Lucene-based match with
property boost and a popularity score measured in term of usages in
LOD datasets [41]. Thus, it is reasonable that relevance features and
qualitative importance features such as PageRank perform better
on our dataset than graph-structural criteria such as density.

In conclusion, the following considerations should be taken into
account when designing ontology ranking models, which were also
followed for the LOVBench light configuration:

(1) mixing and prioritizing of ranking granularities depending
on the platform (ontologies/terms and classes/properties),

(2) diverse coverage of all feature categories (querymatch, repos-
itory graph, ontology graph and RDF graph analysis),

(3) preferring decomposed features when possible,
(4) being aware of the user behavior of targeted platform,
(5) the number of query match features should be minimized.
Lastly, LOVBench can be used not only to evaluate, but also to

train ranking models and integrate these for re-ranking of ontology
terms in other applications with different ontology collections. In

this case, we would like to highlight that the query match constraint
should be adjusted to the meta-vocabularies considered in the re-
spective ontology collection and all features need to be extractable
for the LOV ontology collection.

7.2 Limitations
The applicability of LOVBench for the evaluation of ontology rank-
ings is limited as follows. First, only ranking models that use a
keyword-based query format to rank ontology terms can be eval-
uated. Albeit this is the most popular approach in existing search
interfaces [22], this means that LOVBench cannot be considered
as a general benchmark in the broader context of ontology reuse.
E.g., in some tools other search interfaces and rank granularities
are used (such as the ranking of the best combination of ontolo-
gies [27]). However, the current lack of search logs from respective
platforms hinder the application of our approach to other search
interfaces. We believe that the adoption of our approach to other
ontology search platforms could ultimately result in a landscape
of benchmarks for all variations. Second, applying LOVBench for
the evaluation of ranking models that include features that rely on
metadata information such as user ratings can be difficult, as this
metadata needs to be collected for the LOV collection. However,
using metadata-based features in the ranking model in general can
be problematic, depending on the way the metadata is collected.
Instead, sufficient and well-designed ontology and term features
directly derived from the ontology collection might be able to sub-
stitute such features [21].

8 CONCLUSION
In this paper, we address the problem of ontology ranking evalu-
ations and comparisons in LTR settings. We analyze logged user
interactions of a real-world ontology search platform (LOV) and
use this implicit user feedback infer relevance judgments for query-
term pairs. Our evaluation shows that inferred relevance judg-
ments are close to those made by human experts. We create the
LOVBench dataset that comprises 184,224 relevance judgments for
7,395 queries and considers 33 different ontology ranking features.
We then evaluate and compare three state-of-the-art ranking mod-
els from the literature based on this ground truth. We explain the
results in the context of the observed user behavior in LOV and
propose variations and configurations that outperform the baseline.
The published dataset can be applied for future ontology ranking
evaluations and LTR experiments.

In future work, the LOVBench dataset can be updated in regular
time intervals to capture the evolution of ontologies and their rele-
vance in the Semantic Web. The continuous nature of LOVBench
further allows the benchmark to grow in terms of queries and judg-
ments over time. Moreover, future work includes online evaluation
of learnt models in LOV to evaluate their effectiveness with actual
user feedback, e.g., based on users’ average click position.

RESOURCES
The LOVBench dataset, the code for the extraction of selected fea-
tures, the code to run the experiments presented in this paper, and
the cleaned search logs collected from LOV are available online9.
9LOVBench resources: https://github.com/nut-hatch/LOVBench

https://github.com/nut-hatch/LOVBench
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