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ABSTRACT
Learning program representations has been the core prerequisite of
code intelligence tasks (e.g., code search and code clone detection).
The state-of-the-art pre-trained models such as CodeBERT require
the availability of large-scale code corpora. However, gathering
training samples can be costly and infeasible for domain-specific
languages such as Solidity for smart contracts. In this paper, we
propose Zecoler, a zero-shot learning approach for code represen-
tations. Zecoler is built upon a pre-trained programming language
model. In order to elicit knowledge from the pre-trained models
efficiently, Zecoler casts the downstream tasks to the same form of
pre-training tasks by inserting trainable prompts into the original
input. Then, it employs the prompt learning technique to optimize
the pre-trained model by merely adjusting the original input. This
enables the representation model to efficiently fit the scarce task-
specific data while reusing pre-trained knowledge. We evaluate
Zecoler in three code intelligence tasks in two programming lan-
guages that have no training samples, namely, Solidity and Go, with
model trained in corpora of common languages such as Java. Exper-
imental results show that our approach significantly outperforms
baseline models in both zero-shot and few-shot settings.
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1 INTRODUCTION
Learning program representations has achieved great success in
software engineering thanks to recent advances in deep learning [4]
and the availability of large-scale code corpora [6]. Program repre-
sentations, namely, code vectors that reflect their deep semantics,
have been widely used in code intelligence tasks [24] such as clone
detection [12], code summarization [9], and code search [16]. For
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example, in the clone detection task, program representations can
be used to reflect similar features between two code snippets [43].

Despite showing promising results, the state-of-the-art tech-
niques rely on the availability of large code corpora. However,
labeling data samples of some programming languages is often
expensive and sometimes infeasible. For example, Solidity is a new
language and specifically designed for smart contracts. This lan-
guage is becoming increasingly popular and hence code representa-
tion tools for the Solidity language are highly demanded. However,
obtaining labelled Solidity code is challenging as it requires domain
knowledge on Blockchain and the collected data is significantly
redundant [8]. This restricts the collection of supervised data and
causes deep learning models to learn poor representations [26].

One possible solution towards alleviating this issue is to use
the pre-trained language models (PLMs) such as CodeBERT [13],
PL-BART [1], and CodeT5 [38]. PLMs are pre-trained to learn code
representations of large common languages such as Java and then
are fine-tuned on domain-specific languages such as Solidity. For ex-
ample, Salza et al. [30] proposed cross-language CodeBERT, which
pre-trains CodeBERT on multiple languages and then transfers the
program representations to other languages through fine-tuning.

However, fine-tuning a PLM on a specific task is challenging.
The learning tasks (e.g., masked language model (MLM)) in the pre-
training phase are usually different from the downstream tasks (e.g,
code search). As such, the reusability of prior knowledge learned in
the pre-training phase may be limited in the fine-tuning phase. This
is even more challenging when there is no or insufficient training
data for downstream tasks in domain-specific languages. The large
pre-trained model can easily overfit scarce data, which leads to
poor task fitting.

In this paper, we propose Zecoler (Zero-shot code representa-
tion learning), a novel approach for learning program represen-
tations without labelled data samples of the target language. In
order to learn better representations and bridge the gap between
pre-training and downstream tasks, we adapt prompt learning [20],
a new learning paradigm for PLMs. Prompt learning adapts the
downstream task to the same form as that in pre-training through
accompanying trainable prompt tokens with the PLM input. The
continuous vectors of prompts guide the pre-trained model to elicit
knowledge of programming languages efficiently. For example, the
input of code clone detection can be converted to an MLM task
input based on a template containing prompt tokens. In this way
the model can be adapted to the target language while maximizing
the use of prior knowledge learned during the pre-training phase.
Hence, prompt learning allows few-shot or even zero-shot learning
for pre-trained models in new languages with unlabelled data [31].

To evaluate the proposed approach, we experiment on three code
intelligence tasks, including code clone detection, code search, and
method name prediction. The results show that our approach is
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substantially effective in zero-shot learning of program representa-
tions. The accuracy of the three tasks in Solidity is 79.8%, 67.1%, and
68.1%, respectively, which is around 14.7% greater than the strong
baseline CodeBERT. Zecoler also demonstrates great effectiveness
when a few data samples are given. Moreover, the learned program
representations have good generalizability.

The contributions of this paper can be summarized as:

• To the best of our knowledge, we are the first to propose
zero-shot learning of program representations, which does
not require manual labeling of data for code intelligence
tasks.

• We propose a prompt learning based method for zero-shot
program representation.

• We conduct extensive experiments to evaluate the proposed
approach. Results show that our approach significantly out-
performs the baseline models.

2 BACKGROUND
2.1 Pre-trained Language Models for Code
Pre-trained language models (PLMs) such as BERT [11], GPT [27],
and T5 [28] have achieved a great success in the natural language
processing field. A PLM is usually pre-trained on a large-scale text
corpora through a series of self-supervised learning tasks such as
masked language modeling (MLM) and next sentence prediction
(NSP). The MLM task masks a random portion of tokens in the
input text and tries to predict the masked words, while the NSP task
predicts whether or not two given input segments are coherent. The
PLM can then be fine-tuned on task-specific datasets. A fine-tuning
header on top of the PLM is optimized via supervised learning tasks
in a specific domain.

Due to the great success of PLMs, researchers also seek the
adaptations of PLMs for programming languages [13, 38]. They
customize the pre-training objectives using programming related
tasks on a big code corpus. PLMs have been successfully used to
learn program representations and further be used in a variety of
code intelligence tasks.

For example, CodeBERT is built based on RoBERTa [22] and is
pre-trained with both natural and programming languages. Figure 1
illustrates the main pipeline of CodeBERT. The model is first pre-
trained on two tasks, namely, MLM and replaced token detection
(RTD). In MLM, CodeBERT randomly masks the tokens in natural
language and programming language (NL-PL) pairs and learns to
predict the original words. For RTD, the model is trained to detect
whether tokens are original or not. The pre-trained model is then
fine-tuned on data of downstream tasks such as clone detection
and code search. A header based on multilayer perceptron (MLP) is
added to the PLM and is optimized with downstream tasks.

2.2 Zero-Shot Learning
The standard supervised learning approaches train a model with
large-scale labelled samples. However, in many tasks such as recog-
nizing name of a new brand or translating a new language, obtain-
ing sufficient training samples is laborious and often impracticable.
Zero-shot learning transfers a learned model to a target domain
that has no labelled data, and hence alleviates this “data hungry”
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Figure 1: Illustration of the pre-trained code model.

problem. It can be realized through a variety of techniques such as
data augmentation [5], meta-learning [29, 33], and PLMs [6].

Data augmentation. A direct technique of zero-shot learning is
data augmentation, namely, enlarging the data set (e.g., randomly
inserting samples and noise) so that the model can have sufficient
data samples for training [5].

Meta-learning. Another popular strategy for zero-shot learning
is meta-learning. Meta learning is also known as “learning to learn”,
which aims at training a meta learner which learns the update
rules of the target model [14]. This enables a machine learning
model to achieve competitive performance even with scarce data.
However, meta-learning focuses on learning strategies instead of
representations. Hence it will be difficult to be generalized across
different code intelligence tasks.

Pre-trained Language Models. PLMs are pre-trained on large-
scale text corpora to learn common knowledge of the languages,
and can be generalized to specific tasks with only a few training
examples. However, PLMs require a fine-tuning phase to adapt
the pre-trained model to the downstream tasks, which needs the
availability of labelled datasets. Therefore, it’s still quite laborious
to annotate the data manually.

Prompt-based Learning. To alleviate the data hungry problem of
fine-tuning, Brown et al. [6] introduced prompt-based learning, a
lightweight alternative of fine-tuning for PLMs. Unlike fine-tuning,
which adds fine-tuning header and re-optimizes the PLM using
downstream tasks, the prompt-based learning approach converts
downstream tasks (e.g., method name detection) to the same form
as the pre-training tasks (e.g., MLM) by injecting “prompts” and
“[MASK]” to the PLM input. Hence, the PLM generates the target
result after minimal adjustment. This encourages downstream tasks
to reuse the knowledge from the PLM.

3 APPROACH
3.1 Problem Definition
Program Representation Learning: Let 𝑥 = {𝑥1, ..., 𝑥𝑁 } ∈ X
denote a program code snippet with 𝑁 tokens. The goal of program
representation learning is to map 𝑥 into an 𝑑-dimensional vector
which contains program semantics, namely, 𝑓𝜃 : X → 𝑅𝑑 [4], where
𝑓𝜃 is a function parameterized by 𝜃 . 𝑓𝜃 can be implemented using
deep neural networks such as the fully-connected networks [3],
LSTM [25] and Transformers [36].

The learned program vectors can further be taken as input to
machine learning models for code intelligence tasks such as code
clone detection and code search. Given two code snippets 𝑥1 and
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Figure 2: Model Architecture.

𝑥2, we can train a classifier which predicts the class label 𝑦 ∈ Y
given their vectors:

𝑝 (𝑦 |𝑥1, 𝑥2) = 𝑔𝜙 (𝑓𝜃 (𝑥1), 𝑓𝜃 (𝑥2)), (1)

where 𝑔𝜙 denotes the neural network model for the classification
task. For example, in the code clone detection task, 𝑥1 and 𝑥2 stand
for two code snippets and 𝑦 stands for whether they contain clones.
In the code search task, 𝑥1 and 𝑥2 stand for a code snippet and a
natural language description, respectively, and𝑦 stands for whether
they are semantically correlated.
Zero-Shot Program Representation Learning: Let (X𝑆 ,Y𝑆 )
denote the labelled dataset in the source language, and X𝑇 de-
note the unlabelled dataset in the target language. The goal of
zero-shot program representation learning is to train a machine
learning model which predicts the labels in the target language
given the labelled data in the source language, namely, to estimate
𝑝 , the probability of the label predicted:

𝑝 (𝑦𝑇 |𝑥𝑇1 , 𝑥
𝑇
2 ,X

𝑆 ,Y𝑆 ), (2)

where 𝑥𝑇1 , 𝑥
𝑇
2 ∈ X𝑇 and 𝑦𝑇 ∈ Y𝑇 . Representations for X𝑆 might

not be useful for X𝑇 since there could be a lexical gap between X𝑆

and X𝑇 . However, both of them can be used in pre-training tasks
such as the MLM [13] for a PLM. Hence, it is feasible to bridge their
representation gap using the common pre-training task. Based on
this idea, we cast the problem in Equation 1 as an MLM task for
a PLM and train the model on (X𝑆 , Y𝑆 ), so that the PLM can also
predict the class labels for data in X𝑇 seamlessly.

3.2 Model Architecture
Domain-specific languages such as Solidity often have insufficient
data for code intelligence tasks, while popular languages such as
Java and Python have large-scale code corpora. Our goal is to trans-
fer the representations of a popular programming language into a
domain-specific language that has no training samples. As such, we
keep pre-training the PLM on the task of a popular source language
and then transfer the model to tasks in the target language.

Figure 2 illustrates the overall architecture of our Zecoler. The
pipeline is comprised of three steps: First, we cast any downstream
task to the pre-training task (e.g., MLM) by inserting trainable
prompts and a “[MASK]” token into the input of the task (§3.3).
Taking the resulting data as input, a PLM is then re-trained using

the MLM task, that is, infers the program representation of the
input and predicts the word for the “[MASK]” token (§3.4). Finally,
a verbalizer is employed to cast the predicted word to class labels
(§3.5).

3.3 Casting Downstream Tasks into MLM
Our first step is to cast the downstream task (Equation 1) into the
MLM task. Given two input snippets 𝑥1 and 𝑥2 of the downstream
task, we concatenate the two input snippets 𝑥1 and 𝑥2, inspired by
NSP-BERT [34].

Like that in the MLM task, we also insert a “[MASK]” token into
the concatenated input. The “[MASK]” token acts as a placeholder
which steers the pre-trained model to generate the classification
result 𝑦 in the code intelligence task. It is notable that the position
of the “[MASK]” token is a hyperparameter and we append it at
the tail of the input by default. The masked sequence

𝑥 = [𝐶𝐿𝑆];𝑥1;𝑥2; [𝑀𝐴𝑆𝐾] (3)

is taken as input to the PLM, which yields the hidden states

h1, ..., h |�̃� | = 𝑓𝜃 (𝑥) (4)

for all tokens, where 𝑓𝜃 denotes the pre-trained programming lan-
guage model parameterized by 𝜃 .

Then, the hidden state corresponding to themasked token, namely,
h−1, is fed into an MLM header 𝑔𝜙 which predicts a token for the
masked position:

ŷ = softmax(𝑔𝜙 (h−1)) . (5)

The MLM header 𝑔𝜙 is a fully connected neural network parame-
terized by 𝜙 that is optimized to minimize the cross-entropy loss:

𝐿M𝐿𝑀 (𝜙 |y, ŷ) = −
|𝑉 |∑︁
𝑖=1

𝑦𝑖 log(𝑦𝑖 ), (6)

where y denotes the ground-truth label of the code intelligence
task, and |𝑉 | is the vocabulary size.

3.4 Prompt-based Learning
The conventional fine-tuningmethod for theMLM task optimizes 𝑓𝜃
and 𝑔𝜙 in Equation 1 from scratch. This causes the model to overfit
scarce task-specific data. Inspired by prompt-based learning [21],
we optimize the PLM by merely adjusting its input sequence. More
specifically, we insert a number of pseudo tokens called prompt
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into the input sequence of the PLM, which coaxes the PLM to
directly generate the predicted label of the downstream task. By
only adjusting the model input, the PLM needs far less optimization
cost to fit for the data in the target task, while keeping the most of
prior knowledge learned during pre-training.

Based on this idea, we design a number of prompt tokens 𝑃 =

[𝑃1, ..., 𝑃𝑚] and inject them into the masked sequence 𝑥 using a
pre-defined template 𝑇 = [𝑃];𝑥1; [𝑃];𝑥2; [𝑃]; [𝑀𝐴𝑆𝐾]. Hence, the
original inputs 𝑥1 and 𝑥2 are transformed into

𝑥 = [𝑃1:𝑖 ];𝑥1; [𝑃𝑖+1:𝑗 ];𝑥2; [𝑃 𝑗+1:𝑚]; [𝑀𝐴𝑆𝐾] (7)

through template𝑇 . For example, in the task of code clone detection,
given two code snippets, “code1” and “code2”, the transformed input
is

[𝑃1][𝑃2] code1 [𝑃3] [𝑃4] code2 [𝑃5][𝑃6][MASK], (8)

which contains six trainable prompts in this case.
Like general words, these prompt tokens are embedded into

trainable vectors and are optimized on downstream tasks in the
target domain through gradient descend.

In a zero-shot setting, there is no training sample in a low-
resource programming language. Instead, we train the PLM using
large-scale code corpora in popular languages (e.g., Java) through
the converted MLM task, and then directly apply the trained model
to tasks in the low-resource language. More specifically, we train
the PLM through prompt learning for the converted MLM task in
the source domain. Then, we take as input data samples in the tar-
get domain into the same model without extra training, and obtain
the results of the code intelligence tasks.

3.5 Reverting MLM Outputs to Classification
Labels

The MLM task generates a token that is likely to fill into the masked
position. In order to obtain the classification result, we need to re-
vert the MLM predictions to classification labels of the downstream
task. For this purpose, we employ a verbalizer [31] which realizes
such a reversion. LetV be the vocabulary of the PLM andY be the
labels of the downstream task such as {true, false}. The verbalizer
is defined as a function 𝑣 : C → Y that maps each candidate word
in the vocabulary to a classification label. The choice of candidate
words is arbitrary as long as they are sufficiently different. The
model will be trained to map candidate words to true predictions.
In our approach, we consider two candidate words {𝑦𝑒𝑠, 𝑛𝑜} ∈ V as
a candidate set C and only inspect which word in C is more likely
to fill into the “[MASK]” position through PLM predictions. If the
word “yes” has a higher probability to fill in the masked position,
the verbalizer will map it to the label “true” and hence output a
positive prediction for this task.

Take code clone detection as an example. Given two code snip-
pets, the model constructs an input sequence by injecting a number
of prompt tokens into the snippets, followed by a “[MASK]” token.
The constructed sequence is fed into the PLM to predict the label
𝑌 , where 𝑌 ∈ {“cloned”, “not cloned”}. The MLM header of the
PLM outputs the probability of each candidate word for the masked
position. If the candidate word “yes” has a higher probability, the
verbalizer will map it to the class label “cloned”, yielding the final
prediction as “cloned”.

Zecoler

Prediction

cloned

(i) Training (ii) Usage

Loss

void func1(..){

Code 1
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Code 2
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Figure 3: The workflow of Zecoler.

3.6 Training and Usage
Figure 3 shows the workflow of Zecoler. Zecoler follows the gen-
eral paradigm of learning program representations. In the training
phase, Zecoler is given a training set of labeled code snippets. For
each snippet (pair), Zecoler augments it using a prompt template.
The prompt-augmented code (pair) is taken as input to Zecoler
which yields the prediction and calculates the loss function based
on the ground-truth label.

In the usage phase, Zecoler is given a code snippet (pair) only.
Zecoler augments it using the same prompt template as in the
training phase and then gives the prediction for the downstream
task.

4 EXPERIMENTAL SETUP
We implement our approach on top of CodeBERT [13], one of
the most popular pre-trained PLMs, and evaluate it on three code
intelligence tasks.

4.1 Research Questions
The evaluation is designed to answer the following research ques-
tions:

• RQ1: How effective is our approach in zero-shot pro-
gram representation learning?
We evaluate the effectiveness of Zecoler in zero-shot pro-
gram representation learning. We take Java as the source lan-
guage and transfer the learned model to Solidity, a domain-
specific languages, and Go, an up-and-coming language
which are not provided with training samples. The experi-
ments are conducted in three popular code intelligence tasks.

• RQ2: How effective is our approach in few-shot pro-
gram representation learning ?
In some programming languages and tasks, we can obtain
small-scale training datasets. We wonder whether Zecoler is
also effective for tasks with scarce (e.g., 100) data. Therefore,
we provide the PLM models with a few samples of the target
language and conduct the same experiments as in RQ1.

• RQ3: How effective is our approach in monolingual
program representation learning?
RQ1 and RQ2 mainly evaluate the effectiveness of Zecoler in
a cross-language setting. We further explore how effective is
our approach without transfer learning. We train the model
in three languages, and test the model in the same language.
Besides Solidity, we also want to assess our approach in
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other languages such as Java and Go when data labels are
unavailable.

• RQ4: How do different hyperparameters impact the
performance of our approach?
Finally, we evaluate the performance of our approach under
different hyperparameters. Specifically, we conduct ablation
studies on prompt templates (number and position), source
languages, and PLM scales.

4.2 Downstream Tasks
We evaluate our approach on three popular code intelligence tasks:

1) Code Clone Detection: a task that determines whether
two code snippets are cloned [35] or not. A PLM based clone
detectionmodel takes as input two code snippets and outputs
their representations. Then, a classification header is built on
top of the representations and predicts whether the two code
snippets are cloned (=1) or not (=0). There are four types of
clones [39]. Our approach can challenge type-3 and type-4
clones, that is, the two snippets are not textually identical,
but implement the same functionality.

2) Code Search: a task that retrieves a semantically relevant
code snippet for a given natural language query [17]. Follow-
ing CodeBERT [13], we formulate code search as a classifi-
cation problem. Given a natural language description of the
code and a programming language code snippet, this task
aims at determining whether this NL-PL pair is related. The
binary answer is “related” or “not related”. The classification
generates a probability score, which can be used for ranking
results of code search.

3) Method Name Prediction: a task that suggests the func-
tion name for a given code snippet [42]. Similar to code
search, we transform this task to a binary classification
task [10]: given a code snippet, it enumerates all candidate
function names (i.e., the vocabulary of code tokens) and con-
structs a “<snippet, name>" pair. The pair is taken as input
to the PLM which outputs a binary prediction whether the
name in the pair is “suitable” (=1) or “not suitable”(=0) for
the code snippet.

4.3 Datasets
We conduct our experiments on four datasets. Each dataset is used
for one or two tasks. Table 1 shows the statistics of each dataset,
including sizes, languages, and corresponding tasks.
Smart Contract Clone Detection (SCCD): a manually labelled
clone detection dataset for the Solidity language. It contains 10,000
data samples collected from EtherScan, an analytic platform for
smart contracts. We build web scrapers to collect Solidity code
snippets of smart contracts and label the cloned pairs based on
contract information such as contract address and opcode. Each
data sample consists of a pair of code snippets that are cloned. One
notable feature of this dataset is that most samples are type-3 and
type-4 clones.
Smart Contract Summarization (SCS) [41]: a code summary
dataset for the Solidity language. The dataset contains 347,410 code-
comment pairs. It was originally collected for code summarization.

We preprocess SCS to a classification format so as to fit for the code
search and method name prediction tasks. We generate the code
search dataset by filtering long code and removing code comments.
We generate the method name prediction dataset by separating
method name from original code snippets in SCS.
CodeNet [26]: a multilingual codebase built from two online judge
websites, namely, AIZU1 and AtCoder2. CodeNet contains 8,008,527
code submissions in multiple programming languages such as Java,
Go, Ruby, and Python. We use this dataset for the code clone detec-
tion and code search tasks. To adapt the dataset to the code clone
detection task, we label two code submissions as a cloned pair if
they solve the same problem. To adapt the original data to the code
search task, we extract NL-PL pairs from problem descriptions and
their code submissions, respectively.
CodeSearchNet [17]: a widely used code search dataset, which is
used for the method name prediction task in our work. The dataset
involves six languages, namely, Java, Go, Python, Javascript, Ruby
and PHP, with 2,000,000 code snippets and corresponding method
names.

We preprocess these datasets by filtering out comments. Code
snippets with more than 250 tokens are filtered out to fit for the
PLMs. We also exclude code snippets with less than 125 tokens
to accommodate downstream tasks. In order to prevent the model
from being biased to one class, we balance the dataset with the same
number (1:1) of positive and negative samples. The negative pairs
of code snippets (𝑦 = 0) are created using random combinations of
snippets from the positive data samples (𝑦 = 1).

4.4 Implementation Details
We implement our models on top of the popular CodeBERT which
is built based on RoBERTa-base (H=768, A=12, L=12). CodeBERT
learns representations of programming languages (Java, Python,
JavaScript, PHP, Ruby, and Go) in the pre-training phase. We use
the default tokenizer (i.e., Microsoft/codebert-base) of CodeBERT
with a vocabulary size of 50,265. We set the maximum sequence
length to 512. Our experimental implementation is based on the
Huggingface Transformers3 and P-Tuning [21]. The batch size and
the number of epochs are set to 10 and 20 respectively. We insert
prompt tokens to the original input of CodeBERT and place them
uniformly.

All models are optimized using the AdamW [23] algorithm on a
machine with two GeForce RTX 2080 Ti GPUs. The initial learning
rate (lr) is set to 3e-5, which linearly increases from 0 during a warm-
up period. The iteration number of the warm-up period equals to
the number of the training step in first epoch. Then the learning
rate decreases to 0 during the rest training process. We measure the
performance on the validation set during training. The checkpoint
that achieves the best accuracy on the validation set are selected
for testing.

4.5 Baseline Models
We compare our approach with five baseline models:

1https://onlinejudge.u-aizu.ac.jp/introduction
2https://atcoder.jp/
3https://huggingface.co/microsoft/codebert-base
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Table 1: Overview of datasets.

Datasets Downstream Tasks * Size Programming LanguagesCD CS MNP

SCCD
√

10,000 Solidity
SCS [41]

√ √
347,410 Solidity

CodeNet [26]
√ √

8,008,527 Java, Go, C++, C, Python, Ruby, C#, ...
CodeSearchNet [17]

√
2,000,000 Java, Go, Python, Javascript, Ruby, PHP

* CD = clone detection, CS = code search, MNP = method name prediction.

1) AVG: a baseline approach that directly represents programs
by averaging their token embeddings.We reuse token embed-
dings fromCodeBERT and represent an input code snippet by
the average of all token embeddings. Next, we fine-tune the
classifier of downstream tasks using a 3-layer MLP header.

2) RoBERTa [22]: a popular pre-trained language model that
has also been used for programming languages [13]. The
model is constructed with 12 transformer layers and pre-
trained on a large English corpus with the MLM objective.
We fine-tune it with a 3-layer MLP header over the “[CLS]”
position.

3) RoBERTa-large4: a large version of RoBERTa (H=1024,
A=16, L=24) with around 300 million parameters, which is
almost twice the size of the normal version. We compare
with this model to verify the advantages of Zecoler over
large-scale PLMs.

4) CodeBERTa5: a version of RoBERTa pre-trained with Code-
SearchNet, which was proposed by Huggingface. We use its
default setting in our experiments.

5) CodeBERT [13]: one of the state-of-the-art models for learn-
ing program representations. A more detailed description of
CodeBERT can be found in Section 2.1. We follow the same
experimental setup in its original paper.

We implement these baseline models by referring to the work
of CodeXGlue [24]. We construct 3-layer fully connected neural
networks as the fine-tuning header which maps the hidden vector
of the “[CLS]” token to the class labels of downstream tasks.

5 RESULTS
5.1 RQ1: Effectiveness of Zero-shot Learning
In this experiment, we evaluate the effectiveness of Zecoler in
zero-shot program representations learning. We initially train a
representation model for each task using data samples of Java. Then,
we adapt the trained model to the target languages (i.e., Solidity
and Go) directly without extra training. We train the model with
both 5,000 and 500 data samples of Java to assess the effects under
different data sizes.

Table 2 shows the accuracy of different models in three code
intelligence tasks. We can observe that Zecoler significantly out-
performs baseline models in all three tasks and all target languages.
In the code clone detection task, the accuracy of Zecoler is 5%-14%

4https://huggingface.co/roberta-large
5https://huggingface.co/huggingface/CodeBERTa-small-v1

Table 2: Accuracy of program representation models on
three tasks in the zero-shot setting.

Model CD CS MNP
Solidity Go Solidity Go Solidity Go

AVG 57.5 49.2 49.0 50.3 50.8 50.0
RoBERTa 60.5 49.4 49.6 49.4 50.0 50.3
RoBERTa-L 47.3 51.0 48.7 48.8 51.7 48.5
CodeBERTa 57.9 67.3 53.2 53.1 49.7 49.0
CodeBERT 65.4 91.7 48.9 46.2 52.1 65.2
Zecoler 5000 79.8 96.4 67.1 80.3 59.2 98.8
Zecoler 500 74.9 82.4 53.3 56.9 68.1 90.4
* The target languages (i.e., Solidity and Go) are not provided
with training data. All source languages are trained with 5000
samples except the last one which is trained with only 500
samples.

greater than that of CodeBERT, the strongest baseline. The improve-
ment is much more significant in the code search (30% in average)
and method name prediction (24% in average) tasks. By contrast,
AVG and RoBERTa-large obtain results that are close to random,
indicating that they can hardly learn useful knowledge from few
data samples.

The same trend can be observed when only 500 (1/10) samples of
the source language are provided for training. As the data size de-
creases from 5000 to 500, the accuracy of Zecoler drops in all tasks.
Nevertheless, it still significantly outperforms the baseline mod-
els. This means that Zecoler can learn representations much more
efficiently while requiring smaller data compared with baselines.

It is notable that CodeBERT outperforms RoBERTa and Code-
BERTa in both the code clone detection andmethod name prediction
tasks, except for the code search task.We conjecture that CodeBERT
is pre-trained on programming languages whereas the RoBERTa is
only pre-trained on natural languages. Hence, CodeBERT can be
better adapted to PL related tasks.

Answer to RQ1: Our approach shows greater performance than
baseline models in code intelligence tasks for no-resource program-
ming languages, affirming the strong ability of Zecoler in zero-shot
program representation learning.

5.2 RQ2: Effectiveness of Few-Shot Learning
In this experiment, we evaluate the effectiveness of Zecoler in few-
shot learning of program representations. We continue training the
model in RQ1 using a few data samples of the target languages. We
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(a) Clone Detection (Solidity) (b) Clone Detection (Go)

(c) Code Search (Solidity) (d) Code Search (Go)

(e) Method Name Prediction (Solidity) (f) Method Name Prediction (Go)

Figure 4: Accuracy of program representation models con-
tinuously trained with different-scale datasets in few-shot
setting.

vary the data sizes from 32 to 700 and evaluate the performance in
three code intelligence tasks.

Figure 4 shows the results. Compared to CodeBERT, the strongest
baseline in RQ1, Zecoler shows greater strength in all tasks when
provided with a few data samples of the target language. When
the data size is 700, the accuracy of Zecoler is about 30% greater
than that of CodeBERT. This means that Zecoler can learn code
representations more effectively when a small number of samples
are available in the training dataset. We notice that when the data
size is too small (e.g., 32), the model tends to overfit data. In this
situation, zero-shot learning is preferred.

Answer to RQ2: Zecoler shows effective performance with a few
data samples. As in zero-shot setting, Zecoler still keeps the best
accuracy among all compared models in few-shot setting.

5.3 RQ3: Effectiveness of Monolingual
Few-Shot Learning

Different from RQ2 in a cross-language few-shot setting, in this
experiment we evaluate the effectiveness of our approach in a
monolingual few-shot setting. We train models with a few samples

of Java, Solidity and Go, and evaluate the performance of the tasks
in the same language.

Table 3 shows the accuracy of different approaches in three down-
stream tasks. We can observe that Zecoler outperforms baselines
in the monolingual few-shot setting. Most of the baseline models
just predict random answers, with an accuracy of around 50%. This
indicates that the baseline models cannot learn meaningful program
representations with scarce data. Comparatively, Zecoler achieves
75.7% accuracy in average with only 100 data samples. The results
suggest that Zecoler learns program representations efficiently in
the monolingual few-shot setting.

Figure 5 shows the performance of Zecoler, CodeBERT, and
CodeBERTa with different data sizes in the code clone detection
task. We can see that Zecoler outperforms the other two baselines
under almost all data sizes. Furthermore, as the data size increases,
the accuracy of Zecoler grows faster than that of baseline mod-
els. This indicates that Zecoler is effective in learning program
representations given only 100 or 300 data samples.

We have also observed that monolingual learning outperforms
cross-language learning on small data sizes (e.g., 32 and 100), but
achieves similar performance when the data size becomes larger.
This is because continuously training on scarce data of a different
language can lead to overfitting.

Answer to RQ3: Zecoler is effective in monolingual few-shot
learning, and shows much stronger performance than that in the
cross-language setting.

5.4 RQ4: Ablation Study
In this experiment, we inspect the performance of Zecoler under
different hyperparameters. We vary the prompt templates and num-
bers of prompt tokens to search for the optimal prompt template.
We also explore the impact to the performance by different source
languages and different scales of backbone PLMs.

PromptTemplates:Wefirst explore the effect of prompt templates
on performance. We vary the position of the prompt tokens 𝑃1:𝑘 in
the prompt template, namely, head: [𝑃1:𝑘 , 𝑥1, 𝑥2, MASK], middle:
[𝑥1, 𝑃1:𝑘 , 𝑥2, MASK], uniformly: [𝑃1:𝑚 , 𝑥1,𝑃𝑚+1:𝑛 , 𝑥2,𝑃𝑛+1:𝑘 , MASK]
and tail: [𝑥1, 𝑥2, MASK, 𝑃1:𝑘 ]. The number of prompt tokens (𝑘) is
fixed to 10. We train the model with 700 Java code snippets and
evaluate the model on the code clone detection task of Solidity.

As shown in Figure 6(a), placing prompt tokens uniformly achieves
the best performance compared to other templates. The reason
could be that prompts have more influence to nearby tokens. By
placing prompts uniformly, every input token can be influenced by
sufficient prompt tokens.

Number of Prompt Tokens: We further assess the impact of
prompt numbers. We insert prompt tokens uniformly into the PLM
input and vary the number of prompt tokens 𝑘 from 1 to 20. We
train the model with 700 Java code snippets and evaluate it on the
code clone detection task of Solidity.

As Figure 6(b) shows, the number of prompt tokens is strongly
correlated to the performance of representation learning. Fewer
prompt tokens can be insufficient to steer the PLM to yield meaning-
ful prediction, while large numbers of prompts can restrict the input
size. The optimal number of prompt tokens is 10 in our experiments.
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Table 3: Accuracy of various program representation models in a monolingual few-shot setting.

Model CD CS MNP AverageJava Solidity Go Java Solidity Go Java Solidity Go
AVG 300 51.6 64.1 50.1 49.1 50.2 50.1 47.9 48.1 50.1 51.3
RoBERTa 300 46.6 73.5 50.1 52.5 55.2 50.1 50.1 53.7 50.1 53.5
RoBERTa-large 300 53.0 75.9 53.9 50.4 57.4 51.4 47.8 55.6 50.1 55.1
CodeBERTa 300 50.7 68.3 65.3 52.0 58.8 45.0 50.8 61.8 47.4 55.6
CodeBERT 300 51.3 69.4 49.5 50.8 56.5 49.5 49.3 53.9 49.5 53.3
Zecoler 300 85.8 94.3 99.3 51.7 90.1 99.5 98.7 88.8 99.2 89.7
Zecoler 100 63.6 93.9 99.5 52.6 63.0 95.7 72.8 62.8 77.7 75.7

* In this experiment, we train and test the model in the same programming language respectively. The
training data size of source languages is 300 except the last one with only 100 data samples.

(a) Clone Detection (Solidity) (b) Clone Detection (Go)

(c) Code Search (Solidity) (d) Code Search (Go)

(e) Method Name Prediction (Solidity) (f) Method Name Prediction (Go)

Figure 5: Accuracy of program representation models con-
tinuously trained with different-scale datasets in monolin-
gual few-shot setting.

Source Languages: To study the impact of different source lan-
guages, we train the model using 5,000 data samples of Java, Python,
and C++, respectively. We evaluate the performance of zero-shot
program representation on the code clone detection task of nine
target languages in the CodeNet. Figure 7 shows the results. We can
observe that using Java as the source language achieves the best

(a) Ablation on the position of prompts (b) Ablation on the number of prompts

Figure 6: Performance of Zecoler under different prompt po-
sitions and prompt numbers on the Solidity clone detection
dataset (SCCD).

Figure 7: Performance of Zecoler in the code clone detection
task with different source languages.

performance. This can be attributed to two reasons. First, Code-
BERT is pre-trained using Java. Second, as a common language,
Java contains more general features of programming languages
compared to other languages. This facilitates the transfer of model
to other languages with zero- or few-shot samples.

PLM Scales: Lastly, we study the effect of PLM scales. As Table 2
and 3 indicate, larger PLM scale has a negative effect on the per-
formance. For example, RoBERTa-large is almost twice the size of
RoBERTa, but the latter performs even worse than the former. This
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contract SmartPromise { 
address owner; 
mapping (address => uint256) balances; 
mapping (address => uint256) timestamp; 
constructor() public { owner = msg.sender;} 
function() external payable { 

owner.send(msg.value / 10); 
if (balances[msg.sender] != 0){ 

address paymentAddress = msg.sender; 
uint256 paymentAmount = balances[msg.sender]
*4/100*(block.number-timestamp[msg.sender])/5900; 
paymentAddress.send(paymentAmount); 

} 
timestamp[msg.sender] = block.number; 
balances[msg.sender] += msg.value; 

} 
}

contract Wizard { 
address owner; 
function Wizard() { owner = msg.sender; } 
mapping (address => uint256) balances; 
mapping (address => uint256) timestamp; 
function() external payable { 

owner.send(msg.value / 10); 
if (balances[msg.sender] != 0){ 

address kashout = msg.sender; 
uint256 getout = balances[msg.sender] 
*2/100*(block.number-timestamp[msg.sender])/5900; 
kashout.send(getout); 

} 
timestamp[msg.sender] = block.number; 
balances[msg.sender] += msg.value; 

} 
}

Figure 8: An example of two cloned snippets in Solidity. Zecoler can successfully identify that the given snippets as cloned
while CodeBERT cannot.

is because large PLMs can easily overfit few data samples in the
zero- or few-shot learning.

Answer to RQ4: The effectiveness of our approach is affected by
prompt templates, source languages and PLM scales. Inserting ten
prompt tokens uniformly to the original PLM input can steer the
PLM to output better representations. Java as the source language
can be better generalized to other languages. PLMs with a moderate
scale can better fit for the zero- or few-shot learning.

5.5 Example
We now provide a concrete example to demonstrate the effective-
ness of Zecoler. Figure 8 shows two cloned code snippets in Solidity.
They are similar in functionality but different in key words and
structures. For example, “paymentAddress” and “kashout” (high-
lighted in red) are two equivalent keywords in the two snippets.
Because the two words are both domain specific, baseline mod-
els such as CodeBERT can hardly detect the clone without prior
knowledge. Comparatively, Zecoler successfully detects the clone
by reusing prior knowledge from PLMs using prompt learning. The
prompts in Zecoler cast the underlying meaning in the PLM to
downstream tasks, which help large PLMs capture word semantics
even without training data.

6 THREATS TO VALIDITY
Internal Validity. Our approach is built upon CodeBERT. Although
CodeBERT is the most popular PLM for learning program rep-
resentations, other PLMs for code such as GPT-2 (unidirectional
Transformers) and CodeT5 (with an encoder-decoder architecture)
may have different results. However, we argue that our approach is
independent on the PLM architecture itself since we merely modify
the format of input and output of the PLM.

External Validity. Zecoler is evaluated on classification tasks such as
code clone detection. Other generative tasks such as code summa-
rization might have different performance. However, prompt-based
learning has also been shown to be effective in generative tasks [19].
We leave the extensions of our approach to generative tasks for our
future work. In our work, the downstream tasks are assumed to
be binary classifications. Hence, we represent the binary answers

using two candidate words. We can use more candidate words for
multi-class classification tasks. The candidate words are manually
selected and can be searched to find the most suitable ones.

7 RELATEDWORK
7.1 Learning Program Representations
As the core prerequisite for many code intelligence tasks, learning
program representations has been extensively explored in software
engineering [24]. Table 4 shows typical approaches in learning
program representations. Broadly, they can be classified into three
categories, including unsupervised for general languages, super-
vised for specific tasks, and few-shot learning.

The most typical category of work lie in the unsupervised ap-
proaches such as code2vec [3], code2seq [2], and InferCode [7].
Code2vec and code2seq aggregate representations of each path in
AST (abstract syntax tree) based on attention. InferCode predicts
subtrees automatically identified from the contexts of an AST in
a self-supervised manner. These methods directly learn program
representation from AST paths. They utilize the word embedding
techniques in natural language processing and incorporate them
with semantic and syntax information in program source code.
The limitation of these methods is the lack of adaptions to down-
stream tasks. The learned code vectors are fixed and cannot be
fine-tuned on downstream tasks. Furthermore, these methods are
purely trained on code, thus are unsuitable for NL-PL tasks such as
code search.

To improve the performance of downstream tasks, researchers
have also resorted to task-oriented supervised learningmethods [26].
For example, for code clone detection task, Fang et al. [12] caught
the similarity of semantics between two code snippets using a su-
pervised deep learning model, which pays attention to caller-callee
relationships and learns the hidden syntactic and semantic features
of source codes. Zhang et al. [43] disentangled the representation
of semantic and syntax with AST and GAN (generative adversarial
network), then used only semantic representation to detect code
clone. For code search task, Gu et al. [15] proposed a code represen-
tation model named CODEnn to learn semantic representations of
code snippets through jointly embedding with comments, Haldar
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Table 4: Models for Learning Program Representations.

Model Training data Generalization Task adaption
Unsupervised Supervised Few-shot Zero-shot General Task-specific None Task-specific Fine-tuning Prompt

Code2vec [3] ✓ ✓ ✓
Code2seq [2] ✓ ✓ ✓
InferCode [7] ✓ ✓ ✓

CD [12] ✓ ✓ ✓
DCRL [43] ✓ ✓ ✓
CM [9] ✓ ✓ ✓

CS [15, 16, 18] ✓ ✓ ✓
MNP [42] ✓ ✓ ✓
DD [44] ✓ ✓ ✓
CC [37] ✓ ✓ ✓

CodeBERT [13] ✓ ✓ ✓
CodeT5 [38] ✓ ✓ ✓
Zecoler ✓ ✓ ✓

* CD = clone detection, CM = code summarization, CS = code search, MNP = method name prediction, DD = defect detection, CC = code completion.

et al. [16] designed a multi-perspective cross-lingual neural frame-
work, and Li et al. [18] learned code-query interactions. Zhang et al.
[42] proposed a hybrid code representation learning approach to
resolve program dependence and semantics for predicting method
name. Yang et al. [40] learned a unified vector representation of
both methods and bug reports for method-level fault localization.
Zhou et al. [44] constructed a graph neural network to learn se-
mantic representation of code to identify the vulnerable functions.
Wang and Li [37] proposed AST Graph Attention Block to capture
different dependencies in the AST graph for representation learning
in code completion. These models are trained for the specific down-
stream tasks, which achieve good performance but lack generality
to support multiple tasks with one single model.

The aforementioned methods require a large scale corpus to
train the program representation model. To alleviate this problem,
pre-trained programming language models are proposed such as
CodeBERT [13] and CodeT5 [38]. It is a fine-tuning based few-shot
program learning paradigm: PLMs learn a vast amount of knowl-
edge from large scale unlabelled corpora in the pre-training phase,
and achieve state-of-the-art accuracy in the fine-tuning phase with
a small amount of labelled task-specific data. This gives PLMs the
basic generalization ability to handle a wide range of downstream
tasks well. Task adaption through fine-tuning adds extra knowledge
of specific tasks to PLMs and improves the performance. However,
in this paradigm, the gap between the pre-training phase and the
downstream task can be significant: the objectives are different,
and for the downstream tasks, we usually need to introduce new
parameters.

To the best of our knowledge, our Zecoler is the first zero-shot
learning method for program representation. Zecoler follows a
prompt-based learning paradigm for task adaption. Prompt learning
makes it possible for downstream tasks to take the same format
as the pre-training objectives and require no new parameters. By
narrowing the gap between the two phases, deploying the PLMs
on specific tasks becomes much easier with little training data.

7.2 Prompt-based Learning
As a promising method for zero-shot learning, a growing number
of prompt-based learning approaches [20] have been proposed
in recent years. For example, Schick and Schütze [31] proposed
PET which transforms the classification task into an MLM task

and uses prompt to elicit knowledge from PLM. But the prompt is
manually crafted and hard to select the most suitable words for it.
Shin et al. [32] proposed AutoPrompt which automatically searches
prompt words discretely using gradient signals in the target task.
Although discrete searching retains the semantic of prompt, it also
cannot find out the most precise prompts for machine models. For
solving this problem, Li and Liang [19] proposed Prefix-Tuning
which optimizes a continuous task-specific vector prepended to
every layer of the Transformer [36] in PLM and freezes the PLM
for saving computation cost. The performance of Prefix-Tuning is
excellent but it only focuses on natural language generation tasks.

Comparatively, Zecoler optimizes the prompt vectors in continu-
ous space instead of discrete words or human-writing, making the
prompt more suitable for PLMs to understand and more efficient
for extracting knowledge. Moreover, Zecoler is the first prompt
method to solve programming language understanding tasks.

8 CONCLUSION
In this paper, we propose Zecoler, a novel approach for zero-shot
program representation learning via prompt tuning. Zecoler im-
proves traditional pre-trained programming language models by
introducing prompt into program representation learning. Experi-
ments show that Zecoler outperforms baseline models in three code
intelligence tasks, including code clone detection, code search and
method name prediction in both zero-shot and few-shot settings.
Program representations learned by Zecoler also demonstrate good
generalizability for low/zero-resource programming languages. In
the future, we will investigate our approach in more languages and
software engineering tasks.

Source code and datasets to reproduce our work are available at:
https://github.com/ChrisCN97/zecoler.
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