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ABSTRACT
Emotion Recognition in Conversation (ERC) plays an important
role in driving the development of human-machine interaction.
Emotions can exist in multiple modalities, and multimodal ERC
mainly faces two problems: (1) the noise problem in the cross-modal
information fusion process, and (2) the prediction problem of less
sample emotion labels that are semantically similar but different cat-
egories. To address these issues and fully utilize the features of each
modality, we adopted the following strategies: first, deep emotion
cues extraction was performed on modalities with strong repre-
sentation ability, and feature filters were designed as multimodal
prompt information for modalities with weak representation ability.
Then, we designed a Multimodal Prompt Transformer (MPT) to
perform cross-modal information fusion. MPT embeds multimodal
fusion information into each attention layer of the Transformer,
allowing prompt information to participate in encoding textual
features and being fused with multi-level textual information to
obtain better multimodal fusion features. Finally, we used the Hy-
brid Contrastive Learning (HCL) strategy to optimize the model’s
ability to handle labels with few samples. This strategy uses unsu-
pervised contrastive learning to improve the representation ability
of multimodal fusion and supervised contrastive learning to mine
the information of labels with few samples. Experimental results
show that our proposed model outperforms state-of-the-art models
in ERC on two benchmark datasets.
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1 INTRODUCTION
With the rapid development of social networks, there has been a
lot of attention given to building dialogue systems that can under-
stand user emotions and intentions and engage in effective dialogue
interaction. Emotion Recognition in Conversation (ERC) is a task
that assigns emotional labels with contextual relationships to each
utterance made by speakers during a conversation. As a relevant
task for dialogue systems, ERC has made important contributions to
the development of engaging, interactive, and empathetic dialogue
systems by analyzing user emotions in the context of a conversa-
tion. It has greatly propelled the advancement of human-machine
interaction [28].
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Figure 1: Example of unimodal vs. multimodal in IEMOCAP.

In the development of ERC, early ERC studies [8, 17, 29] focused
mainly on research methods that only used text features. However,
researchers found that text contains many types of utterances that
are difficult for models to fully understand, such as irony, and that
emotions in conversation also change with the dynamic interactive
process. Since it is difficult to fully understand the conversational
context, using only text is insufficient to capture emotional cues in
the conversation for accurate emotion prediction. Therefore, people
have attempted to expand the model’s input from a single modality
to multiple modalities (such as visual, audio, videos, etc.). As shown
in Figure 1, using a single modality always leads to prediction er-
rors, but using more types of modality information, the problem of
semantic limitations of using only text can be mitigated. However,
after introducing multiple modalities, since each modality is in a
different semantic space, cross-modal information interactions will
introduce a lot of noise if the semantic gaps in them are not consid-
ered. For example, Hu et al. [15] constructed a modality interaction
graph by treating different modality features as nodes. Although
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this method uses multiple modality information, it does not con-
sider the semantic gap between modalities and directly performs
information interaction across modalities, leading to suboptimal
fusion effects and affecting the final emotion prediction.

In addition, because the ERC datasets contained many semanti-
cally similar but few sample labels (e.g., fear and disgust, happy and
excited), some previous studies [13] concluded that the number of
these label samples was less and their results were not statistically
significant, so they were merged into other similar emotion cate-
gory samples. Although this approach can improve the accuracy
of emotion prediction, from a psychological perspective [1, 7, 20] ,
each emotion category reflects its independent emotional intensity,
and simply combining emotion categories leads to oversimplifi-
cation and may not accurately capture the emotional complexity
and diversity of experience. Furthermore, since each emotion label
represents the user’s emotional state, accurate predictions should
be obtained for each category label in real-world scenarios.

To address the above problems, we propose a new model for
ERC, namely Multimodal Prompt Transformer with Hybrid Con-
trastive Learning (MPT-HCL). Firstly, in order to extract emotional
cues from the text, we construct exclusive relationship graphs from
both the speaker and context levels to extract emotional cues at
different levels. For the audio and visual modalities, we filter the
features using a designed modal feature filter, which filters out
low-level features with more noise and retains high-level features
with valid information. Due to previous research demonstrating the
importance of text modality [39, 42], we consider text as the main
modality feature and refer to the filtered features of audio and visual
as textual prompt information. Then, we use MPT for information
interaction between modalities. MPT embeds the interaction of
multiple modalities into each attention layer of the Transformer,
allowing the multimodal prompt information to participate in text
feature encoding and fusion with multi-level text information, thus
reducing noise generation and using the multimodal fusion result
for emotion prediction of each utterance. Finally, to better optimize
the model’s performance, on one hand, we use unsupervised con-
trastive learning (UCL) to repeatedly extract mutual information
[2] between the fusion features and each unimodal modality, in
order to mine the relationship between modalities and optimize the
fusion feature representation. On the other hand, we use supervised
contrastive learning (SCL) to mine the relationship between fused
features and labels in the sample. As SCL aggregates less sample
labels by treating all samples with the same label in a batch as posi-
tive examples, it enhances the presence of less sample labels in the
batch. Through this hybrid contrastive learning method, the feature
representation of multimodal fusion can be optimized, thus effec-
tively improving the accuracy of prediction for less sample labels.
In summary, the main contributions of this paper are summarized
as follows:
• We propose a novel approach of using filtered modality informa-
tion as multimodal prompt information, and designing a multi-
modal prompt transformer for cross-modal information interac-
tion to enhance the fusion effect of multiple modalities.

• For the first time in multimodal ERC, we introduced hybrid con-
trastive learning to separately explore the information between
the fused modal features and each modality, as well as the infor-
mation in the labels of the samples.

• We propose a new ERC model, MPT-HCL, which adopts a multi-
modal fusionmethod with hybrid contrastive learning to improve
context understanding and the accuracy of multimodal ERC.

• We conducted extensive experiments on two public benchmark
multimodal datasets, including IEMOCAP [3] and MELD [32].
The results showed that our proposed MPT-HCL model is more
effective and superior to all SOTA baseline models.

2 RELATEDWORKS
2.1 Emotion Recognition in Conversation
Emotion recognition in conversation, as an important research
area in natural language processing (NLP), has received exten-
sive attention in recent years. Existing research on ERC mainly
has two types of data input, text-based and multimodal-based: (1)
Text-based: DialogueGCN [8] uses graph networks for modeling
dependencies between self- and inter- of speakers, which effectively
solves the DialogueRNN [29] suffers from the context propagation
problem; Ishiwatari et al. [17] proposes that R-GAT with relational
location encoding not only captures the dependency relations be-
tween speakers, but also provides sequential information about
the relational graph structure; Shen et al. [34] designs a directed
acyclic graph (DAG) neural network to encode the utterance to
better model the intrinsic structure in the conversation and thus ex-
plicitly model the information of each speaker in the conversation;
TODKAT [41] utilizes the encoder-decoder architecture, which com-
bines the representation of topic information with common-sense
information in ERC; (2) Multimodal-based: ICON [10] and CMN
[11] both model information in conversation sequences by GRU;
MulT [35] uses Transformer’s [37] fusion approach of the basic
module-multihead attention mechanism to achieve cross-modal
information fusion by using different modalities as query, key, and
value in attention respectively; Li et al. [23] proposes a new struc-
ture called Emoformer to extract multimodal emotion vectors from
different modalities and fuse them with sentence vectors into an
emotion capsule; MM-DFN [13] uses a new multimodal dynamic fu-
sion network to capture dynamic changes of contextual information
in different semantic spaces.

2.2 Contrastive Learning
In the field of computer vision, SimCLR [4] optimizes contrast loss
by using images obtained from the same image by randomly dif-
ferent data enhancement as positive samples and other images as
negative samples. In natural language pre-training, ConSERT [38]
introduces self-supervised contrast loss in the fine-tuning phase
of BERT [5] in order to address the poor performance of sentence
representation in semantic similarity tasks; Li et al. [22] uses su-
pervised contrast learning on top of BART [21] as the backbone
network to make different emotions to be mutually exclusive to
better identify similar emotions. In terms of multimodal learning,
TupleInfoNCE [25] is a method for learning representations of
multimodal data using contrast loss that learns complementary
synergies between modalities; MMIM [9] maintains task-relevant
information by maximizing mutual information in single-peaked
input pairs.
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3 TASK DEFINITION
In ERC, the data consists of multiple conversations {𝑐1, 𝑐2, . . . , 𝑐𝑁 },
and each conversation consists of a series of utterances 𝑐𝑖 = [𝑢1, 𝑢2,
. . . , 𝑢𝑚], where 𝑁 is the number of conversations in a batch of data,
and𝑚 is the number of utterances in the i-th conversation. Each
utterance 𝑢𝑖 consists of 𝑛𝑖 tokens, i.e., {𝑤𝑖1,𝑤𝑖2, . . . ,𝑤𝑖𝑛𝑖 } . Each
conversation has 𝑀 speakers 𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑀 }, (𝑀 ≥ 2) and
each utterance is spoken by a speaker 𝑝𝑠 (𝑢𝑖 ) , where the function
𝑠 (·) maps the index of the utterance to the corresponding speaker.
The discrete value 𝑦𝑖 ∈ 𝑆 is used to represent the emotion labels of
𝑢𝑖 , where 𝑆 is the set of emotion labels. The purpose of ERC is to
input a conversation and identify the correct emotion classification
for each utterance in the conversation from the set of emotion
labels. For each utterance 𝑢𝑖 , we extract the multimodal features
𝑢𝑖 = {𝑢𝑚

𝑖
},𝑚 ∈ {𝑎, 𝑣, 𝑡} . Here,𝑢𝑎

𝑖
∈ R𝑑𝑎 ,𝑢𝑣

𝑖
∈ R𝑑𝑣 and𝑢𝑡

𝑖
∈ R𝑑𝑡 are

the audio, visual and text feature representations of the utterance,
respectively. And {𝑑𝑚},𝑚 ∈ {𝑎, 𝑣, 𝑡} is the feature dimension of
each modality.

4 MULTIMODAL PROMPT TRANSFORMER
WITH HYBRID CONTRASTIVE LEARNING

In this section, we first introduce the learning methods for differ-
ent modalities. Then, we present the designed cross-modal fusion
method, the Multimodal Prompt Transformer (MPT). Finally, we
show our hybrid contrastive learning (HCL) optimization strategy.
The architecture of our model MPT-HCL is shown in Figure 2.

4.1 Contextual Capture
For each modality, we use Bi-LSTM for contextual capture, which
is calculated as follows:

ℎ𝑚𝑖 = 𝐵𝑖𝐿𝑆𝑇𝑀𝑚 (𝑢𝑚𝑖 , ℎ
𝑚
𝑖−1)

𝐻𝑚 = {ℎ𝑚𝑖 }𝐿𝑖=1 ∈ R𝐿×𝑑𝑚 ,𝑚 ∈ {𝑎, 𝑣, 𝑡}
(1)

where ℎ𝑚
𝑖

is the i-th hidden layer state of Bi-LSTM. 𝐿 denotes the
conversation sequence length in the batch, and we use𝐻𝑡 = {ℎ𝑡

𝑖
}𝐿
𝑖=1

as the initial representation of the node.

4.2 Modal Feature Filter
To reduce noise in the modal features, we have designed a modal
feature filter (MFF) that selects the features with more useful in-
formation while filtering out the low-level features with excessive
noise. This allows us to obtain the multimodal prompt informa-
tion. The feature filter is mainly composed of a dynamic gating
module. The dynamic gate predicts a normalized vector for each
modality, which represents the degree to which information needs
to be obtained from that modality. We take the visual modality as
an example, in the dynamic gate, 𝑧 (𝑙 )𝑣 represents the vector that
indicates the degree to which the visual modality provides informa-
tion to the text modality in the l-th layer of the Transformer. We
first calculate the logit of the gating signal 𝜃𝑣 :

𝜃𝑣 = 𝑓 (𝑊𝑙 (
1
𝐿

𝐿∑︁
𝑖=1

𝑃 (ℎ𝑣𝑖 ))) (2)

where 𝑓 (·) denotes the Leaky_ReLU activation function, 𝑃 (·) rep-
resents the average pooling, which is used to generate the average

vector by weighting the average of the utterances in the current
batch, and𝑊𝑙 is the parameter matrix of the linear layer. After that,
a probability vector 𝑧𝑣 is generated for the visual feature represen-
tation as follows:

𝑧𝑣 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝜃𝑣) (3)
Based on the probability results obtained from the dynamic gat-

ing, we obtain the final aggregated visual gating feature 𝑉𝑔𝑎𝑡𝑒 , and
then feed the aggregation result into the lower and upper projection
layers for better information fusion:

𝑉𝑔𝑎𝑡𝑒 = 𝑧𝑣𝐻𝑣

𝑉𝑑 = 𝜎 (𝑊𝑑𝑉𝑔𝑎𝑡𝑒 + 𝑏𝑑 )
𝑆𝑣 =𝑊𝑢𝑉𝑑 + 𝑏𝑢

(4)

where 𝑆𝑣 ∈ R𝐿×𝑑 is the visual prompt feature representation ob-
tained by the modal feature filter, the audio prompt information
𝑆𝑎 ∈ R𝐿×𝑑 is obtained in the same way as the visual, 𝑑 is the di-
mension of the modal features after alignment. 𝜎 (·) is the sigmoid
activation function, and {𝑊𝑑 ,𝑊𝑢 , 𝑏𝑑 , 𝑏𝑢 } are the trainable parame-
ters.

4.3 Speaker & Context-aware RGCN
Inspired by [24], but we don’t use it for the same purpose. We de-
sign speaker-aware RGCN (Sa-RGCN) and context-aware RGCN
(Ca-RGCN) as the core modules for emotion cue extraction in text
modality. In these modules, edges are used to measure the impor-
tance of connections between nodes. The type of edge defines the
method of propagation of different information between nodes. Sa-
RGCN and Ca-RGCN have the same edges, but each edge represents
a different dependency, and we will describe the composition of
these two modules in detail next.

Edge: For each node, its interaction with the context nodes
should be considered. If each node 𝑣𝑖 interacts with all the context
nodes 𝑣 𝑗 , the constructed graph contains a large number of edges,
which usually leads to the problem of computational difficulties due
to the huge number of parameters. To solve this problem, we fix the
context window size to𝑤 , so that each node 𝑣𝑖 interacts with only
{𝑣 𝑗 }𝑚𝑖𝑛 (𝑖+𝑤,𝐿)𝑗=𝑚𝑎𝑥 (𝑖−𝑤,1) context nodes. In our model implementation, we
perform the selection of𝑤 within𝑤 ∈ {1, 2, 3, 4} and the edges 𝑒𝑖 𝑗
denote nodes 𝑣𝑖 to 𝑣 𝑗 .

Speaker-aware RGCN: Sa-RGCN uses different speakers and
their spoken utterances to capture the dependencies of the speakers
in a conversation. Specifically, we assign a speaker identifier 𝛼𝑖 𝑗 ∈
𝛼 to each edge 𝑒𝑖 𝑗 . Here 𝛼 denotes the set of speaker types in the
conversation, and |𝛼 | denotes the number of 𝛼 . For each edge 𝑒𝑖 𝑗
, 𝛼𝑖 𝑗 serves as the set of 𝑝𝑠 (𝑢𝑖 ) → 𝑝𝑠 (𝑢 𝑗 ) , where 𝑝𝑠 (𝑢𝑖 ) and 𝑝𝑠 (𝑢 𝑗 )
denote the speaker identifiers of 𝑢𝑖 and 𝑢 𝑗 , respectively.

Context-aware RGCN: Ca-RGCN uses contextual information
to capture the contextual dependencies in a conversation. Specif-
ically, we assign a context type identifier 𝛽𝑖 𝑗 ∈ |𝛽 | to each edge
𝑒𝑖 𝑗 , where 𝛽 denotes the set of context types in the conversation.
Based on the relative positions of 𝑢𝑖 and 𝑢 𝑗 in the conversation, we
will perform 𝛽𝑖 𝑗 value determination from {𝑝𝑎𝑠𝑡, 𝑝𝑟𝑒𝑠𝑒𝑛𝑡, 𝑓 𝑢𝑡𝑢𝑟𝑒},
so |𝛽 |=3.

Graph learning:We use RGCN to aggregate the neighbor infor-
mation in the graph. For Sa-RGCN and Ca-RGCN, we pass different
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u1 Dude, I am sorry about what I said!

u2 No, no, you’re right, it is a ridiculous name!

u3 It’s not that bad.

u4 Yes it is! From now on, I have no first name.

u5 So, you’re just Bing?
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…
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Transformer
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Layers 1
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Layers 1
MPT-A

Layers 1

MPT-V

Layers 1
MPT-V

Layers 1
MPT-V

Layers 1

Emotion Recognition

CE

Pull close

Push far

UCL

Hybrid Contrastive Learning
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Sample Batch
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(a)
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… …

vS

MFF

Figure 2: (a) shows the specific structure of MPT-HCL. (b) illustrates the architecture of the Modality Feature Filter (MFF)
module, showcasing its input and output representations. (c) provides a detailed view of MPT-V, designed specifically for the
visual modality.

information through the edges, and the parameters depend on the
type of the edges. The calculation is shown as follows:

𝑠𝑎𝑖 = 𝑅𝑒𝐿𝑈 (
∑︁
𝑟 ∈𝛼

∑︁
𝑗∈𝑁 𝑟

𝑖

1
|𝑁 𝑟
𝑖
|𝑊

𝑠
𝑟 ℎ

𝑡
𝑗 )

𝑐𝑎𝑖 = 𝑅𝑒𝐿𝑈 (
∑︁
𝑟 ∈𝛽

∑︁
𝑗∈𝑁 𝑟

𝑖

1
|𝑁 𝑟
𝑖
|𝑊

𝑐
𝑟 ℎ

𝑡
𝑗 )

(5)

where 𝑠𝑎𝑖 and 𝑐𝑎𝑖 denote the outputs of nodes in Sa-RGCN and Ca-
RGCN, respectively. 𝑁 𝑟

𝑖
denotes the set of all neighbor nodes of 𝑣𝑖

under relation 𝑟 , and |𝑁 𝑟
𝑖
| is the number of 𝑁 𝑟

𝑖
.𝑊 𝑠

𝑟 and𝑊 𝑐
𝑟 denote

the parameter matrices of Sa-RGCN and Ca-RGCN at relation 𝑟 ,
respectively.

After obtaining the speaker and context dependencies in the text,
we fuse them to obtain the enhanced textual feature representation
𝑠𝑡
𝑖
, which is computed as follows:

𝑠𝑡𝑖 = 𝑠𝑎𝑖 + 𝑐𝑎𝑖 (6)

4.4 Multimodal Interaction
We consider the audio and visual features obtained by the modal
feature filters module as textual prompt information, and update
all text states with the prompt information when executing cross-
modal attention sequentially. In this way, the final fusion feature
will have the ability to encode both the context and cross-modal
semantic information, which effectively alleviates the problem of
noise generated by unrelated elements in the process of multimodal
fusion.

Prompt Attention. First, we project the textual feature se-
quence 𝑆𝑡 = {𝑠𝑡

𝑖
}𝐿
𝑖=1 ∈ R𝐿×𝑑 enhanced with emotional cues into

the query/key/value vector, i.e., 𝑄 = 𝑆𝑡𝑊𝑄 , 𝐾 = 𝑆𝑡𝑊𝐾 ,𝑉 = 𝑆𝑡𝑊𝑉 ,

where𝑊( ·) is the trainable parameter matrix. Then we prepend the
visual prompt feature sequences 𝑆𝑣 = {𝑠𝑣

𝑖
}𝐿
𝑖=1 ∈ R𝐿×𝑑 and audio

prompt feature sequences 𝑆𝑎 = {𝑠𝑎
𝑖
}𝐿
𝑖=1 ∈ R𝐿×𝑑 obtained from the

modal feature filters to each attention layer of the Transformer,
respectively, and we call this proposed prepending method Prompt
Attention (PA), by which the prompt features are used for effective
cross-modal interaction, as implemented in the following equation
shown:

𝑌𝑡𝑣 = 𝑃𝐴( [𝑆𝑣 ; 𝑆𝑡 ], 𝑆𝑡 , 𝑆𝑡 )

= 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 ( [𝑆𝑣 ;𝑄]𝐾
𝑇

√
𝑑

)𝑉
(7)

where [; ]denote feature concatenate, 𝑌𝑡𝑣 ∈ R𝐿×𝑑 is the result of
the weight of a layer of PA. In this approach, multiple attentions are
combined to obtain the output results of the multihead attention
layer as follows:

𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑 (𝑌𝑡𝑣) = 𝐶𝑜𝑛𝑐𝑎𝑡 (𝑌 1
𝑡𝑣, . . . , 𝑌

𝑛
𝑡𝑣)𝑊 (8)

where 𝑌 1
𝑡𝑣, . . . , 𝑌

𝑛
𝑡𝑣 is the output of each attention layer, 𝑛 is the

number of attention layers, and𝑊 is the trainable parameter matrix.
PA is used to perform cross-modal interaction processes between
text modalities and multimodal prompt information.

Multimodal Prompt Transformer. Based on the above PA,
we design the Multimodal Prompt Transformer (MPT) with the
structure shown in Figure 2(c). Since we embed multimodal inter-
actions into each attention layer of the Transformer, visual and
audio features can participate in the encoding of text features and
fuse with multi-layered text information. Low-level syntactic fea-
tures encoded by the shallow Transformer layer and high-level
semantic features encoded by the deep Transformer layer [30, 37]
interact with the visual and audio prompt features, enabling the
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fusion of information across modalities. In addition depending on
the multimodal prompt features used, as more effective feature rep-
resentation can fully exploit the fusion effect between modalities.

We use a residual connectivity layer with regularization to nor-
malize the output of the multihead attention layer of Eq.(8) and
use a position feedforward sublayer to obtain the output of the
attention:

𝑁 = 𝑁𝑜𝑟𝑚(𝑌𝑡𝑣 +𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑 (𝑌𝑡𝑣))
𝐹 =𝑚𝑎𝑥 (0, 𝑁𝑊1 + 𝑏1)𝑊2 + 𝑏2
𝐺 = 𝑁𝑜𝑟𝑚(𝐹 +𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑 (𝐹 ))

(9)

where𝑊1,𝑊2 is the weight parameter and 𝑏1, 𝑏2 is the bias param-
eter. In this process each modal prompt feature is continuously
updated with the feature of the text by the above method to obtain
better fusion results, and finally we use self-attention to collect the
sequence information of the modal fusion features to obtain the
multimodal fusion result 𝑋 ∈ R𝐿×𝑑 for the current conversation:

𝑋 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐺) (10)

Connecting the above Eq.(8) to (10), we can input different modal
prompt features and text features to MPT to obtain the modal fusion
feature representation:

𝑋𝑡𝑣 = 𝑀𝑃𝑇 ( [𝑆𝑣 ; 𝑆𝑡 ], 𝑆𝑡 , 𝑆𝑡 )
𝑋𝑡𝑎 = 𝑀𝑃𝑇 ( [𝑆𝑎 ; 𝑆𝑡 ], 𝑆𝑡 , 𝑆𝑡 )

(11)

where 𝑆𝑡 , 𝑆𝑣, 𝑆𝑎 denote the text, visual and audio features ob-
tained by different learning methods as the input to the MPT, and
𝑋𝑡𝑣, 𝑋𝑡𝑎 denote themultimodal fusion results obtained after prompt-
ing the text with visual prompt features and audio prompt features,
respectively. We concatenate the outputs from different MPTs to
obtain the fused features 𝑋𝑚𝑝𝑡 ∈ R𝐿×2𝑑 :

𝑋𝑚𝑝𝑡 = 𝑋𝑡𝑣 ⊕ 𝑋𝑡𝑎 (12)

Finally, in order to fully utilize the text feature representation,
we combine 𝑋𝑚𝑝𝑡 with the text modality to obtain the final rep-
resentation of the current utterance used for emotion prediction
𝑋𝑓 𝑢𝑠𝑖𝑜𝑛 :

𝑋𝑓 𝑢𝑠𝑖𝑜𝑛 = 𝑆𝑡 ⊕ 𝑋𝑚𝑝𝑡 (13)

4.5 Hybrid Contrastive Learning
Unsupervised contrastive learning. Although a better represen-
tation of the fusion features is obtained by the MPT, the relationship
between each unimodal modal and the fusion features is not entirely
explored, so we use unsupervised contrastive learning(UCL) to ex-
ploit the connection between them and thus optimize the obtained
fusion features. We repeat the mutual information maximization
between the fusion results and the input modalities, and the opti-
mization goal is to fuse the network from each unimodal modal
to the fusion features. Since we now obtain the multimodal fusion
result𝑋𝑚𝑝𝑡 by the constructed MPT network , but the mining of the
connection from the fusion feature 𝑋𝑚𝑝𝑡 to each unimodal input
𝑆𝑥 , 𝑥 ∈ {𝑎, 𝑣, 𝑡} is missing. So we follow the operation of [36] and
use the score function 𝑆𝑐𝑜𝑟𝑒 (·) with normalized prediction and true
vector to measure the connection between them as follows:

𝑆𝑐𝑜𝑟𝑒 (𝑠𝑥 , 𝑋𝑚𝑝𝑡 ) = 𝑒𝑥𝑝 (𝑠𝑥 (𝐺𝜑 (𝑋𝑚𝑝𝑡 ))𝑇 )

𝐺𝜑 (𝑋𝑚𝑝𝑡 ) =
𝐺𝜑 (𝑋𝑚𝑝𝑡 )

| |𝐺𝜑 (𝑋𝑚𝑝𝑡 ) | |2
, 𝑠𝑥 =

𝑠𝑥

| |𝑠𝑥 | |2
(14)

where 𝐺𝜑 is a neural network with parameter 𝜑 that generates a
prediction for 𝑠𝑥 from 𝑋𝑚𝑝𝑡 , and | | · | |2 is the Euclidean norm. We
treat all other representations of the modality in the same batch as
negative samples, and thus calculate the loss between the individual
modality and the fused features:

L(𝑋𝑚𝑝𝑡 , 𝑆𝑥 ) = −E𝑠
[
𝑙𝑜𝑔

𝑆𝑐𝑜𝑟𝑒 (𝑋𝑚𝑝𝑡 , 𝑠𝑖𝑥 )∑
𝑠
𝑗
𝑥 ∈𝑆𝑥

𝑆𝑐𝑜𝑟𝑒 (𝑋𝑚𝑝𝑡 , 𝑠 𝑗𝑥 )

]
(15)

Finally, the loss function of UCL consists of the losses between
the fused features 𝑋𝑚𝑝𝑡 (noted here as 𝑥) and the text, visual and
audio, respectively:

L𝑈𝐶𝐿 = L𝑥,𝑣 + L𝑥,𝑎 + L𝑥,𝑡 (16)

Supervised contrastive learning. Supervised contrastive learn-
ing(SCL) assumes that attention will be paid to certain key labels,
and then treats all samples in the batch with the same label as
positive samples and those with different labels as negative samples
by making full use of the label information. Specifically for ERC,
since the number of samples in each category in the dataset is very
imbalanced, such that the information of these samples is masked
in the process of calculating the loss. In addition, if only one sample
exists in a category batch, it cannot be directly applied to the loss
calculation. Therefore, in order to ensure that a sufficient number
of feature representations are available for the loss calculation each
time, we combine the obtained multimodal fusion features and text
features at the position of sequence length. For a batch with 𝐿 train-
ing samples, we can obtain 2𝐿 samples in this way, after which the
SCL loss L𝑆𝐶𝐿 is calculated as follows:

𝐶 = [𝑆𝑡 ;𝑋𝑚𝑝𝑡 ] (17)

L𝑆𝐶𝐿 =
∑︁
𝑖∈𝐼

−1
|𝑃 (𝑖) |

∑︁
𝑝∈𝑃 (𝑖 )

𝑆𝐼𝑀 (𝑝, 𝑖)

𝑆𝐼𝑀 (𝑝, 𝑖) = 𝑙𝑜𝑔
𝑒𝑥𝑝 ((𝐶𝑖 ·𝐶𝑝 )/𝜏)∑

𝑎∈𝐴(𝑖 ) 𝑒𝑥𝑝 (𝐶𝑖 ·𝐶𝑝/𝜏)

(18)

where 𝐶 ∈ R2𝐿×𝑑 , 𝑖 ∈ 𝐼 = {1, 2, . . . , 2𝐿} denotes the index of sam-
ples in a batch, 𝜏 ∈ 𝑅+ denotes the temperature coefficient used to
control the distance between samples, 𝑃 (𝑖) = 𝐼 𝑗=𝑖 − {𝑖} denotes the
samples with the same emotion category as 𝑖 but excluding 𝑖 itself,
|𝑃 (𝑖) | denotes the number of samples, and 𝐴(𝑖) = 𝐼 − {𝑖} denotes
the samples in a batch other than itself.

4.6 Model Training
The loss of the model training process consists of three components:
the logarithmic loss of standard cross-entropy L𝐶𝐸 , the supervised
contrastive loss L𝑆𝐶𝐿 and the unsupervised contrastive loss L𝑈𝐶𝐿 .

𝑃𝑖 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑊𝑠𝑋𝑓 𝑢𝑠𝑖𝑜𝑛 + 𝑏𝑠 )
𝑦𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥 (𝑃𝑖 )

(19)

L𝐶𝐸 = − 1
𝑁

𝑁∑︁
𝑖=1

𝐽∑︁
𝑗=1

𝑦𝑖, 𝑗 · 𝑙𝑜𝑔𝑦𝑖, 𝑗 (20)

L = L𝐶𝐸 + 𝜆1L𝑆𝐶𝐿 + 𝜆2L𝑈𝐶𝐿 (21)
where 𝑁 is the number of conversations, 𝐽 denotes the number of
emotion categories, 𝑦𝑖, 𝑗 is the true emotion label of utterance 𝑖 , 𝑦𝑖, 𝑗
denotes the probability distribution that the prediction of utterance



MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada Shihao Zou, Xianying Huang, & Xudong Shen

𝑖 is category 𝑗 , and 𝜆1, 𝜆2 denote the weights of supervised and
unsupervised contrastive loss, respectively. In the training process
we use the Adam [19] optimizer with stochastic gradient descent
to train our network model.

5 EXPERIMENT
5.1 Datasets and Evaluations
We evaluated the effectiveness of our model on two benchmark
datasets, IEMOCAP [3] and MELD [32]. Both datasets are multi-
modal ERC datasets containing text, audio, and visual. We divided
the datasets according to [13]. The data distribution of two datasets
are shown in Table 1 and emotion distribution information of two
datasets are shown in Table 2.

Table 1: Data distribution of IEMOCAP and MELD.

Dataset Conversation Utterance Classes
Train+Val Test Train+Val Test

IEMOCAP 120 31 5810 1623 6
MELD 1153 280 11098 2610 7

IEMOCAP: The multimodal ERC dataset. Each conversation in
IEMOCAP is from two actors’ performances based on the script.
There are 7433 utterances and 151 conversations in IEMOCAP.
Each utterance in the conversation is labeled with six categories of
emotions: happy, sad, neutral, angry, excited, and frustrated.

MELD: The data were obtained from the TV show Friends and
included a total of 13708 utterances and 1433 conversations. Unlike
the IEMOCAP dyadic dataset, MELD has three or more speakers in
a conversation, and each utterance in the conversation is labeled
with seven categories of emotions: neutral, surprise, fear, sadness,
joy, disgust, and anger.

Evaluation Metrics:We use the F1-score to evaluate the per-
formance for each emotion class and use the weighted average of
accuracy and F1-score(W-F1) to evaluate the overall performance
on the two datasets.

5.2 Baselines
• BC-LSTM [31] encodes contextual semantic information
through a Bi-LSTM network, thus making emotion predic-
tions.

• ICON [10] uses two GRUs to model the speaker’s informa-
tion, additional global GRUs are used to track changes in
emotional states throughout the conversation, and a multi-
layer memory network is used to model global emotional
states.

• DialogueRNN [29] models the speaker and sequential in-
formation in a conversation through three different GRUs
(global GRU, speaker GRU, and emotion GRU).

• DialogueGCN [8] applies GCN to ERC, and the generated
features can integrate rich information. RGCN and GCN are
both nonspectral domain GCN models for encoding graphs.

• DialogueXL [33] uses the XLNet model for ERC to obtain
global contextual information.

• DialogueCRN [14] introduces a cognitive phase that ex-
tracts and integrates emotional cues from the context re-
trieved during the perception phase.

• BiDDIN [40] specializes inter-modal and intra-modal in-
teractive modules for corresponding modalities, as well as
models contextual influence with an extra positional atten-
tion. It is set under the multimodal scenario and employs
separate modality-shared and modality-specific modules.

• MMGCN [15] uses GCN networks to obtain contextual infor-
mation, which can not only make use of multimodal depen-
dencies effectively, but also leverage speaker information.

• MVN [27] explores the emotion representation of the query
utterance from the word- and utterance-level views, which
can effectively capture the word-level dependencies among
utterances and utterance-level dependencies in the context.

• CoG-BART [22] uses supervised contrastive learning to
better distinguish between similar emotional labels and aug-
ments the model’s ability to handle context with an auxiliary
generation task.

• MM-DFN [13] fuses multimodal contextual information by
designing a new graph-based dynamic fusion module to fully
understand multimodal conversational contexts to recognize
emotions in utterances.

• COGMEN [18] is a multimodal context-based graph neural
network which using local information ( speaker informa-
tion) and global information (contextual information) in the
conversation.

• EmoCaps [23] uses the new structure Emoformer to extract
emotion vectors from different modalities and fuse them
with sentence vectors into a emotion capsule for emotion
prediction of utterance.

5.3 Implementation Details
Our proposed model is implemented on the Pytorch framework.
The hyperparameters are set as follows: the number of layers of the
Transformer in MPT is 5 (𝑙 = 5), where the number of prompt atten-
tion heads is 5 (𝑚 = 5). The coefficient 𝜆1 for supervised contrast
loss in hybrid contrastive learning is 0.1, and the coefficient 𝜆2 for
unsupervised contrast loss is 0.05. The dropout in both IEMOCAP
and MELD is 0.2. The learning rate in IEMOCAP is 0.0001 and in
MELD is 0.0003. Each training and testing procedure was run on a
single RTX 3090 GPU, and the reports of our implemented models
are based on the average scores of five random runs on the test set.

5.4 Multimodal Feature Extraction
In this paper, we use pre-extracted unimodal features following
identical extraction procedures as previous methods [11, 14, 34].

Text Feature. To extract better utterance representation with
strong representational ability, we use the large general pretrained
language model RoBERTa-Large [26] for text vector encoding ex-
traction. However, unlike other downstream tasks, we use the trans-
former structure to encode the utterances without classifying or
decoding them. More specifically, for each utterance in the text
modal, we precede its token with a special token [𝐶𝐿𝑆] to make it
of the form of {[𝐶𝐿𝑆],𝑤𝑖1,𝑤𝑖2, . . . ,𝑤𝑖𝑛𝑖 }. Then we use the pooled
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Table 2: The number of utternces with each emotion label in the IEMOCAP and MELD test dataset.

Dataset Emotions
Neutral Surprise Fear Sad/Sadness Happy/Joy Disgust Angry Excited Frustrated

IEMOCAP 384 - - 245 144 - 170 299 381
MELD 1256 281 50 208 402 68 345 - -

embedding result of the last layer of [𝐶𝐿𝑆] as the feature repre-
sentation of 𝑢𝑇

𝑖
, and finally, we obtain a sentence vector with 1024

dimensions for each utterance.
Audio and Visual Feature. In terms of audio features, OpenS-

mile [6] is used with the IS13 comparison profile, which extracted
a total of 6373 features for each utterance video, we reduced the
dimensionality to 1582 for the IEMOCAP and 300 for the MELD
dataset by using a fully connected layer. The visual facial features
were extracted by pretraining on the Facial Expression Recognition
Plus (FER+) corpus using DenseNet [16]. This captures changes in
the expression of the speakers, which is very important information
for ERC. Finally, a 342-dimensional visual feature representation
was obtained.

6 RESULTS AND ANALYSIS
6.1 Main Result
Tables 3 and Tables 4 show the experimental results of our proposed
MPT-HCL model and the baselines on the IEMOCAP and MELD
datasets. Models marked with "*" only use the text modality, and
"-" indicates that the results were not reported. The best results
are highlighted in bold. All other results are reported in their re-
spective papers. On the one hand, compared to existing methods,
our model achieved better utterance representations through pre-
trained language models in sentence encoding. On the other hand,
as shown in Tables 3 and Tables 4, we found that: (1) Our proposed
MPT-HCL outperforms all baseline models in both evaluation met-
rics, demonstrating the effectiveness of our model in multimodal
ERC. (2) MPT-HCL achieves the best results in almost all emotion
categories when compared to EmoCaps. Taking the MELD dataset
as an example, our approach outperforms EmoCaps by a large
margin in predicting labels with few samples, such as Fear and Dis-
gust. This demonstrates the effectiveness of our multimodal fusion
method and the specifically designed hybrid contrastive learning
strategy for handling labels with few samples. (3) The overall effect
of MPT-HCL is better than MM-DFN, which is a recent model using
speaker information.This highlights the effectiveness of utilizing
dialogue information in our approach. We consider the reasons for
emotional changes in human communication in real life, which
are often influenced either by the words spoken by others or by
one’s own mood. Therefore, we extract contextual cues from both
the speaker’s own utterances(Speaker-aware) and the interaction
between speakers(Context-aware), which leads to superior results
compared to MM-DFN.

6.2 Ablation Study
6.2.1 Various Modalities. Table 5 shows the performance of our
model on the MELD and IEMOCAP datasets under different modal

combinations. We can observe that: (1) The performance of multi-
modal inputs is better than that of unimodal inputs. Furthermore,
among the three modalities of text, audio, and visual, just as we
intended to use text as the main modality and other auxiliary modal-
ity features as prompt, the text modality performs better than the
other two modalities. (2) After adding the text modality, the com-
bination of visual and audio shows a significant improvement in
performance. This suggests that the text modality plays an impor-
tant role in ERC, while audio and visual serve as auxiliary features
to improve the accuracy of the model’s recognition. This is consis-
tent with our goal of filtering the audio and visual modalities to
extract more effective features. (3) When comparing the normal
modal combination (i.e., T+A+V) with our feature-filtered modal
combination, we found that the latter is more effective for modal-
ity interaction. This is because the visual and audio modals were
originally used as auxiliary modalities. By further filtering their
features and retaining their useful high-level features as prompt
information for the text modality, we obtained a more effective
multimodal fusion feature representation.

6.2.2 Module Analysis. To study the contribution of each module
in MPT-HCL, we performed an ablation study on both datasets. We
consider the following settings:

• Full A:We do not use MFF to filter audio feature.
• Full V:We do not use MFF to filter visual feature.
• w/o MPT:We remove the multimodal prompt transformer
module.

• w/o UCL:We remove the unsupervised contrastive learning
module.

• w/o SCL: We remove the supervised contrastive learning
module.

• w/o Sa/Ca-RGCN:We remove the module used to extract
emotional cues from the text modal.

Table 6 shows the results of our ablation experiments, from which
we can conclude that: (1) With Full A/V, we can see that unfiltered
modality features introduce a lot of noise when exchanging infor-
mation across modalities, and the visual modality has more noise
than the audio modality due to the complex scenes in the data. (2)
We can observe that not using MPT yields poor performance. This
can be attributed to the lack of information interaction between
modalities and the inability of simple concatenation to leverage
complementary effects. It introduces significant noise and leads
to a confused feature representation, resulting in subpar perfor-
mance. (3) Our proposed HCL is very effective as removing any
contrastive loss leads to a decrease in model performance. This
module performs better on the MELD dataset, as this dataset has
more minority class labels. (4) After removing the Sa/Ca-RGCN
emotion cue extraction module, a significant performance drop was
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Table 3: Results of different models on the IEMOCAP dataset.

Model IEMOCAP
Happy Sad Neutral Angry Excited Frustrated ACC W-F1

BC-LSTM 43.30 69.28 55.84 61.80 59.33 60.20 - 59.19
CMN 30.38 62.41 52.39 59.83 60.25 60.69 - 56.13

DialogueRNN* 33.18 78.80 59.21 65.28 71.86 58.91 - 62.75
DialogueGCN* 43.57 80.48 57.69 53.95 72.81 57.33 63.22 62.89
DialogueXL* - - - - - - - 65.94
DialogueCRN* - - - - - - 66.05 59.19

BiDDIN - - - - - - 65.60 65.30
MVN* 55.75 73.30 61.88 65.96 69.50 64.21 65.32 65.44

CoG-BART* - - - - - - - 66.18
MMGCN 42.34 78.67 61.73 69.00 74.33 62.32 - 66.22
MM-DFN 42.22 78.89 66.42 69.77 75.56 66.33 68.21 68.18
COGMEN - - - - - - 68.20 67.60
EmoCaps 71.91 85.06 64.48 68.99 78.41 66.76 - 71.77

Ours(MPT-HCL) 58.13 85.97 66.75 69.96 74.06 69.06 72.83 72.51

Table 4: Results of different models on the MELD dataset.

Model MELD
Neutral Surprise Fear Sadness Joy Disgust Angry ACC W-F1

BC-LSTM 73.80 47.70 5.40 25.10 51.30 5.20 38.40 59.62 57.29
DialogueRNN* 73.50 49.40 1.20 23.80 50.70 1.70 41.50 60.31 57.66
DialogueGCN* - - - - - - - 58.62 56.36
DialogueXL* - - - - - - - - 62.41
DialogueCRN* - - - - - - - 61.11 58.67

MVN* 76.65 53.18 11.70 21.82 53.62 21.86 42.55 61.29 59.03
CoG-BART* - - - - - - - - 64.81
MMGCN - - - - - - - 60.42 58.31
MM-DFN 77.76 50.69 - 22.93 54.78 - 47.82 62.49 59.46
EmoCaps 77.12 63.19 3.03 42.52 57.50 7.69 57.54 - 64.00

Ours(MPT-HCL) 77.82 58.26 21.52 45.15 60.18 30.36 59.25 65.86 65.02

Table 5: Performance of MPT-HCL under different multi-
modal settings.

IEMOCAP MELD
ACC W-F1 ACC W-F1

Only T 68.92 68.35 61.89 61.63
Only A 46.58 47.26 44.12 40.15
Only V 39.28 39.75 36.25 35.69
T+A 70.09 69.81 62.84 61.12
T+V 69.79 68.31 61.11 60.03

T+A+V 71.02 70.22 62.55 62.13
Ours 72.83 72.51 65.86 65.02

observed on both datasets. This is because both datasets involve con-
versation between two or more speakers, and capturing emotional
cues from speakers and contextual information in conversation is
crucial. However, although we constructed a speaker-aware rela-
tional graph and utilized the relationships between speakers, we did

Table 6: Ablation studies on various modules.

IEMOCAP MELD
ACC W-F1 ACC W-F1

Full A 71.43 71.08 64.44 64.17
Full V 71.13 69.89 64.11 64.02

w/o MPT 45.57 45.98 43.91 42.68
w/o UCL 71.27 71.11 63.91 63.62
w/o UCL 71.34 71.23 64.41 63.25

w/o Sa/Ca-RGCN 64.10 63.54 61.30 62.22
Ours 72.83 72.51 65.86 65.02

not fully explore the independent information of each speaker, es-
pecially in the case of MELD, which consists entirely of multi-party
dialogues. Therefore, the performance of this module on the MELD
dataset was not as significant as that on the IEMOCAP dataset.
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6.3 The Potency of Hybrid Contrastive Learning
In order to conduct a qualitative analysis of the hybrid contrastive
learning(HCL), we used t-SNE [12] to visualize the initial distribu-
tion of some data and the hidden layer status of the model after
using HCL. As shown in Figure 3, when HCL loss is not used, the
samples between different labels are randomly scattered, and some
samples with similar emotions also overlap, which increases the dif-
ficulty of the model learning decision boundaries and leads to large
errors in predicting similar labels. With the use of HCL, it can be
clearly seen that the coupling degree between different categories
gradually increases, resulting in a significant category aggregation
effect. This shows that the hybrid contrastive learning strategy
we designed plays an important role in sample classification. It is
worth noting that although our hybrid contrastive learning has
already achieved good category division of samples, we can still see
obvious errors in some samples. We analyzed the reason to be that
the number of this sample compared to the other labeled samples
in the entire batch was the highest, which led to the problem of
predicting other labels as this category, and this is a problem that
we need to further address.

(a) Before HCL

Happy
Sad
Neutral
Angry
Excited
Frustrated

(b) After HCL

Figure 3: The t-SNE visualization results of the model output
when HCL is use or not.

6.4 Case Study
We compare the predictions of different methods for the simulta-
neous presence of emotion transfer as well as category less labels
in utterances. Figure 4 provides a representative example of the
MELD test set. In this example, 𝑃𝐴 and 𝑃𝐵 try around whether the
chick can swim or not, resulting in a final finding that the chick is
about to get into danger resulting in an emotion shift from neutral
to fear. We observe that our model is more accurate in making
emotion predictions compared to the unimodal DialogueRNN and
CoG_BART models for the following reasons: for turn 4, the utter-
ance ends up being incorrectly predicted due to its forward position
without much contextual information and without other modal in-
formation as an aid. In MM-DFN, for turn 7, the utterance had too
little content and the corresponding other modal features could
not provide effective help, which led to the model not getting a
good fusion representation in the multimodal fusion process of the
sentence, resulting in the wrong prediction of the final emotion.

Our model first enhances the extracted conversational context with
two levels of emotional cue extraction to avoid the problem of cap-
turing insufficient feature content, and also adds less sample labels
to the model when predicting the emotion after obtaining valid
features by using a hybrid contrastive learning method. Therefore,
our model achieves good results in the whole prediction process in
both emotion transfer and few-sample prediction.

7 CONCLUSION
We present a new multimodal prompt transformer with hybrid
contrastive learning (MPT-HCL) model for ERC. The RGCN is used
to extract emotional clues in the conversation, and different lev-
els of emotional clues are extracted to enhance the text modality.
Modal feature filters are designed for the visual and audio modal-
ities to filter features and obtain prompt information for the text
modality, throughMPT to result in better multimodal fusion feature
representation. On this basis, hybrid contrastive learning is used
to optimize the fusion feature representation and to explore the
information of few labels in the samples, thereby improving the
prediction accuracy of few sample labels. In the future, we will
explore the joint methods for identifying emotional causes and
emotional recognition to alleviate the problem of error propagation
in information.
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DialogueRNN CoG-BART MM-DFN Ours

1 What cha doing?
2 Having a swim.
3 What about the chick?
4 Chick don’t swim.
5 Are you sure?
6 I don’t know. Should we try it?
7 Sure.
8 See, I told you they don’t swim.
9 Wait. Give him a minute.

10 Noo!  Oh, it’s okay, it’s okay, baby.
Sadness Fear Neutral Joy

Figure 4: Case study in MELD.
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