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Figure 1: Synthesizing clothing images with specific attributes and artistic styles: text-only synthesis results vs SGDiff results.

ABSTRACT
This paper reports on the development of a novel style guided
diffusion model (SGDiff) which overcomes certain weaknesses
inherent in existing models for image synthesis. The proposed
SGDiff combines image modality with a pretrained text-to-image
diffusion model to facilitate creative fashion image synthesis. It
addresses the limitations of text-to-image diffusion models by in-
corporating supplementary style guidance, substantially reducing
training costs, and overcoming the difficulties of controlling syn-
thesized styles with text-only inputs. This paper also introduces
a new dataset – SG-Fashion, specifically designed for fashion im-
age synthesis applications, offering high-resolution images and an
extensive range of garment categories. By means of comprehen-
sive ablation study, we examine the application of classifier-free
guidance to a variety of conditions and validate the effectiveness
of the proposed model for generating fashion images of the desired
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categories, product attributes, and styles. The contributions of this
paper include a novel classifier-free guidance method for multi-
modal feature fusion, a comprehensive dataset for fashion image
synthesis application, a thorough investigation on conditioned text-
to-image synthesis, and valuable insights for future research in the
text-to-image synthesis domain. The code and dataset are available
at: https://github.com/taited/SGDiff.
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1 INTRODUCTION
Creative fashion synthesis, more specifically fashion image synthe-
sis, holds enormous potential in the fashion industry, as it enables
the generation of a diverse range of designs, which can inspire
and foster innovation. By synthesizing fashion product images
with specific attributes and styles, designers can rapidly explore
a wide array of design concepts and ideas, reducing the time and
resources needed for prototyping. For instance, Figure 1 (row (a))
shows that a single jumpsuit category may encompass numerous
attributes, including sleeve length, neckline type, prints, and over-
all styles. The creative fashion synthesis may involve an arbitrary
combination of these attributes and styles, as shown in rows (b)
and (c) of Figure 1. Even though the existing fashion synthesis ap-
proaches [1, 6, 11, 17, 18, 21, 23, 43, 44, 49] can achieve promising
results, they rely on different input modalities, such as category la-
bels of textual modality, design sketches of visual modality, or other
specialized inputs, which limit their ability to capture the large
diversity of fashion product attributes and styles. Among the differ-
ent input modalities, textual modality offers significant advantages
in creative fashion synthesis since it provides a more accessible and
flexible means to convey various garment categories and attribute
information. Designers can easily communicate their design ideas
by text descriptions, enabling a more streamlined design process
and a broader exploration of garment variations.

The recent advancement in Denoising Diffusion Probabilistic
Models (DDPM) [7, 15, 27, 38, 39] has radically improved text-to-
image generation, achieving stunning results with reasonable se-
mantics. DDPMs can generate images that align with the input
text descriptions, whereas the process of image synthesis is formu-
lated as recovering the target image from an initial noisy image.
Nichol et al. [28] proposed GLIDE, a UNet-like structure for poste-
rior probability estimation in the denoising process, to incorporate
text conditions so as to control synthesis directions. Furthermore,
Rombach et al. [33] investigated LDM model synthesizing high-
resolution images with reasonable semantics using a Variational
Autoencoder (VAE) to compress images into latent space and apply-
ing diffusion models to learn denoising in the latent space. Building
on LDM [33], several studies [3, 13] explored detailed image editing
using text descriptions as control. Even though these approaches
can effectively synthesize images with reasonable and desired se-
mantics, there are considerable training costs involved. For example,
the GLIDE was trained on several hundred million text-image pairs
while the LDM was trained on the LAION-5B [36] dataset. The
huge model sizes limit the possible downstream applications. On
the other hand, generating high-quality images that capture the
essence of the desired design semantics, based only on text descrip-
tions, is challenging due to the high dimensionality and variability
in visual modality. The current methods could only control the
synthesized results with simple descriptions, such as colors, but
not visual styles like fabric textures, because describing different
abstract styles with natural human languages is itself challenging.

In this paper, a novel approach called Style-Guide Diffusion
Model (SGDiff) is developed to address the drawbacks of text-
to-image diffusion models in fashion image synthesis. SGDiff is
inspired by the old idiom "A picture is worth a thousand words" and
that style information could be better described and conveyed by

images than by texts. Incorporating style guidance as control for
image synthesis presents several challenges. Firstly, laborious data
annotation is involved for selecting representative images as style
guidance for the training purpose. Secondly, the alignment of fea-
tures in different modalities remains a challenging problem when
both style and text are simultaneously required to control a model,
especially for domain specific semantics not being well covered
by large paired image-text dataset. To circumvent the first chal-
lenge, we formulate the synthesis process as image reconstruction.
By learning to reconstruct a garment from text descriptions and
a randomly cropped image patch as style guidance, the proposed
SGDiff can synthesize fashion garments that reflect both the text
and style. To address the second issue, the proposed SGDiff model
utilizes the image encoder of the Contrastive Language-Image Pre-
Training (CLIP) model [31] to convert style images into semantic
representations. Furthermore, a Skip Cross-Attention (SCA) mod-
ule is specially designed and applied to integrate image modality
with text modality. Such network design is very different from the
existing CLIP guided methods [5, 25, 29], which align features in
latent space using the distinct image and text encoders of CLIP and
optimize the input latent variable as additional loss guidance. Exist-
ing methods suffer from the low extension ability for downstream
applications and the optimization-based approach results in very
slow image synthesis. Instead, with the help of the SCA module,
we could fix the pretrained text-to-image diffusion and only fine
tune the style (image) encoder and SCA module, significantly re-
ducing the computational costs and addressing the multi-modal
alignment problem. Moreover, most existing diffusion models only
consider applying classifier-free guidance based on a single con-
dition, whereas SGDiff explores the optimized way of applying
multi-condition classifier-free guidance to the diffusion model. The
key contributions of this paper are summarized as follows:

i. A new task for creative fashion synthesis is addressed that
both texts and style images are used to control the synthesis of
fashion images under specific garment categories, attributes
and styles.

ii. SGDiff – a novel approach is developed that integrates image
modality to a pretrained text-to-image diffusion model, en-
abling creative fashion synthesis with style guidance. To the
best of our knowledge, this is the first network proposal
integrating CLIP with the classifier-free guidance approach for
modality fusion aiming toward conditioned image generation.

iii. With the innovative network design, a newnetwork training
strategy is presented that significantly reduces training costs,
only requiring fine-tuning the image encoder and modality
fusion module rather than the entire network.

iv. A SG-Fashion dataset is specifically constructed, which fea-
tures high-resolution images and covers a wide range of gar-
ment categories. The proposed method has been validated
both on this SG-Fashion and the Polyvore datasets.

v. This is the first of its kind of thorough investigation for
extending classifier-free guidance tomultiple conditions,
providing valuable insights for future research in the text-to-
image synthesis domain.
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2 RELATEDWORK
2.1 Fashion Synthesis
Fashion synthesis, an emerging research area within the broader
field of computer vision and generativemodels, concentrates on gen-
erating and manipulating fashion-related images, such as clothing
and accessories as well as fashion models. Virtual try-on (VTON)
has generated considerable attention in some recent studies [6,
11, 17, 21, 23, 43], which typically employ human parsing maps
and pose estimation techniques to transfer textures from a desired
garment onto a target person. Although these VTON approaches
successfully synthesize consistent clothing attributes, they primar-
ily focus on human-centric scenarios.

Several recent studies have investigated garment-centric fashion
synthesis, with the aim to generate novel and diverse clothing items.
For example, Jiang et al. [18] developed FashionG to transfer styles
onto a garment without changing its original image content. Other
researchers [8, 44, 49] explored the synthesis of compatible fashion
based on a given garment image as a query. These aforementioned
studies are all using visual modality input as control for image syn-
thesis, their ability to control the detail attributes of the generated
fashion is rather limited.

Text-to-image fashion synthesis remains relatively unexplored
compared to other fashion synthesis approaches. Zhu et al. [51]
proposed a method that uses textual descriptions to edit images of
garments worn by humans. Zhang et al. [47]developed an ARMANI
model for fashion synthesis based on multi-modal inputs including
text descriptions and edge or regional detail in image modality.
Although the above approaches successfully enable control over the
synthesized garments, they generally fail to achieve detailed control
of the synthesized textures or styles.

2.2 CLIP Model Guided Modality Fusion
The CLIP model, introduced by OpenAI [31], has revolutionized
the field of computer vision by leveraging the power of large-scale
transformers trained on both images and text. One of the main
strengths of the CLIP model is its zero-shot learning capability,
namely no learning is needed, which allows it to handle new tasks
without requiring any task-specific fine-tuning. Its zero-shot ca-
pability has been exploited in various applications, such as image
classification [9, 46], object detection [37, 41], and semantic seg-
mentation [24, 48, 50].

CLIP models have been integrated with generative models like
GANs [25, 35] and VQ-VAEs [5] to produce impressive results in
various tasks, from text-to-image synthesis to image editing. For
example, StyleCLIP [29] utilizes a pretrained StyleGAN [20] and
the CLIP model to align image and text features within the style
space. VQGAN-CLIP [5] uses CLIP as additional guidance to con-
trol the generation direction in pretrained generative model. Fuse-
Dream [25] is a training-free method integrating the latent gen-
eration space with CLIP embeddings. DALL·E [32] combines the
CLIP model with a discrete VAE to generate high-quality images
from textual descriptions. All these models adopt a training-free
pipeline and treat the CLIP model as a gradient guidance to interpret
the generation of latent space. Although these methods could integrate
pretrained generation models with CLIP for text-to-image synthesis,
they synthesize every image as a separate optimization process, which

are computationally costly, and they fail to capture domain-specific
text descriptions.

2.3 Text-to-Image Diffusion Models
Diffusion models have recently emerged as a powerful branch of
generative models, demonstrating their superior capabilities of
handling image, text, audio as well as other modalities of data [22,
26, 28, 33, 40]. These models aim to learn the data distribution by
performing a Markov chain, simulating the data generation process
in reverse [7, 15, 27, 38, 39].

Despite the many research studies are focusing on synthesizing
high-resolution images using diffusion models, there is a growing
body of research that is interested in more controlled synthesis.
Hertz et al. [13] investigated a Prompt-to-Prompt mechanism of
text-to-image generation, where text features activate feature maps
through cross-modal attention. InstructPix2Pix [3] combines the
large pretrained language model GPT3 [4] and the state-of-the-art
text-to-image LDM [33] model to synthesize a dataset for text-
driven image editing. Although these methods can synthesize images
with corresponding semantics, they are trained on large open-domain
datasets and have difficulty in capturing terms specific to the fashion
domain. Recently, Textual Inversion [10] and DreamBooth [34] can
adapt pre-trained diffusionmodels with new styles.Model retraining
is, however, needed for every new style.

3 METHOD
3.1 Preliminaries
Diffusion models utilize a Markov chain process, motivated by
non-equilibrium thermodynamics, to simulate forward diffusion
process. Given an image x0 ∼ 𝑞(x), the forward diffusion process
adds small amount of Gaussian noises to x0 in T steps, producing
a set of noisy images x1, ..., xT . The step sizes 𝛽𝑡 are controlled by
a variance schedule {𝛽𝑡 ∈ (0, 1)}T𝑡=1:

𝑞 (x1:T | x0) =
T∏
𝑡=1

𝑞 (x𝑡 | x𝑡−1) (1a)

𝑞 (x𝑡 | x𝑡−1) = N
(
x𝑡 ;

√︁
1 − 𝛽𝑡x𝑡−1, 𝛽𝑡 I

)
. (1b)

By reparameterization, let 𝛼𝑡 = 1−𝛽𝑡 and 𝛼𝑡 =
∏𝑡

𝑖=1 𝛼𝑖 , the forward
process can sample x𝑡 at arbitrary timestep 𝑡 directly from x0:

𝑞 (x𝑡 | x0) = N
(
x𝑡 ;

√
𝛼𝑡x0, (1 − 𝛼𝑡 ) I

)
. (2)

When T → ∞, the image x0 will be diffused to a standard Gaussian
noise xT ∼ N(0, I). Given a Gaussian noise, a neural network
model is then learned to approximate the conditional probabilities
to reverse the diffusion process 𝑝𝜃 as follows:

𝑝𝜃 (x0:T ) = 𝑝 (xT )
T∏
𝑡=1

𝑝𝜃 (x𝑡−1 | x𝑡 ) (3a)

𝑝𝜃 (x𝑡−1 | x𝑡 ) = N
(
x𝑡−1; 𝝁𝜃 (x𝑡 , 𝑡) , 𝚺𝜃 (x𝑡 , 𝑡)

)
, (3b)

where 𝝁𝜃 and 𝚺𝜃 are the approximated mean and variance of the
reversed Gaussian distribution. By simplifying 𝚺𝜃 as constant 𝛽𝑡 ,
𝝁𝜃 is tractable [15]:

𝝁𝜃 (x𝑡 , 𝑡) =
1

√
𝛼𝑡

(
x𝑡 −

1 − 𝛼𝑡√
1 − 𝛼𝑡

𝝐𝑡

)
. (4)



MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada Zhengwentai Sun, Yanghong Zhou, Honghong He, and P. Y. Mok

A JumpsuitSCA

̂𝜖!

… …

Denoising

Reconstruction

⊕ Element-wise
Addition

A Jumpsuit

Token 
Embedding

LN

Attention

LN

MLP

Patch 
Embedding

× 16

50 × ℝ!"#128 ×	ℝ$%&

LN

Attention

LN

MLP

× 14
𝑄

⊕

Skip Cross-Attention (SCA)

Linear Projection LS(fS)

Linear Projection LT(fT)

ℝ$%&

50

ℝ$%&

128

ℝ$%&

128
Cross-Attention

Feature
Style Image
Embedding

Token
Embedding

𝑓!

𝑓"

𝐸$
%&'(𝐸)*'++

𝑥𝒯 𝑥$ 𝑥$%& 𝑥'

Crop

𝑐"~𝑝#$%&"

Original Connection

𝑥' Li
ne

ar
Pr

oj
ec

tio
n

𝑐'~𝑝#$%&
'

Skip 
Cross-AttentionSCA

Style Encoder𝐸"
()*+

Text Encoder𝐸!,*--

Fixed Pretrained
Diffusion Model

(a) (b)

𝐸'
#()*

𝐸"&)++ %𝐾

KS

KT

VS

VT

'𝑉 𝑓" *𝑓"

Figure 2: The proposed Style-Guided Diffusion Model (SGDiff) network (a) an overview and (b) detail model: SGDiff takes
two inputs, a text condition (𝑐𝑇 ) for garment attributes and a style condition (𝑐𝑆 ) for style guidance, and leverages the Skip
Cross-Attention (SCA) module and a pretrained CLIP image encoder for efficient training and resource utilization.

With x𝑡 known during training, the network 𝝐𝜃 is reparame-
terized to predict noise 𝜖𝑡 from input x𝑡 at time step 𝑡 with this
simplified objective [16]:

Lsimple
𝑡 = E𝑡∼[1,T],x0,𝜖𝑡

[


𝜖𝑡 − 𝝐𝜃

(√
𝛼𝑡x0 +

√
1 − 𝛼𝑡𝜖𝑡 , 𝑡

)


2
]
. (5)

For brevity, 𝝐𝜃 (𝑥𝑡 , 𝑡) is denoted as 𝝐𝜃 (𝑥𝑡 ) hereafter in this article.

3.2 SGDiff Overview
SGDiff aims to achieve detailed control over synthesized fashion
images in terms of both correct garment attributes and garment tex-
tures (styles). Controlling detailed garment textures using natural
language is challenging, therefore, the proposed SGDiff, as illus-
trated in Figure 2, takes two inputs: a text condition (𝑐𝑇 ) describing
the garment attributes and a style condition (𝑐𝑆 ) guiding the synthe-
sized garment texture. The text encoder 𝐸diff

𝑇
of the diffusion model

encodes the semantic representation 𝑓𝑇 , and the style encoder 𝐸
clip
𝑆

of a pretrained CLIP model encodes the style representation 𝑓𝑆 . The
diffusion network 𝜖𝜃 estimates the noise 𝜖𝑡 as follows:

𝜖𝑡 = 𝜖𝜃

(
𝑥𝑡 , 𝐸

diff
𝑇

(𝑐𝑇 ), 𝐸
clip
𝑆

(𝑐𝑆 )
)
. (6)

To avoid labor-intensive data annotation, the conditioned image
synthesis is formulated as an image reconstruction task, as shown
in Figure 2(a), in which a randomly image patch cropped from the
garment image is taken as style condition 𝑐𝑆 , the model is then
trained to reconstruct garment according to the style guidance 𝑐𝑆 .

To achieve efficient training, we have the pre-trained text-to-
image diffusion model fine-tuned on a domain-specific dataset us-
ing text as input condition, according to a classifier-free guidance
approach [16]. Next, by fixing the diffusion network parameters,
we optimize the specially designed SCA module and fine-tune a
pretrained image encoder 𝐸clip

𝑆
with multiple conditions of text

description and style guidance, which will be discussed in detail in
Section 3.5.

3.3 Skip Cross-Attention Module
Figure 2(b) illustrates the process of integrating two different modal-
ities, namely text description of garment attributes 𝑐𝑇 and image of
style guidance 𝑐𝑆 , in the proposed SGDiff model. The integration of
the two input modalities is achieved through the specially designed
Skip Cross-Attention (SCA) module.

Both encoders, 𝐸diff
𝑇

and 𝐸clip
𝑆

, employ transformer-based struc-
tures and the output features 𝑓𝑇 ∈ R128×512 and 𝑓𝑆 ∈ R50×512

represent two modalities of input. Such aligned features of 𝑓𝑇 and
𝑓𝑆 enable easy integration of the two representations by attention
mechanism [42]. To do so, the semantic representation 𝑓𝑇 is linearly
projected into query and key-value pairs:

𝑄,𝐾𝑇 ,𝑉𝑇 = 𝐿𝑇 (𝑓𝑇 ), (7)

where 𝐿𝑇 represents linear projection, and query 𝑄 and key-value
pairs 𝐾𝑇 ,𝑉𝑇 all have size R128×512. The style representation 𝑓𝑆 is
projected into key-value pairs only:

𝐾𝑆 ,𝑉𝑆 = 𝐿𝑆 (𝑓𝑆 ) . (8)

The style key-value pairs are concatenated with text key-value
pairs:

𝐾̂ = 𝐾𝑆 (+) 𝐾𝑇 and 𝑉 = 𝑉𝑆 (+) 𝑉𝑇 , (9)
where (+) denotes length-wise concatenation.

Specifically, the semantic representation 𝑓𝑇 is chosen as query𝑄
because it provides key attribute information for garment synthesis.
With 𝑓𝑇 as query, style representation 𝑓𝑆 is alignedwith the garment
attributes in order to improve the quality of the synthesized images.
The cross-attention is implemented by integrating the key-value
pairs from both modalities as follows:

𝑓𝑚 = Attention(𝑄, 𝐾̂,𝑉 ) = softmax

(
𝑄𝐾̂𝑇√︁
𝑑𝑘

)
𝑉 . (10)
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diffusion-based methods of LDM [33] and GLIDE [28]. The 6th row illustrates SGDiff’s ability to incorporate style images (the
7th row) into text conditions (the 1st row), successfully synthesizing garments with the desired textures.

Finally, the skip connection is applied, as shown in Figure 2:

ˆ𝑓𝑚 = 𝑓𝑚 + 𝑓𝑇 . (11)

The SCA module enables effective integration of text and image
modalities, allowing the SGDiff model to control the synthesized
texture without any reduction in semantic control.

3.4 Training Objectives
As discussed in Section 3.1, diffusion models implicitly learn to
reconstruct an image from Gaussian noise. The network 𝜖𝜃 esti-
mates the noise in the current input noisy image x𝑡 . The training
objective of DDPM (Eq. (5)), however, does not address condition
constraints explicitly. Therefore, SGDiff employs perceptual loss,
in addition to Eq. (5), to govern image synthesis. To this end, the
reconstructed image 𝑥0 is obtained at every time step 𝑡 , according
to the estimated noise 𝜖𝑡 by Eq. (6):

x̂0 =
1

√
𝛼𝑡

(
𝑥𝑡 −

√
1 − 𝛼𝑡𝜖𝑡

)
. (12)

The Perceptual Loss [19] is then calculated by:

Lperc
𝑡 = E𝑚



𝝍𝑚 (x̂0) − 𝝍𝑚 (x0)




2 , (13)

where 𝝍𝑚 denotes the𝑚-th layer of VGG. Following [19], the layers
of relu1_2, relu2_2, relu3_2, relu4_2, and relu5_2 are used in Eq. (13).
The overall training objective with Perceptual Loss, adapted from
[27], is as follows:

L = 𝜆𝑠Lsimple
𝑡 + Lvlb

𝑡 + 𝜆𝑝Lperc
𝑡 , (14)

where 𝜆𝑠 and 𝜆𝑝 are balancing weights for the corresponding losses.

3.5 Multi-Modal Conditions
Classifier-free guidance [16] has obvious advantages over classifier
guidance [7] for conditioned generation with DDPMs. For more flex-
ible control, the proposed SGDiff also adopts classifier-free guidance
approach [16], in which the model 𝜖𝜃 is trained with conditional
state 𝑐 and unconditional state ∅ according to a certain probability
𝑐 ∼ 𝑝cond:

𝜖𝜃 (𝑥𝑡 , 𝑐) = 𝜖𝜃 (𝑥𝑡 ,∅) + 𝑠 [𝜖𝜃 (𝑥𝑡 , 𝑐) − 𝜖𝜃 (𝑥𝑡 ,∅)] . (15)
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Nevertheless, the above approach (Eq. (15)) does not address
more complex situation where conditions are multiple, happen
in different combinations at varied probabilities. Until recently,
InstrucPix2Pix [3] suggested different weights for two conditions:

𝜖𝜃 (𝑥𝑡 , 𝑐1, 𝑐2) =𝜖𝜃 (𝑥𝑡 ,∅,∅)
+ 𝑠1 [𝜖𝜃 (𝑥𝑡 , 𝑐1,∅) − 𝜖𝜃 (𝑥𝑡 ,∅,∅)]
+ 𝑠2 [𝜖𝜃 (𝑥𝑡 , 𝑐1, 𝑐2) − 𝜖𝜃 (𝑥𝑡 , 𝑐1,∅)] ,

(16)

where 𝑠1 and 𝑠2 indicate the weight scale of condition 𝑐1 ∼ 𝑝1
cond

and 𝑐2 ∼ 𝑝2
cond, respectively. In [3], however, it was not discussed

either the order of 𝑐1 and 𝑐2 or the weight scales 𝑠1 and 𝑠2.
In the current task, Eq. (16) is applied by setting the two condi-

tions as 𝑐𝑇 and 𝑐𝑆 . The SGDiff is subjected to two conditions with
independent conditional probability 𝑝𝑆cond = 0.8 and 𝑝𝑇cond = 0.8. In
model training, like all text-to-image diffusion models, the uncon-
ditional state ∅ of textual condition 𝑐𝑇 is set to padding token. The
unconditional state ∅ of style guidance 𝑐𝑆 is done by inputting a
blank (background only) patch image.
Background masking: Apart from inputting a blank image patch
as unconditional state, the background color in RGB space may also
appear in the foreground. To avoid confusion, we mask the back-
ground pixel values to -255 to distinguish them from the normal
RGB values. Such masking technique allows the model to focus
more on the foreground texture. The effectiveness of such back-
ground masking setting will be evaluated in Section 4.4.
Condition order and weight scales: In order to explore the effect
of the condition order, by setting 𝑐1 = 𝑐𝑆 and 𝑐2 = 𝑐𝑇 , alternatively
𝑐1 = 𝑐𝑇 and 𝑐2 = 𝑐𝑆 , in Eq. (16), and 𝑠𝑇 = 1, this will result in

𝜖𝜃 (𝑥𝑡 , 𝑐𝑆 , 𝑐𝑇 ) = (𝑠𝑆 − 1) [𝜖𝜃 (𝑥𝑡 , 𝑐𝑆 ,∅) − 𝜖𝜃 (𝑥𝑡 ,∅,∅]
+ 𝜖𝜃 (𝑥𝑡 , 𝑐𝑆 , 𝑐𝑇 )

(17a)

𝜖𝜃 (𝑥𝑡 , 𝑐𝑇 , 𝑐𝑆 ) = (𝑠𝑆 − 1) [𝜖𝜃 (𝑥𝑡 , 𝑐𝑇 , 𝑐𝑆 ) − 𝜖𝜃 (𝑥𝑡 , 𝑐𝑇 ,∅)]
+ 𝜖𝜃 (𝑥𝑡 , 𝑐𝑇 , 𝑐𝑆 ) .

(17b)

In our implementation, the model 𝜖𝜃 takes 𝑐𝑆 and 𝑐𝑇 simultane-
ously, the two terms 𝜖𝜃 (𝑥𝑡 , 𝑐𝑆 , 𝑐𝑇 ) and 𝜖𝜃 (𝑥𝑡 , 𝑐𝑇 , 𝑐𝑆 ) are therefore
equivalent. Comparing Eq. (17a) wtih (17b), thus [𝜖𝜃 (𝑥𝑡 , 𝑐𝑆 ,∅) −
𝜖𝜃 (𝑥𝑡 ,∅,∅)] = [𝜖𝜃 (𝑥𝑡 , 𝑐𝑇 , 𝑐𝑆 ) − 𝜖𝜃 (𝑥𝑡 , 𝑐𝑇 ,∅)]. It implies that if the
style condition and text condition are independent, the condition
order will not have a significant impact on the image generation.
Moreover, the weight scale serves to adjust the influence of style
guidance. When 𝑠𝑆 > 𝑠𝑇 (i.e. 𝑠𝑆 > 1 when 𝑠𝑇 = 1), it introduces
a positive conditioned direction to the denoising processing, em-
phasizing the influence of condition is guiding the synthesis. The
multi-condition synthesis will be further evaluated in Section 4.4.

4 EXPERIMENTS
4.1 Datasets and Implementation Details
In this study, we prepared a SG-Fashion dataset with 17,000 fashion
product images downloaded from e-commerce websites including
ASOS, Uniqlo and H&M. We set aside 1,700 images as the test
set. The dataset covers 72 product categories, encompassing most
types of garment items. Since our SGDiff does not rely on textural
descriptions, we use the original product titles as text descriptions.
Apart from the SG-Fashion dataset, we also experimented on the
publicly available dataset of Polyvore [12] with the same settings.
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Figure 4: Illustration of SGDiff’s capability to synthesize gar-
ments across various categories and styles, using style guid-
ance of different colors.

GLIDE [28] was adopted as the backbone text-to-image diffu-
sion model, which uses a low-resolution generation model for size
64 × 64 and a super-resolution model to upsample the generated
low-resolution image to the size of 256×256. We fine tuned the gen-
eration model and directly employed the super-resolution model
as the pretrained text-to-image model. For the pretrained CLIP im-
age encoder, we chose vision transformer of ViT/32. To speed up
the synthesis process, we adopted DDIM [38] scheduler with 100
sapmling steps for all diffusion-based models.

The backbone model (GLIDE) was fine tuned on the domain-
specific dataset that the AdamW optimizer was used with a learning
rate of 1𝑒−4, and the model was optimized for 235,000 iterations.
Due to GPU limitations, we set the batch size to 8 and trained the
GLIDE on a single RTX 3090 GPU. We also used AdamW but with a
learning rate of 1𝑒−5 for training the SGDiff with 50,000 iterations
for all experiments on a single RTX 3090 GPU. In terms of the
SCA module, we adopted multi-head attention with 4 heads. In all
experiments, we set 𝜆𝑠 = 1 and 𝜆𝑝 = 0.001 in Eq. (14). Since the
training of SGDiff fixes the parameters of the pretrained backbone,
we can use a larger batch size of 16. For SGDiff training, we cropped
a single texture patch from the foreground. To ensure this cropped
patch provides sufficient style information, we applied BASNet [30]
for background masking.
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4.2 Qualitative Evaluation
The qualitative evaluation compares the SGDiff results with sev-
eral SOTA text-to-image generation methods, including LDM [33]
and GLIDE [28] for diffusion-based methods, and FuseDream [25]
and VQGAN-CLIP [5] for CLIP-guided GAN-based methods. All
selected SOTA methods have zero-shot capability. Figure 3 presents
a comprehensive qualitative comparison of these methods. Gen-
erally speaking, FuseDream and LDM could synthesize garments
in most cases, while VQGAN-CLIP and GLIDE could only synthe-
size fabrics. The proposed SGDiff could successfully implement the
fashion synthesis with desired clothing category and style. Specifi-
cally, when synthesizing a garment with complex text descriptions
(see examples in columns (a), (b), and (c)), the other methods tend
to ignore the key message but capture part of the semantics like
Batman logo, pink doggy, or silk, while SGDiff tends to synthesize
clothing and consider the style guidance to control the synthesized
textures. Moreover, semantic confusion is one of main challenges in
text-to-image synthesis. For instance, ‘Tank’ refers to a specific type
of upper clothing in the fashion domain. Column (d) of Figure 3
shows that both the diffusion-based and CLIP-based approaches
have difficulty in capturing domain-specific semantics, while only
SGDiff could synthesize a tank garment with specified styles. The
other columns present cases when offering textual descriptions like
amber, light and pink, although the other SOTA methods could
synthesize clothing with textures that are similar to the descrip-
tions, they show greater differences to the ground truth images
comparing to SGDiff. In conclusion, SGDfiff is suitable for fashion
synthesis since it could capture the garment category and desired
styles.

In addition to the comparative analysis, Figure 4 illustrates the
innovative capability of SGDiff in synthesizing garments across
various categories and styles. With style guidance images under
different color schemes, SGDiff effectively transfers styles from the
guidance images to the synthesized garments, meeting the condi-
tion of garment attributes. Figure 4 shows a range of synthesized
fashion under specific color scheme in each column, offering valu-
able inspiration for innovative fashion design. When conditioned
generation are out of the training set, SGDiff can still exhibit a
remarkable generative capability by successfully blending different
condition combinations, e.g., the jeans shorts with red check and
green patterns showed in columns (b) and (c) are not existed in the
training data. Moreover, the style guidance appears in interesting
variations in the generated fashion. These results highlight the ver-
satility and robustness of the SGDiff model in the realm of fashion
design.

4.3 Metrics and Quantitative Evaluation
Table 1 shows the quantitative evaluation, in which three met-
rics, including FID [14], LPIPS [45] and CLIP-Score (CS) [31], are
used to assess and compare the performance of SGDiff with other
SOTA methods. FID and LPIPS measure the distance in feature
space, with FID focusing on the overall distribution statistics of the
generated/synthesized images and the ground truths, while LPIPS
computes the distance between each pair of synthesized image and
the corresponding ground truth, lower the FID and LPIPS values
higher the image quality. In contrast, the CLIP-score measures the

Table 1: Quantitative evaluation and comparison of various
SOTA methods

Datasets SG-Fashion Polyvore

Metrics LPIPS ↓ FID ↓ CS ↑ LPIPS ↓ FID ↓ CS ↑

VQGAN-CLIP [5] 0.7364 95.84 22.20 0.7122 68.01 39.65
FuseDream [25] 0.7067 60.44 38.03 0.7032 41.94 38.53∗

LDM [33] 0.7158 85.73 31.66∗ 0.7214 59.79 31.89
GLIDE [28] 0.6921 78.7 23.72 0.7164 63.85 23.28

Ground Truth – – 29.13 – – 29.88
Baseline 0.5772∗ 36.13∗ 27.31 0.6637∗ 43.5 26.24

SGDiff (Ours) 0.4474 32.06 27.53 0.6369 41.98∗ 27.33
the best results are in bold, and the second best results are indicated with ∗ .

Table 2: Consumption of synthesizing an image with resolu-
tion of 256 × 256 on a RTX 3090 GPU

VQGAN-CLIP FuseDream LDM GLIDE Ours

Time 62s 171s 5.9s 9s 9.8s
Memory 5686M 9296M 6570M 5550M 5986M

semantic correspondence, namely the cosine similarity between
synthesized images and their corresponding text descriptions, with
higher scores indicating better alignment.

As shown in Table 1, SGDiff model performs the best in terms
of LPIPS, comparing to other SOTA methods on both SG-Fashion
and Polyvore datasets. SGDiff’s FID value is also the lowest for
SG-Fashion dataset and only slightly lower than FuseDream for
Polyvore dataset by 0.04%. This demonstrates that the SGDiff model
can generate better images fulfilling the conditions without sacri-
ficing the image quality. The CS of the SGDiff is higher than GLIDE
and the baseline (i.e. GLIDE being fine tuned on the datasets), but
lower than FuseDream and LDM, because FuseDream optimizes the
BigGAN-256 [2] latent space using CLIP guidance and LDM lever-
ages a vast text-to-image dataset consisting of billions of examples.
Nevertheless, these methods did not consider the integration of the
text feature and image feature for image generation, they indeed
did not perform well in LPIPS and FID.

Table 2 compares the model memory and average time cost
for synthesizing an image of size 256 × 256 on a RTX 3090 GPU.
As shown, the running time of the SGDiff model is much shorter
than that of VQGAN-CLIP and FuseDream. Although the running
time of the SGDiff model is slightly longer than LDM, the memory
consumption is lower. Compared to the baseline, the increases in
time and memory are relatively insignificant because we only fine
tune the image encoder and modality fusion module. In summary,
the SGDiff can be trained without much memory and can generate
an image with good quality based on text and style conditions
within 10 seconds on RTX 3090.

4.4 Ablation Study
Ablation study was conducted to evaluate the effect of each compo-
nent of the proposed SGDiff on SG-Fashion dataset.

Effectiveness of the SCA: As demonstrated in Table 3, the
comparison between the element-wise addition of features and
the cross-attention (CA) method shows that CA is significantly
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Figure 5: Ablation study on the impact of style and text guidance on the performance of SGDiff in terms of (a) and
(b) for FID, (c) and (d) for LPIPS and (e) and (f) for CLIP-score. We set one conditional weight varies in range of
[0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.5, 3.0] while the other conditional weight is fixed at 1.0.

Table 3: Ablation experiments on modality fusion methods
and classifier-free approaches.

Classifier-free Mask Modality fusion LPIPS ↓ FID ↓ CS ↑
Eq. (15) ⊕1 0.6833 42.63 25.63
Eq. (15) CA2 0.5650 38.88 25.39
Eq. (15) SCA 0.5607 39.21 25.98
Eq. (15) ✓ SCA 0.5695 37.22 26.06
Eq. (16) ✓ SCA 0.4474 32.06 27.53

1 ⊕ refers to an element-wise addition operation, where the features 𝑓𝑇 and 𝑓𝑆 are
projected onto the same dimension before opeation;
2 CA indicates SCA module without skip connection, w.r.t. Eq. (10) withouth Eq. (11).

more effective in improving LPIPS and FID scores. However, it
has the downside of causing a decline in semantic information,
as CS decreases. To address this issue, the SCA moduel with skip
connections was use. As shown in the third row of the table, SCA
leads to improvements in both LPIPS and CS scores, demonstrating
its ability to improve the similarity between synthesized images
and ground truth images.

Effectiveness of background masking: As shown in Table 3,
after applying background masking, the FID value decreases by 1.99
and the CS remains almost the same. This demonstrates that back-
ground masking is beneficial to improve image quality. The reason
for slightly increased LPIPS is that LPIPS is sensitive to percep-
tual information, the lack of background may degrade LPIPS metric.
However, the fashion synthesis task only focuses on the synthesized
foreground, and the background could be easily removed.

The orders and weights for different conditions: Figure 5
displays the relationship between FID, LPIPS and CS with different
conditional weights and order settings. The trend of setting text

prior to style is similar to setting style prior to text, indicating little
impact on results with fixed 𝑠𝑆 = 1 and varying 𝑠𝑇 . In addition, it
can be seen from Figure 5 that the optimal values (see the circled
dots of Figure 5) of 𝑠𝑆 and 𝑠𝑇 are almost in the range of 1.0 to 1.6.
More specifically, we choose the setting of 𝑠𝑆 = 1.2, 𝑠𝑇 = 1.0, and
style prior to text as optimal. This setting achieves the best LPIPS
which is important in controlling synthesized styles. The numerical
results are shown in the last row of Table 3

5 CONCLUSIONS AND FUTUREWORK
This paper has reported on the development of a novel style guided
diffusion model (SGDiff), overcoming inherent weaknesses in ex-
isting diffusion models for image synthesis. The proposed SGDiff
has demonstrated its effectiveness in incorporating style guidance
into pretrained text-to-image diffusion models. Without relying on
large amounts of labelled data or computing resources, SGDiff is ca-
pable of achieving promising control over the synthesized textures,
making it a valuable contribution to the field. As a future work, we
plan to expand upon the capabilities of SGDiff by focusing on more
detailed control over various aspects of the synthesized textures,
such as color themes, patterns, and materials. By refining these
controls, we aim to further improve the utility and applicability of
the proposed model in diverse applications and domains.
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