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1 INTRODUCTION

Today, children and youth interact with artificial intelligence/machine learning (AI/ML)-powered applications and
algorithmic systems when they socialize with friends, go to school, play games, listen to music, do homework, order
food, or watch videos. Given the increasing prevalence of AI/ML in their lives, it is crucial to provide young people with
the necessary support to engage with, create, and evaluate AI/ML applications. As such, child-computer interaction
(CCI) research on AI/ML literacy has received increasing attention [28, 40, 62]. An obstacle in supporting young people
in understanding and engaging with AI/ML ideas is the lack of transparency in ML models. Furthermore, existing
research gives little attention to critical issues of computational empowerment [16] such as supporting youth in thinking
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about the limitations and implications of AI/ML technologies [60] or in considering algorithmic justice; that is, how
algorithmic systems may be ineffective, even perpetuate harm, and disproportionately impact vulnerable people [6].

In human-computer interaction (HCI) and algorithmic justice research, an effective strategy for investigating and
understanding the opaque inner workings and implications of AI/ML systems is algorithm auditing. Algorithm auditing
is a method introduced about a decade ago that involves “repeatedly querying an algorithm and observing its output in
order to draw conclusions about the algorithm’s opaque inner workings and possible external impact” [45, p. 272]. Most
of these audits are conducted with the goal of identifying problematic system behaviors in AI/ML-powered systems [4].
But to date, most research on algorithm auditing has focused on experts, with a few recent studies on how non-expert
adults engage with the method.

In this paper, we investigate the role of youth as auditors of ML-powered applications by building on CCI’s rich
tradition of exploring the various roles young people can have in contributing to the design of computing applications
[22, 39]. We conducted a two-week workshop with 13 youth (ages 14-15) in which they designed and audited each
other’s ML applications. We analyzed pre and post clinical interviews in which youth were presented with auditing
tasks to address the following research questions:

• How did youth’s identification of potential algorithmic biases and harm change from pre to post?
• How did youth’s inferences about data and model design change from pre to post?

In the post interviews, we also analyzed students reflections about auditing activities during the workshop to address:

• What benefits did youth find in auditing applications and having their applications audited?

Our analysis revealed that in post, all participants identified potential algorithmic biases and made inferences about
dataset and model design issues. In post, more youth talked about algorithmic justice and next steps to further
improve ML models. Furthermore, participants reflected that auditing provided them with new perspectives on model
functionality and ideas to improve their own models. This paper contributes (a) a conceptualization of algorithm
auditing for youth, adapting methods used with adults in algorithmic justice research by grounding them in the rich
history of child-computer interaction research; and (b) an empirical clinical pre/post interview study in which youth
completed auditing tasks. We discuss future directions for incorporating algorithm auditing in learning activities and
CCI research as a promising practice to promote computational empowerment [16].

2 BACKGROUND

Child-computer interaction (CCI) has been concerned with the different roles that young people can play in the design
of computing applications since its early days [22, 39]. This has led to the development of various rich methods to
involve children in design processes as informants [18, 51], design partners [20, 65], testers [37, 54], and designers
[27, 29] (for a detailed review of the theories and methods driving the participation of children and youth in the design
process, see [22]). In the following sections, we delve into how CCI has addressed the role of children as testers and
evaluators at large and in the context of AI/ML. Following, we address how auditing differs from other testing and
evaluation methods, review current research on non-expert auditing, and work on youth’s perspectives on algorithmic
justice to propose positioning youth as auditors of their peers’ applications.

2.1 Youth as testers and evaluators

Research on testing and evaluation can be grouped into two broad categories: (1) when children test and evaluate
applications created by experts; and (2) when children test and evaluate child-designed applications. Druin [20] defines
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the role of testers as users who also help identify “design and usability issues for revision of prototypes.” Engaging
children and youth as testers in the design process of technologies created by experts can be traced back to Solomon
and Papert’s work on LOGO in the mid-1960s, when they conducted year-long iterative test sessions with children to
refine the design of the programming language [20, 54]. Since then, children have been involved as testers in the design
of Smalltalk [24, 34], Scratch [41], and most child-facing applications. Traditionally, when experts lead the design, it is
adult researchers that interpret how children tested the technologies and synthesize the findings of testing sessions
[22]. More recent work in CCI has engaged children in testing tangible interfaces for learning mathematics [68], as well
as the development of instruments to better understand children’s engagement when testing applications [15]. In terms
of children as testers of AI/ML systems, some work has been conducted with children testing a machine translation
application [37] as well as an application for learning about reinforcement learning [14].

A second strand of research on children as testers and evaluators involves child-designed applications. This work can
also be traced back to LOGO, in particular Kafai and Harel’s late 1980s research on children as designers of software [29].
Positioning children as designers of instructional software for learning mathematics [25] and video games [31], they
created environments in which children could test their software with their peers. Additionally, older peers could take
on the role of "consultants" or outside evaluators who examined peer-created software and, by "playing doctor," assisted
in identifying and diagnosing problems [32]. While being consultants, children benefited from cognitive distance and
were able to provide designers with new perspectives, refining their understanding of problem behaviors. Later work
[30] looked at the differences between designer-led usability testing and external evaluation, highlighting that when
peers play the role of testers in designer-led tasks, it is the designers that benefit from gaining insights on how to
improve their own projects to meet the needs of their users. On the other hand, external evaluation of software provided
opportunities for evaluators to “apply the insights gained from their own design process” [30, p. 128]. These research
studies highlight how testing and evaluating applications can also support youth in their learning of computing. Since
then having children design artifacts that can be tested by their peers has become a common activity in many CCI
projects.

Several CCI studies have mentioned the importance of engaging youth in testing AI/ML models, but they often lack
detailed findings on how young people evaluate models and what they can gain from the testing process [9, 26, 33, 63].
This is also the case in the AI/ML education literature, where training models has received the most attention [47].
The few studies that have investigated how youth test their own models show promising results. Several studies argue
that when youth test models, they build hypotheses and explanations for model behaviors and also come up with new
ideas for how model performance could be improved [19, 61, 62]. Recent work shows that testing can support young
people in identifying issues related to data diversity, class imbalance, and data quality [57, 58]. Yet testing is not always
systematic and in-depth. Sometimes young people, after identifying cases in which models do not perform as expected,
instead of trying to fix the models, change their testing practices [67]. Other studies have shown that youth rarely test
their models, only doing it when prompted by researchers, or that sometimes they think that by simply testing they
can improve model performance without making changes to training datasets, model parameters, or retraining [66]. A
couple of studies also engage youth as testers of their peers’ models in designer-led testing activities [21, 47], that is,
when the designers of the applications guide their peers in the testing process. Notably, none of these studies involved
youth as external evaluators that evaluate models from the outside in.

What we learn from these previous studies is that there is already a rich tradition in CCI research of engaging children
and youth as testers and evaluators, from traditional software to machine learning applications. In introducing youth as
auditors, we are adding a new “role” to the repertoire that is distinct from previously examined roles. Here we describe
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how auditing is different from other forms of testing and evaluation, review existing research that involves non-experts
in algorithm auditing, and research on algorithmic justice and youth that inform our approach to positioning youth as
peer auditors.

2.2 Youth as auditors of AI/ML applications

To begin, we note that auditing differs from traditional testing and evaluation in several ways [45]. In algorithm auditing,
traditionally, the emphasis is on the system itself rather than how users react to or interact with it, though recent
work is beginning to include users as part of the system being audited [36]. Unlike other forms of testing, auditing
is systematic, with the intention of drawing conclusions at the level of the system rather than about individual test
cases. Finally, audits are generally external evaluations done by independent third parties from the outside-in, based on
externally-measured system behaviors.

Traditionally, teams of expert auditors conduct audits using methods such as scrapping, automatically collecting and
analyzing data from online sources, or “sock-puppets,” in which researchers collect data by imitating user behaviors [4].
For example, an expert audit by Metaxa and colleagues [44] investigated gender and racial representation disparities
in Google Images by scrapping and analyzing image search results. They found evidence of under-representation
of women and people of color in queries of common job occupations in search relative to the U.S. workforce. Some
other audits involve non-experts through crowdsourcing, collecting data in distributed and centralized ways. Here, the
involvement of non-experts, for example, could include asking users to install a browser extension that automatically
queries a system and logs the resulting data [48].

Recently, HCI researchers have started investigating how non-experts engage with algorithm auditing by involving
them beyond crowdsourcing data. Studies have looked at how users engage in emergent, everyday auditing practices,
without the participation of experts, on social media platforms [52]. Other work has investigated approaching auditing
from a socio-technical perspective by auditing both system and non-expert auditor practices [35, 36]. These studies
highlight that non-expert audits can uncover problematic algorithmic behaviors that experts may not be able to
find [35, 52]. Notably, all of these studies have been conducted with adults. Another important finding has been the
collaborative nature of non-expert auditing which often involves sharing problematic findings with others via social
media—a practice that might connect well with youth engaged in similar tasks.

More closely related to our work, DeVrio and colleagues [13] have investigated how non-expert adults involved
in auditing tasks make sense of potentially harmful behaviors in algorithmic systems. For instance, they had users
conduct Google image searches during think-aloud interviews in which participants were tasked with looking for
specific images using keywords that may show potential harmful biases. Following, they asked participants to search for
other keywords that may also generate problematic results. The study showed that users’ findings and interpretations
are based on their prior experiences and exposure to societal biases. Furthermore, users came up with ideas to reduce
harmful biases, including increasing representation diversity in the content and in the order in which results are
displayed.

2.2.1 Youth’s perspectives towards algorithmic justice. While, to our knowledge, no studies have investigated
the role of youth as auditors, a handful of studies have researched youth’s perspectives towards algorithmic justice
and potential harmful biases. Researchers have engaged youth in discussions in relation to high-stakes policing
surveillance technologies [59] and hypothetical robot interactions [10]. For instance, Coenraad [11] and Salac et al.
[49, 50] investigated youth’s perceptions of algorithmic fairness. They found that youth “demonstrated an awareness of
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visible negative impacts of technology and provided examples of this bias within their lives” [11] but did not have the
words to discuss bias or how “invisible bias" emerged. After introducing examples of threats to equity, youth were able
to discuss visible and invisible issues of equity. Salac and colleagues [49] presented children and youth with scenarios
of algorithmic unfairness to prompt their understandings of how the systems worked. The scenarios included bias
towards female nurses in image search, a voice assistant not understanding a student with an accent, and a case of
inequitable access to school supplies. They explain that children used human and technical lenses to make sense of
the issues they were presented with and, at the same time, brought up their own identities and lived experiences in
discussing the scenarios. Teenagers examined potential sources of bias and considered the effects these could have in
different contexts and on individual people as well as communities.

Solyst and colleagues [55] have also investigated youth’s perspectives towards fairness, finding that youth have a
desire for agency to participate in the design of technology and define how applications should work. In a different
study, they engaged youth in activities to identify algorithmic biases and propose ways to address these [56]. Here
participants interacted with examples of image search on Google and image generation in DALL-E, finding that youth
identified various types of biases and different potential harms that these could cause. Furthermore, in computing
education research, audits have been discussed for their potential as productive opportunities for critical inquiry in
which learners investigate the limitations and implications of computing applications [46]. For example, inspired by
algorithm auditing research, Walker and colleagues [64] adapted Buolamwini’s [8] ideas about “evocative audits” into a
learning activity in which young African American students used art to reflect on the harm that algorithms may inflict
on their communities.

2.2.2 A new role for youth. The previous research findings on algorithm auditing with non-experts and current
work on algorithmic justice and youth provide us with a promising foundation to conceptualize the role of youth
as auditors in the tradition of CCI research. Here, it is possible to imagine different ways in which youth could be
positioned as auditors of applications. For instance, building on expert audit research on sock puppet auditing [4],
youth could be guided to learn about auditing by creating fictional personas to collect data and evaluate how systems
behave differently depending on who uses them. Building on non-expert auditing work on emergent audits in social
media [52], CCI researchers could investigate how youth audit popular applications (such as TikTok) both in “the wild”
and in auditing workshops. Similarly to DeVrio, Solyst, and Salac’s work [13, 49, 56], CCI researchers could design and
co-design tools and learning activities to engage youth in auditing the technologies they use in their everyday lives.
Finally, building on AI/ML testing activities [21, 47, 57] youth could audit each other’s applications. We further discuss
this approach in the next subsection.

2.2.3 Youth as peer auditors. In this paper, we examine positioning youth as peer auditors of AI/ML applications.
As peer auditors, youth can audit applications designed by their peers by collaboratively and iteratively querying the
systems to evaluate their behaviors against expected behaviors. Like the consultants in the LOGO studies, youth can
"play doctor" and assist in identifying and diagnosing problems [32]. Playing the role of an auditor may have similar
benefits to those already identified when youth test their own applications, including identifying issues related to data
diversity, class imbalance, and data quality, building hypotheses and explanations for model behaviors, and coming up
with new ideas for how model performance could be improved [19, 47, 57, 60, 61]. In the case of classifiers, the context
of this study, peer auditing involves iteratively querying the system, comparing auditor-expected classification outputs
to system classification outputs, and analyzing the results to make inferences about system behavior (see Fig. 1).
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 Peer auditors read through all 
evaluation instances and write an 
auditing report. 

 AUDIT REPORT:

WHEN DID IT WORK AS 
EXPECTED?


WHEN DID IT NOT WORK 
AS EXPECTED?


HOW COULD IT BE 
IMPROVED?

 A group builds a project and creates 
project factsheet

Group A’s Project

TITLE:

OBJECTIVE:

LABELS/CLASSES:

Group A’s Project

 Peer auditors receive project with factsheet and 
audit it. Every five minutes a new group of 
auditors evaluate the system by comparing 
expected outcomes to system outcomes.

NEW

EXAMPLES

EXPECTED 
OUTCOME

SYSTEM 
OUTCOME

Auditing Group A’s Project

Fig. 1. The process of peer auditing involves: (1) youth creating factsheets for the projects they designed, (2) exchanging projects with
peers for auditing, which involves iteratively querying the system and comparing auditor-expected classification outputs to system
classification outputs, and (3) writing audit reports.

We conducted a workshop in which youth first designed applications that used classifiers. Following, they wrote
project factsheets that specified the objectives of the projects and their labels/classes. Then, they exchanged projects
with their peers. Peer auditors iteratively queried the systems and documented each query. To ensure a wide variety
of queries, every five minutes the auditors of the projects changed, with youth rotating through all projects but their
own. Finally, auditors analyzed the data gathered and wrote a report in which they were asked to describe when the
applications worked as expected, when they observed unexpected behaviors, and possible next steps to improve system
behaviors.

To evaluate the potential benefit of peer auditing activities, before and after the workshop, we conducted a pre/post
clinical interview study in which participants were presented with auditing tasks and asked to explain what they were
thinking as they completed them [17].

3 METHODS

3.1 Participants

We held a two-week in-person workshop at a science center in the Northeastern United States with fifteen youth (ages
fourteen to fifteen) who had shown interest in STEM by taking part in an after-school program meant to increase
participation for historically underrepresented communities. Thirteen obtained guardian consent and assented to
participate in research. Participants were already acquainted with one another, having participated in the science center
program for at least a year. Out of the participants, six identified as female and seven as male. Of the participants,
seven identified as Black, five identified as White, three as Latinx, two as Asian, and one as Native American, with five
choosing more than one category. Eleven participants had taken computing classes at school or attended out-of-school
CS workshops. None had taken workshops or courses on AI/ML (see Table 1). Science center staff sent out paper
handouts and emails inviting youth to take part in the study. Before the study began, guardians completed consent
forms that included a brief explanation of the research, and youth gave their assent to participate. The institutional
review board of the university approved the study protocol. All names mentioned in the paper are pseudonyms.
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Table 1. Self-reported demographic information.

Pseudonym Age Gender Race & Ethnicity Previous CS experience
Kayla 14 Female Black Yes
Lou 15 Female Black No
Jerome 15 Male Native American & Black Yes
Bryan 15 Male Asian & White Yes
Jackie Star 15 Female White Yes
Fatimah 14 Female Black Yes
Andrés 14 Male Latinx Yes
Richard 14 Male White Yes
Iván 14 Male Latinx & White No
Emily 14 Female Black Yes
Luke 15 Male Black & Latinx Yes
Stephanie 15 Female Black & White Yes
Walter 15 Male Asian Yes

3.2 Workshop activities

During theworkshop, participants learned aboutML in the context of designing, testing, and auditing physical computing
(e-textiles in particular) applications. Each workshop session had a duration of 3.5 hours, which included a 30-minute
community-building activity and a 15-minute snack break. In the first week of the workshop, youth participated in
structured activities to learn about machine learning classifiers, e-textiles, and how to create projects that incorporate
ML and physical computing. The physical computing activities provided practical experience for youth to learn how to
program the micro:bit microcontroller, use sensors and actuators, construct circuits, and sew with conductive thread.
Afterwards, youth participated in hands-on activities to learn about AI/ML, different types of models, the ML pipeline
[23], and data design practices [57] for training and testing image, audio, and pose classifiers created using ml5.js (a
beginner-friendly machine learning javascript library), as well as Teachable Machine and a similar application for
training and testing models with sensor data. They then used Bluetooth to send the classifiers’ outputs to the micro:bit.

Auditing played an important part in the work workshop durin both weeks. On the fourth day of the first week,
participants were introduced to algorithm auditing and participated in an auditing activity for an image classifier they
had designed. For this activity, youth in pairs first prepared a factsheet describing the expected behavior of their project
and then handed it over to their peers for auditing. After receiving a project, youth proceeded to evaluate their peers’
classifiers, and every five minutes, they exchanged projects to have a wide range of auditors evaluate the projects from
the outside in. While auditing, they kept track of individual testing instances on a table. Finally, youth wrote an audit
report for the designers of the projects in which they synthesized their findings and made recommendations on how to
improve the model. During the second week, we had another auditing session in which, following the same format as
in week one, participants audited each other’s projects and created audit reports.

To illustrate the activities of the workshop, we describe some of the final projects and peer auditors’ key findings.
Jackie Star and Emily created a drawing game (Fig. 2 A). The game involved players trying to match drawings displayed
on the screen of a micro:bit attached to a pen. The project used an image classifier to classify drawings made by users;
if the user drew the right shape, the micro:bit played celebratory music and prompted the player with another shape.
Among other issues, auditors identified that the project did not work well with “curvy squares that don’t have super
sharp angles.” Andrés created a sports game that detected different basketball moves. He attached the micro:bit to a
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A. B. C. D.

Fig. 2. Auditing youth’s final projects. (A) A participant audits Jackie Star and Emily’s drawing game. (B) A participant audits Andrés
sports game. (C & D) A participant audits Iván and Walter’s fighting game.

glove and used data from its accelerometer to train a move classifier (Fig. 2 B). Auditors found that the project constantly
misclassified moves when users were six feet or taller. Iván and Walter created a fighting game (Fig. 2 C & D) that
imitated Mortal Combat, where users controlled their players by kicking, doing uppercut punches, or superman punches.
The game recognized and classified poses. Auditors noted that the game only worked well when played against plain
white walls and when only one person was in the frame.

3.3 Interview design and data collection

We conducted pre interviews a week before the workshop and post interviews on the last day of the workshop. The
interviews consisted of two pre-determined auditing tasks to evaluate image classifiers and a text-to-image generative
model, accompanied by prompts that were specifically designed to elicit students’ ideas (e.g., about bias, data and model
design, and justice) in an open-ended manner. The interviews were conducted in pairs and deliberately structured to
resemble conceptual change research interviews [17, 38, 53]. Each interview had a mean duration of 23 minutes, with
individual interviews ranging from 12 minutes to 31 minutes. We recorded audio and participant screens during the
interviews.

In each interview, we presented youth with two image classifiers that were intentionally faulty. This task was adapted
from prior research on ethics in AI/ML education in which youth were presented with faulty cat and dog classifiers and
their datasets [3]. We prepared classifiers with inter- and intra-class imbalances (e.g., in the berry classifier, the training
data included pictures of strawberries in all shapes, sizes, and colors, while blueberries and blackberries were limited to
a few very similar pictures), spurious relationships (e.g., in the drawing tools classifier, all pictures of pencils in the
training data included human hands and none of the pictures of other tools included hands; pictures of markers or
paint brushes with hands were misclassified), and overfitting issues (e.g., in the pet classifier, all bunnies in the training
data were white, as such, bunnies of other colors were misclassified). During the interviews, we first asked participants
to interact with the classifier and explain its functionality (for correct and incorrect results) (see Fig. 3). After a few
minutes, we showed them the data used to train the classifiers and asked them to explain how it worked, why it did not
work with certain images, and to share any ideas they had for how to fix them.

For the text-to-image tasks, participants were asked to evaluate the outputs generated by DALL-E mini [12]. This
task was adapted from everyday algorithm auditing studies that have had users conduct image searches on Google
to identify potentially harmful behaviors [13], or used results from image searches and DALL-E generated images
to prompt participants to reflect about algorithmic justice [56]. In each interview, we asked participants to generate
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Drawing Tool Classifier Sea Animal ClassifierPet ClassifierBerry Classifier

Fig. 3. Faulty classifiers used in pre/post auditing tasks included a berry classifier, a pet classifier, a drawing tool classifier, and a sea
animal classifier. The figure shows cases in which the classifiers did not work as expected.

images for five topics (e.g., weddings, beautiful women, librarians, scientists) that had shown potential problematic
results in previous studies and to come up with new examples that may yield problematic results (see Fig. 4). We asked
participants to share their thoughts about the results, whether they thought they were biased or discriminatory in
harmful ways that might negatively impact people, and what they would do if they had the option to change or adjust
the results.

Additionally, in the pre interview we asked participants if they had heard of harmful bias or discrimination in
algorithmic systems or in applications used in their everyday lives and to provide any examples they were familiar with.
In the post, we asked participants to tell us “a little bit about what you learned or noticed when auditing other people’s
projects" and whether auditing was helpful or not in the process of making applications and addressing potential
problematic behaviors. Across both tasks and the additional question, we used follow-up prompts to elicit details from
participants: “What do you think could be the causes of these issues?´´ “Can you tell me more about that?" “What
makes you think so?" “Can you give me an example?" “Why did you say that?"

3.4 Analysis

We conducted two rounds of inductive-deductive thematic analysis [7]. We used an automated transcription tool and
then verified the transcripts for accuracy. As part of the initial analysis, two researchers inductively coded one-third of
the data (consisting of three sets of matching pre/post interviews) identifying 77 emergent codes. Following this, codes
were grouped to develop a codebook (9 codes and 45 subcodes); this process was also informed by previous research
[13, 56]. The codes included bias, data design, project reflection, antropomorphizing, auditing, algorithmic justice,
identifying issues, prior experiences, and model design. Each code was specified through subcodes. For example, bias
was broken down into subcategories, including race bias and gender bias. In a second phase of analysis, two researchers
applied the coding scheme to all pre and post interviews (see codebook in Appendix A). During the coding process,
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Beautiful Woman Bad Student Teacher Librarian Scientist Police Officer

Fig. 4. Images generated by DALL-E mini for the following prompts: "beautiful woman," "bad student", "teacher", "librarian", "scientist",
and "police officer".

the researchers analyzed the data together, actively communicating with each other, discussing disagreements, and
striving to reach consensus. They also had ongoing discussions with a third researcher who was knowledgeable about
the data and the coding framework. We coded 1250 instances in which we observed the themes. Because this is an
exploratory study with only a few participants, we focused on reaching agreement during the coding process by coding
together and resolving any differences through extensive discussions rather than relying on inter-rater reliability, also
in keeping with recommendations in prior work [43].

4 FINDINGS

In this section, we begin by discussing how youth identified potential algorithmic biases, then move on to their
considerations of harm and justice during the interview auditing tasks. Then we discuss youth’s inferences about data
and model design issues, as well as their suggestions for how to address them during the interview auditing tasks.
Finally, we consider youth perspectives on the benefits of peer auditing activities.

4.1 How did youth’s identification of potential algorithmic biases and harm change?

4.1.1 Identifying algorithmic biases. Notably, all 13 participants were able to identify potential algorithmic biases
in the classifier task during the post-interview compared to 11 participants in the pre-interview. Participants identified
potential biases related to body shapes, breed (in the case of animals), color, size, shape, and context/location. In the
pre, for instance, Kayla argued that the pet classifier was biased against German Shepherds as it classified them as cats
while other breeds of dogs (Dalmatians, Golden Retrievers, and Corgis) were correctly classified. While fewer instances
in which youth discussed potential biases were identified in post (92 instances) than in pre (131 instances), in post,
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participants related biases to data and model design issues. We further discuss this in the next section. The only subcode
in which the number of both participants and instances increased in post was for context/location bias, going from 5
participants (11 instances) to 12 participants (36 instances). Jackie Star, for example, noticed that, when testing a “tools
for drawing” classifier in the post, any image that contained a hand holding the tool was classified as a pencil. She
explained that the model was biased because of the context in which pencils were probably portrayed in the training
data.

In the DALL-E task, overall, the number of participants that identified biases increased from 9 in pre to 12 post. Across
most subcodes (age, body appearance, color, gender, context/location, race, and relevancy), the number of students that
identified biases increased. Race and gender biases were the most commonly identified by participants. For racial biases,
9 participants noted these in pre and 12 in post. Fatimah, in post, argued that DALL-E was biased in favor of White
people because all words related to professions (librarians, teachers, lawyers) generated images of White people. As an
experiment, she tried to generate images for “thug” because “I was expecting, like, some Black dude, you know, but it
was a White guy that looked like Eminem with a hood on.” This example also shows how youth’s expectations were
also based on their personal biases; we discuss this below. Seven participants noticed gender biases in pre and 11 in
post. In post, for example, Stephanie noted that gender in the images depended on the prompts used to generate images,
with all police officers generated by DALL-E being male and all librarians being female.

Participants (2 in pre and 5 in post) identified biases in favor of irrelevant, dated results. Lou claimed that the
results were biased in favor of “early 2000s pictures" because of the “hairstyles and clothes" of humans generated by
DALL-E as well as the “outdated values" represented in the images. Andrés, using as an example the images generated
with the prompt “beautiful woman” (see Fig. 4), explained that the results did not represent beauty standards today
because “Lizzo, everyone calls her beautiful but none [of the generated pictures] looked like her." Fatimah and Emily also
commented on how the representation of gender and sex was outdated, noting that the pictures did not include gender
and sex non-conforming people and queer couples. Kayla also noticed biases in favor of older/outdated representations
of humans in the pictures generated for both “good students” and “bad students,” explaining that all images included
books and “chalkboards and everything” when she expected “more like actually [students] working probably like less
of the books, cause most of it is digital now.”

While completing the tasks during post, nine participants talked about trying to break the classifiers, or DALL-E, as
an approach to auditing. As Iván explained, this involved “challenging it [the classifier] to see what would break it.”

When identifying potential algorithmic biases, participants sometimes reflected on their own personal biases and
their perceptions of societal biases. This was particularly salient in the DALL-E task. In post 11 participants voiced
being aware of their personal experiences and biases when evaluating outputs, compared with 7 participants in pre. For
example, when looking at the outputs of DALL-E for teachers, Iván reflected, “from my personal experience, teaching
as a very female-dominated profession.” In a similar instance, when looking at the outputs for librarians, Kayla said, “It
makes sense that it will all be women? I’ve personally never heard of a male librarian... I really haven’t. I’ve never seen
a male librarian.” We observed 7 participants discuss how societal biases were reflected in the outputs during both pre
and post. Here for example, Fatimah discussed that the outputs reflected what popular media looks like, saying that
“representation in media is necessary.” In a similar instance, when looking at the outputs for gamers, Iván noted “a lot
of YouTube channels it has... I feel like it’s mainly run by White guy gamers.”

4.1.2 Considering justice and harm. The number of participants who talked about justice and potential harm
increased from 7 in pre to 12 in post. While completing the DALL-E tasks, youth showed diverse understandings of
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harm as context-dependent, being able to think about harm in terms of how they could be affected by algorithmic
systems and how these could affect other people.

A common concern was the representation of professions and how it may discourage people from pursuing certain
careers. Luke explained how a lack of representation can be harmful: “For the scientists, like kids saying they want to
be scientists, looking up scientists and not seeing anybody like them can kind of be like, whoa, if nobody that looks
like me is a scientist, then should I really become one?” Similarly, Luke argued that beauty standards portrayed by
AI-generated images could affect people’s mental health and self-esteem.

Some participants argued that these systems could exclude people but are not necessarily harmful. In pre, Iván
explained, “they’re biased, they’re not like making anyone look bad, but they’re more like excluding people.” Notably,
his perspective changed and in the post he expressed that exclusion could be potentially harmful “I feel like at this point
right now, it’s not harmful. But as it evolves, it will be [. . . ] if these issues aren’t addressed by adding more diversity.” At
the same time, only one participant, Richard, expressed in both pre and post that AI/ML systems could not be harmful.
In pre, Richard said, “I think if you’re getting harmed by an AI, I don’t know, that’s more of a personal problem.” In
post, he explained “I don’t think it can be harmful. I do think it’s discriminatory. You’re not gonna, like, get offended by
the AI.”

Walter and Jackie Star explained that harm depends on the context in which AI/ML systems are used. Jackie said:
“Yeah, it just excludes. Like in this context, with just generating pictures. I don’t know if it’s really impactful.” Similarly,
Walter argued that harm depends on whether “someone’s using this in an actual like, like a practical use”.

During the post interviews, participants brought up cases of algorithmic injustice they were already familiar with.
Walter talked about how racial biases in image generation could also be present in how people are recognized and
classified in policing systems that could be biased “towards protecting, like, White males or something like that.” Kayla
also gave a similar example of how a “Black man who had never done anything wrong in his life” could be identified as
a criminal in a biased facial recognition system. Lou noted that in medicine, if AI/ML systems do not recognize Black
patients, it could be dangerous as people could be misdiagnosed.

4.2 How did youth’s inferences about data and model design change?

4.2.1 Making inferences. As participants interacted with the auditing tasks, they explained what they observed by
coming up with ideas about data and model design issues that could impact the performance of the systems. In post,
each participant identified an average of 12.8 possible data and model design issues, compared to an average of 6.9
issues in pre.

In the classifier tasks, all youth identified potential model and data design-related issues in the post interview
(compared to 11 participants in pre). All participants but one identified more data design issues in the post than in the
pre. At the same time, the number of issues identified increased across all subcodes (i.e., model features, data composition,
data diversity, data context, data sources, and class balance) except data quantity. This shows that through the workshop,
in which they designed and audited applications, youth may have developed a more nuanced understanding of how data
quality impacts model performance, moving beyond the popular adage that data quantity drives model performance. In
the DALL-E task, the number of youth that identified data and model design issues increased from 8 in pre to 10 in post.

In pre, participants described their understanding that models base their performance on some of the features of the
data. When interacting with the pet classifier, Fatimah argued that it was important to “provide more features” to the
model so that it would know what to look for and not make decisions just based on color. Other participants voiced
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similar ideas, talking about how the models classified images based on “key factors and traits.” Similarly, in the post,
they talked about “main identifiers” and how some features “mattered more than others.”

While participants often made inferences about data diversity in general terms (11 in pre, 13 in post), in post, they
referred more often to data composition (5 participants in pre, 10 in post), context (1 participant in pre, 10 in post), and
sources (7 participants in pre, 8 in post). In terms of data composition, for example, Lou talked about how different
camera shots influenced performance, noting that all close-ups in the sea-life classifier were classified as sharks. Jackie
Star agreed, “Yeah, definitely a bias towards sharks if it was close up to a face, because that’s probably all that it really
is like taught on.” When looking at the data set, Richard also noted that all pictures of sharks were taken from the same
angle. For the same classifier, in terms of data context, Iván noticed that all pictures of dolphins were of dolphins out of
the water. Data context was also discussed in the DALL-E task, particularly with regards to weddings, with students
like Fatimah speculating that the data was probably all from the same context because “certainly with Indian weddings,
there’s different traditions and different ceremonies that happen for weddings, not just white dress.” The sources for the
data used to train models were also discussed, with participants speculating that the data for DALL-E represented what
they commonly see on certain YouTube videos (of gamers and weddings) or pictures from stock images or magazines.
Jackie Star reflected that data sets are curated by humans that decide on where to source data from; it “shows more
human bias than AI bias because if it’s like trained off of like pictures, and that’s kind of like the pictures that it’s seen
[...] I think it’s more of like a human problem that the bots are just learning from,” she explained.

4.2.2 Coming up with next steps. Eight participants in pre and 10 participants in post came up with concrete next
steps related to model and dataset design that could be taken to address the issues they identified. Next steps went
from adding more data to balancing classes in pre to more nuanced ideas about data composition and augmentation
in post. Walter, for example, reflected that to improve the performance of the sealife classifier, it was important to
make sure each class had images composed in diverse ways. He discussed that shark images should not just include
close-ups but also "zoomed out like the whole body and good lighting.” For whales, he argued that the model probably
needed more pictures of whales “out of the water while jumping.” Jackie Star, in post, also voiced some ideas about data
augmentation, such as rotating images or making images black and white.

4.3 What benefits did youth find in auditing applications and having their applications audited?

During the post interviews, youth reflected on their experiences auditing each other’s applications and having their
applications audited during the workshop. In particular, they valued how auditing provided them with new perspectives,
gave designers ideas on how to improve projects, and helped them think about their own projects in new ways.

Eleven participants talked about how auditing provided them with new perspectives related to model functionality
and how to improve model performance and their own projects. “This is not taxes; it’s more like a game,” Richard said,
describing the role of the auditor as that of someone whose goal is to identify “all the problems.” Overall, youth agreed
that auditors were able to bring in new perspectives because they were unfamiliar with the projects and how these
were created. Here, Iván noted that auditing involved “not just getting more diverse user input, but feedback from
people that don’t think like you.” Lou explained, “you also get different standpoints because people think in so many
different ways that, like, you wouldn’t have thought of something and now you can incorporate that.” Luke voiced a
similar idea, highlighting that auditors “may see things that [designers] have not seen.” Jerome further reflected on the
collaborative nature of auditing, saying that “it’s more than one perspective [...] different viewpoints come together.”

13



IDC ’24, June 17–20, 2024, Delft, Netherlands Morales-Navarro, Kafai, Konda, & Metaxa

Participants also reflected that the ideas that auditors provided on how to improve projects were helpful. Jackie Star
noted that “people were like, well, you could have added more variety to this class,” giving her concrete steps on how to
improve her projects. Similarly, Fatimah claimed that the feedback from auditors “helped me humble myself, helped me
realize, okay, there are changes I can make, or actually my project is doing much better than I thought it would.”

Seven youth also mentioned that auditing helped them look at their own projects from different perspectives, making
connections between what they saw other people do and what they were doing in their own projects. Jerome explained
that after auditing, “you can turn around and improve that yourself.” Iván explained that after auditing, “I use the logic
that I use in their project of challenging it to see what would break it on our project.” Lou claimed that after auditing,
she was able to avoid other people’s mistakes and prevent some of the issues she observed in other people’s projects in
her own project.

5 DISCUSSION

In this paper, we investigated the potential benefits of positioning youth as peer auditors of AI/ML activities. Here we
discuss adapting algorithm auditing methods for youth by grounding them in the rich history of CCI and the findings
of our clinical interview study.

5.1 Peer auditing in child-computer interaction

In the case of our study, we built on previous research that positioned youth as evaluators of their peers’ applications
[30]. We observed several similarities between our work and previous work. For instance, youth benefited from cognitive
distance [29], being able to “take perspective” [1] of their own applications and those of their peers. This enabled them
to provide recommendations for their peers and to apply what they saw as auditors to their own projects. Like in youth
as software consultants research, playing the role of peer auditors was similar to "playing doctor" as youth identified
and diagnosed issues. Yet, in our study, youth took a more adversarial approach, describing how, for some of them, the
goal was to try to “break” the applications or find “all the problems”. This approach differs from the stance of expert
auditors—which is about understanding systems with frequent emphasis on problematic behaviors, reflecting both
the unrealistic expectations that novices may have and how their understanding of auditing may be influenced by
pre-existing ideas about auditing in other fields. For instance, audits in taxation are often perceived as a threat, with
people trying to avoid “being caught” by auditors [2, 5, 42] (such perceptions are also portrayed in popular media, e.g.,
Everything Everywhere All at Once). Further research is needed to better understand how non-expert auditors see
their own role.

Auditing is a sociotechnical process. Our study confirms findings from previous work [13] that show that participants’
interpretations about algorithmic biases are guided by their personal experiences and their understandings of societal
biases. The fact that in post youth were more aware of how their personal experiences and biases influenced their
perspectives of algorithmic biases suggests that auditing activities may support youth in taking perspective about
both algorithmic systems and their relationship to these. This highlights the importance of thinking about auditing
as sociotechnical and furthering our research not only on auditing algorithmic systems but also understanding how
non-experts, including youth, audit them [36].

Future CCI research on youth as auditors should also build work on youth as testers and evaluators of expert-
designed applications. Positioning youth as auditors of technologies designed and marketed towards them is particularly
important, as they may be able to identify issues that designers and adults cannot find. At the same time, recent work
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conducted with adults on emergent audits, in which users evaluate systems in decentralized and distributed ways to
understand their behaviors could be replicated with youth.

5.2 Auditing for algorithmic justice

Our study showed that algorithm auditing tasks used in research with adults [13] cannot only be used with youth
to study their perspectives towards algorithmic justice [56], but also be adopted in pre/post interviews to assess the
potential benefits of auditing interventions. In particular, we noticed that the classifier task and the DALL-E task had
unique affordances in prompting youth to think aloud about different things. The classifier task, which resembled much
more closely the workshop activities (designing and auditing applications that used classifiers), prompted youth to
make well-informed inferences about data and model design issues. At the same time, the DALL-E task enabled youth to
make connections between what they did in the workshop and generative models. This task also prompted participants
to reflect on harm by making connections to societal biases and their personal experiences. It may be more difficult
to talk about issues of algorithmic justice when talking about classifying bunnies than how certain professions are
represented in the outputs of a generative model.

While our findings show that even in the pre interview some participants were able to identify potential biases, it
is notable that in post all participants identified potential biases. It was not surprising that some youth were able to
identify potential biases in pre, as previous research shows that both adults and teenagers participating in cooperative
inquiry sessions and think-aloud interviews can engage with these topics by building on their rich experiences as users
of AI/ML-powered applications [13, 49, 56]. The fact that all youth identified biases and made inferences suggests the
value of having youth design and audit applications.

Like in previous work with teenagers [49, 56], participants shared their perspectives about algorithmic justice and
potential harm. After designing and auditing their peers’ applications (in post), they voiced their opinions about harm
and justice more frequently. Our findings show that youth’s perspectives are diverse, with some recognizing how
systems could affect people in concrete ways, others arguing that harm is context-dependent or highlighting the
difference between exclusion and harm, and one claiming that the burden of harm lies on the user and not algorithmic
systems. These perspectives were informed by participants’ positionalities (in terms of race and gender) and their lived
experiences. Further research should explore how youth’s identities shape their beliefs about justice and harm.

5.3 Auditing and computational empowerment

Lastly, we want to address a larger point about algorithm auditing that connects to on-going discussions about
computational empowerment [16]. Computational empowerment focuses on the construction and deconstruction of
computing technologies—in our case AI/ML applications, that youth interact with. Deconstruction involves describing,
evaluating and reflecting on the values and intentions embedded in sociotechnical systems and considering their
possible implications [16]. Auditing activities may be particularly well suited to support the deconstruction process.
We note that all youth in the post interview were able to make inferences about data and model design. Whereas
this finding is similar to those of research on youth testing their own applications [47, 57] it is worth noting that the
inferences were made from the outside-in, on models that participants had not designed and did not know about prior
to the task. This suggests that auditing activities, beyond being helpful to identify potential harmful biases, may be
productive in supporting people to understand and make sense of blackboxed AI/ML systems. The inferences made by
participants show that they made connections between potential biases identified and concrete issues in the design
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of the models; that is, they thought about biases not as abstract but as the product of decisions made when building
models in the way datasets are designed and model features and parameters are decided.

6 LIMITATIONS

In this paper, we used pre/post clinical interviews to investigate changes in the way youth identified bias and harm and
made inferences about data and model design during auditing tasks. As such, we did not focus on the practices that
youth engaged with when auditing each other’s projects or the findings of the audits they conducted. Future research
on peer auditing must include analyzing auditing activities microgenetically, moment-by-moment, to identify key
practices and perspectives that youth may have. Such analysis could also provide useful insights into what motivates
youth when auditing and what their attitudes and dispositions are towards auditing. Similarly, we did not evaluate if
the issues and potential next steps proposed by youth were adequate; this should be done in future research.

One further limitation of the findings is that we did not have a control group inwhich youth only designed applications.
As such, it is not clear if our observations are the product of peer auditing activities, the design of applications, or both.
Future studies could use the same clinical interview protocol across three treatments: one in which youth only design
applications, one in which youth only audit applications, and a third one in which they design and audit applications.

Finally, our study, like most studies related to youth and algorithmic justice, was conducted with a very small
number of youth under very specific circumstances. Considering how youth identities and lived experiences may shape
their beliefs about algorithmic justice, future research could intentionally sample youths with diverse experiences and
backgrounds to explore how these may relate to their perspectives towards auditing. At the same time, peer auditing and
youth algorithmic justice research at large should scale up and move from afterschool workshops to formal classroom
settings.

7 CONCLUSION

In this paper, we introduced youth as peer auditors of AI/ML applications. Our research illustrated how youth were
able not only to identify various potential biases related to gender and race but also to connect these to more complex
issues of data design. Moreover, peer auditing provided youth with valuable insights for designing their own AI/ML
applications. Thus, algorithm auditing expands the repertoire of roles available to children and youth in the design of
computing applications in child-computer interaction research. While our study was focused on how youth conducted
algorithm audits, its opportunities and limitations, and the ways they built on personal experiences, this study also
points towards the possibility of including peer auditing in learning activities. Here we see a particular promise to
develop algorithm auditing activities that could promote computational empowerment.

8 SELECTION AND PARTICIPATION OF CHILDREN

We recruited youth already enrolled in a STEM afterschool program in a city located in the Northeastern United States.
Youth were invited by the organizer of the STEM program to participate via email and through paper handouts. Parents
received consent forms prior to the study, which included a brief explanation of the research, and youth assented to
their participation. Research protocols and data collection methods were approved by the IRB board of the University.
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A CODEBOOK
anthropomorphizing

• Definition: Attaching human characteristics to the model.
• Example: “It’s thinking this is a shark” Richard

auditing.breakIt

• Definition: Indicating that auditing involves finding moments when the project breaks.
• Example: “Challenging it [the project] to see what would break it ” Iván

auditing.newPerspectives

• Definition: Voicing that auditors provide new perspectives on how the project works.
• Example: “it is helpful to get feedback and other perspectives from other people. Who may see things that we have not seen.” Luke

auditing.nextSteps

• Definition: Coming up with next steps to improve model performance.
• Example: “Add more variety in the data. Like these are all the same kind of rabbit.” Kayla

auditing.noticePatterns

• Definition: Identifying patterns in the outputs to build explanations for model behaviors.
• Example: “which I feel like that’s kind of customary for DALL-E because I feel like that the images it’s been fed with are more probably just

white people instead of diverse like images.” Iván
auditing.applyingKnowledge

• Definition: Indicating that insights gained while auditing peers’ projects can be helpful to improve their own projects.
• Example: “I felt like just going in, and being able to see other people’s projects and see what they can improve on. It’s like, what can I improve on

it is like, your telling somebody else, what they can improve on and you can turn around and improve that yourself.” Jerome
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audtiting.placeResponsibility

• Definition: Referring to something or someone as responsible for the outputs.
• Example: “I think it shows more of like human bias than like, AI bias maybe that that’s like what like the like, because if it’s like trained off of

like pictures, like you were showing, and that’s kind of like the pictures that it’s been like that it’s seen being put up on the internet.” Jackie Star
bias.age

• Definition: Identifying potential age related biases in model outputs.
• Example: “it’s all like let’s say young woman like for like the other ones there’s like more young people but like they should I feel like they

should I add like more older people are like mid-age these are these people look really young” Walter
bias.appearance.body

• Definition: Identifying potential body appearance related biases in model outputs.
• Example: “it’s all like let’s say young woman like for like the other ones there’s like more young people but like they should I feel like they

should I add like more older people are like mid-age these are these people look really young” Walter
bias.appearance.body

• Definition: Identifying potential fashion related biases in model outputs.
• Example: “like the general like, in the lab, mixing stuff together, lab coats, goggles gloves. Again, is mainly just just white people.” Jerome

bias.breed

• Definition: Identifying potential breed related biases in model outputs.
• Example: “Yeah like the Corgi you can see is all... the Corgi is [identified as] a dog and the German Shepherd as the cat. Why would it think

that?” Kayla
bias.color

• Definition: Identifying potential breed related biases in model outputs.
• Example: “Yeah like the Corgi you can see is all... the Corgi is [identified as] a dog and the German Shepherd as the cat. Why would it think

that?” Kayla
bias.gender

• Definition: Identifying potential gender related biases in model outputs.
• Example: “The models were all white girls with straight hair..” Jackie Star

bias.location/context

• Definition: Identifying potential location/context related biases in model outputs.
• Example: “All the dolphins are jumping on the water none of this whales are so it’s creating a bias towards the dolphins because they’re all

technically in the same act that having the same like actions and as dolphins.” Fatimah
bias.position

• Definition: Identifying potential position related biases in model outputs.
• Example: “These cats are mainly perched up. Yeah, I feel like in the same position.” Emily

bias.race

• Definition: Identifying potential race related biases in model outputs.
• Example: “For the doctor that was always white male, or any other professions like lawyer teacher well teachers mean female or like librarians

female but it was majority white people and no black or any race.” Fatimah
bias.relevancy

• Definition: Identifying potential relevancy related biases in model outputs.
• Example: “This was probably how what a good student was like defined as back in the day.” Stephanie

bias.shape

• Definition: Identifying potential shape related biases in model outputs.
• Example: “Because I had just like a prominent shape like yeah, shape or triangles and cones. It’s easy to see compared to the other two, which

can be kind of a bit similar. It made the [blackberry] look like strawberries.” Kayla
bias.size

• Definition: Identifying potential size related biases in model outputs.
• Example: “this thing just thinks everything that has big ears as a cat.” Richard

bias.socioeconomic

• Definition: Identifying potential biases related to socioeconomic status in model outputs.
• Example: “They’re all like white again, like probably middle class... upper middle class white people... mainly white men or boys I guess. ” Kayla

dataDesign.classBalance
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• Definition: Inferring data composition related issues in the design of training datasets.
• Example: “I would add more pictures of like sharks. Like zoomed out like the whole body color, good lighting and the whale add more like out of

water where it is jumping maybe like the dolphins nothing because it seems to get like a dolphins pretty accurately.” Walter
dataDesign.context

• Definition: Inferring data context related issues in the design of training datasets.
• Example: “There may be like hands involved or like, like a background, like a lot of greenery so it knows what’s the difference... because this

one’s just covered, the background is just white. So there’s nothing, nothing in the background.” Walter
dataDesign.diversity

• Definition: Inferring data diversity related issues in the design of training datasets.
• Example: “More representation definitely just different environments different people different skin colors, races genders and even for this

maybe like same sex couples that could be something” Fatimah
dataDesign.edgeCase

• Definition: Identifying potential edge cases.
• Example: “I don’t think it’s really used to like pencils or markers that are like black and white because all the other examples are brightly colored

yeah.” Jackie Star
dataDesign.lighting

• Definition: Inferring lighting related issues in the design of training datasets.
• Example: “Like better lighting for this one, because they’re all like underwater.” Kayla

dataDesign.quantity

• Definition: Inferring data quantity related issues in the design of training datasets.
• Example: “We would add more hands to holding new markers, we will do some darker markers. There’s only like two darker markers.” Emily

dataDesign.source

• Definition: Inferring issues related to the sources of data used in training datasets.
• Example: “Maybe based off of like stock images, like that’s what it was trained on.” Kayla

ID.failure.explanation

• Definition: Identifying cases in which the model did not perform as expected and providing an explanation for such performance.
• Example: “Yeah, it’s so they go based off of the sort of since the cat is white. It goes to the bunny since all of the pictures of the bunny are white.”

Luke
ID.failure.noExplanation

• Definition: Identifying cases in which the model did not perform as expected without providing an explanation for such performance.
• Example: “That’s not a shark.” Luke

ID.success

• Definition: Identifying cases in which the model performs as expected.
• Example: “They all have like the big ears. I think that’s why they got these two right because they have big dog ears.” Kayla

justice.exclusion

• Definition: Arguing that system outputs exclude some people.
• Example: “Because people can look at this, these pictures of doctors and rich people and see that they look nothing like them? And then feel

discouraged? As if Oh, that’s not an opportunity that I can convey?” Luke
justice.harmful

• Definition: Arguing that system outputs produce harm.
• Example: “Mainly the librarian one is harmful because it shows a bunch of women... it’s not like men can be librarians, "don’t do that... it’s not a

masculine job, you shouldn’t have that job if you’re a man." I guess it’s kind of saying.” Kayla
justice.notHarmful

• Definition: Arguing that system outputs do not produce harm.
• Example: “I think if you’re getting harmed by an AI, I don’t know. That’s more of a personal problem.” Richard

justice.potentiallyHarmful

• Definition: Arguing that system outputs could be potentially harmful.
• Example: “I feel like at this point right now, it’s not harmful but like, as it evolves, it will be is like beautiful. I feel like no one’s actually going to

compare themselves to these awful images, and be like, Wow, if I don’t if I don’t look like this person, my God and of the world, but I feel like as
it evolves, it will be more harmful if these issues aren’t addressed by adding more diversity.“ Iván

modelDesign.features
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• Definition: Inferring parameters or features used by the model.
• Example: “I don’t think it’s taking in color, it doesn’t care if the strawberry is white or whatever the color of strawberries it’s more looking at the

texture.” Richard
priorExperiences.personalBias

• Definition: Considering personal biases in evaluating system behaviors.
• Example: “It makes sense that it will all be woman. I’ve personally never heard of a male librarian... I really haven’t.” Kayla

priorExperiences.societalBias

• Definition: Considering societal biases in evaluating system behaviors.
• Example: “What about like cook because I feel like that could go in either direction. Yeah, because it could be stereotyped with women being in

the kitchen. . . ” Iván
programmed

• Definition: Indicating that the machine has been programmed to work in a certain way.
• Example: “mean, I’ve seen... I saw like this one thing, I don’t remember where it was, it was like, it asked the chat GPT to do a prompt for a smart

scientist. And it just put out that the scientists had to be white. And I found that was kind of interesting, because it was that was the biases that it
was programmed with, when that’s not true.” Iván
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