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Abstract

Finetuning a pretrained vision model (PVM) is a common technique for learning downstream vision tasks. However,
the conventional finetuning process with randomly sampled data points results in diminished training efficiency. To address
this drawback, we propose a novel approach, Vision-language Collaborative Active Finetuning (VeCAF). With the emerging
availability of labels and natural language annotations of images through web-scale crawling or controlled generation, VeCAF
makes use of these information to perform parametric data selection for PVM finetuning. VeCAF incorporates the finetuning
objective to select significant data points that effectively guide the PVM towards faster convergence to meet the performance
goal. This process is assisted by the inherent semantic richness of the text embedding space which we use to augment image
features. Furthermore, the flexibility of text-domain augmentation allows VeCAF to handle out-of-distribution scenarios without
external data. Extensive experiments show the leading performance and high computational efficiency of VeCAF that is superior
to baselines in both in-distribution and out-of-distribution image classification tasks. On ImageNet, VeCAF uses up to 3.3 X less
training batches to reach the target performance compared to full finetuning, and achieves an accuracy improvement of 2.7%
over the state-of-the-art active finetuning method with the same number of batches.

1. Introduction

Deep learning has made significant progress in the field
of computer vision that is typically attributed to the use
of large-scale models and datasets [8, 26]. Hence, train-
ing such models from scratch is a time-consuming process
and demands extensive amount of data. To address this,
the pretraining-finetuning [9} |10l 34,4 1] paradigm has been
recognized as a favorable approach for both vision and lan-
guage tasks. For vision tasks, a model can be first trained
on abundant supervised or unsupervised data and be saved
as a pretrained vision model (PVM) [2} |6} 29]. Then, the
PVM is finetuned on a labeled dataset for a specific down-
stream task. By capitalizing on ample pretraining data and
conserving valuable training resources during the finetun-
ing stage, this paradigm has archived remarkable adoption
in practical applications.

In the real-world deployments, practitioners aim to adapt
deep learning models to a certain scenario or tune a model
towards a specific performance target with minimal efforts
for data selection and with quick training. Training with all
available downstream task data can be not only costly but
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also can lead to a biased or degraded performance in case
of improperly collected data. This motivates the proposal
of a data selection framework that can actively select the
optimal data subset for finetuning. Previous work on active
learning [4,44] has shown the feasibility of PVM finetuning
with only a small subset (e.g., less than 5%) of training data
while achieving high performance metrics in downstream
tasks. However, this line of work is often limited by the set-
ting of low label availability which hinders its effectiveness
to meet the user-specified objectives.

With the growing feasibility to gather large amounts of
images with labels and natural language captions in the tar-
get domain through web-scale data crawling [36] or con-
trolled generation [25], we find it is practical to explore
a novel setting of active finetuning using annotated data.
Then, we aim to select an optimal subset of training data for
finetuning while having faster convergence and/or higher
performance metrics as shown in Figure [T} The selection
can further be performed in a loop to accommodate the
changing model performance during the finetuning process.
To this end, we propose to perform an Objective-aware
Data Selection (ODS) using a parameterized data selection
model. This ODS model reweighs training data distribution
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Figure 1. (a) Motivation of VeCAF. We select the optimal sub-
set from a large labeled training set for efficient finetuning (FT)
towards a user-specified objective. (b) Training curve compari-
son on ImageNet-1K validation set. All baselines select 1% of
data in each FT loop with the exception of a conventional setup
with full-data FT. VeCAF achieves the target accuracy faster with
significantly fewer training batches and achieves higher accuracy
with the same training cost.

according to the downstream objective and selects a subset
that is both diverse and representative to the task.

The pursuit of objective-awareness brings new chal-
lenges to the data selection. Intuitively, images with mis-
leading object appearances and complicated backgrounds,
as illustrated in Figure |2} often provide more informative
supervision. However, the image features extracted by the
PVM may not fully capture all the semantic information
present in the image. Therefore, PVM image features may
miss useful information for the data selection and finetun-
ing process as in previous ActiveFT [44] work. To ad-
dress this limitation, we propose to leverage semantically
rich language embedding spaces of the text encoders (e.g.,
CLIP [34], mT5 [45], BERT [9] etc.) in our novel Vision-
language Collaborative Active Fine-tuning (VeCAF) ap-
proach. Specifically, we extract the text embeddings of the
captions associated with each image. These captions may
be sourced directly from original datasets such as COCO-
Caption or alternatively generated by a multimodal Large
Language Model (LLM) e.g., BLIP-2 [22]]. Then, we pro-
pose a Cross-attentive Embedding Augmentation (CEA) to
augment the image features extracted by the PVM such that
the augmented features can focus more on the rich seman-
tic information of the training samples. Therefore, the CEA
facilitates both the active data selection and the finetuning.

Empirically, we demonstrate improved efficiency and
performance across different scenarios. VeCAF is evaluated
on three image classification datasets including CIFAR-

10 [19], Caltech101 [13], and ImageNet-1K [8]] with the
pretraining-finetuning paradigm where base models are pre-
trained on ImageNet-1K. Results on ImageNet demonstrate
that VeCAF can significantly accelerate the PVM conver-
gence speed to the target performance and saves up to 3.3 x
computational cost when compared to finetuning with all
training set. Importantly, VeCAF also addresses out-of-
distribution (OOD) scenarios, where we augment image
features by target-domain text embeddings derived from the
generated image captions. By leveraging the alignment be-
tween text and images embeddings, VeCAF increases the
likelihood of selecting images that possess the characteris-
tic features of the target domain from the training dataset as
shown in Figure|3| In addition, we verify the OOD general-
ization ability on the corrupted ImageNet-C dataset where
VeCAF improves accuracy by over 6% when compared to
state-of-the-art active learning methods. Our main contri-
butions are summarized as follows:

* We propose a novel framework, VeCAF, to improve
computational efficiency of PVM finetuning using
both the training objective and the language-embedded
knowledge.

e We propose the Objective-aware Data Selection
(ODS), where a parameterized data selection model
is optimized for the user-specified objectives and se-
lects a subset that contributes to faster convergence and
higher performance metrics.

* We further employ pretrained language encoders with
the proposed Cross-attentive Embedding Augmenta-
tion (CEA) to enrich semantic information in image
features and to provide explicit semantic guidance for
data selection and finetuning.

2. Related work

2.1. Active learning

The learning algorithm in active learning is allowed to
choose the data from which it learns [38]. There are two
main selection criteria: uncertainty [3l 28| 47} |49] and di-
versity [1} 15, 37, 43]. Uncertainty of the model can aid se-
lection of the most difficult unlabeled data. Early works es-
timate the uncertainty with various heuristics such as poste-
rior probability [21} 27, 42} |48]], entropy [17} 30] and clas-
sification margin [39]. Previous works [32} [37] also for-
mulate active learning as an optimization problem. They
typically operate in a discrete space that trivially matches
the sample distribution of a dataset [11} [15]]. However, dis-
crete optimization is harder to solve than the one in contin-
uous space. Also, most previous methods are designed for a
from-scratch training without the pretraining stage. Bengar
et al. [4] reveals drawbacks of such setting without unsuper-
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Figure 2. The overall framework of VeCAF. In each data selection loop, VeCAF performs an Objective-aware Data Selection (ODS) to
select more informative images for finetuning. Cross-attentive Embedding Augmentation (CEA) is performed on the selected images to
further enrich the semantic information captured by the image embeddings by incorporating language knowledge of the caption.

vised pretraining. Xie et al. [44]] addresses both shortcom-
ings with the proposed continuous-space ActiveFT method
that applies selected samples to the finetuning of the pre-
trained model in a single pass. VeCAF extends ActiveFT to
the practical setting of data selection from a large labeled
dataset. VeCAF framework enhances the training efficiency
with a training objective-aware data selection and achieves
optimal finetuning results with minimal training batches.

2.2. Exploiting language in vision model training

Recent developments in language models, especially
vision-language models demonstrate their effec-
tiveness in aligning the embedding space of vision and lan-
guage to achieve cross-modal generalization. For example,
BLIP-2 [22]] addresses the modality gap using a lightweight
Querying Transformer, while Shikra [7] handles spatial co-
ordinate inputs and outputs in natural language and excels
in referential dialogue and general vision-language tasks.
Many prior work exploit the connection between the im-
age and text modalities, where they explore the use of lan-
guage in training better vision models. For example, Ma
et al. leverage pretrained language models to design a
distribution alignment objective. This objective guides the
vision model to learn linguistic representations specific to
the task under a semi-supervised setting. Similarly, Fahes
et al. [12]] utilize CLIP to optimize affine transformations
of source domain features. This optimization aligns these
features with the target text embeddings while preserving
their content and semantics. In our work, we use the lan-
guage embeddings of image captions to perform text-space
augmentations, achieving better sample selection quality in

active learning setting.

3. Method

This section introduces the details of the proposed Ve-
CAF framework. As illustrated in Figure 2} we start by se-
lecting a subset of training data with the PVM image fea-
ture space using the proposed ODS method, as introduced
in Section[3.1] Then, the selected samples pass through pre-
trained language model to get semantically-rich text embed-
dings, which augment the image features with our proposed
CEA technique, as formulated in Section 3.2} The aug-
mented image features are used for PVM finetuning as can-
didates in future rounds of data selection. Finally, we show
that VeCAF can overcome challenges of out-of-distribution
data in Section[3.3

3.1. Training objective-aware data selection

Consider a PVM f(-;w) with w weights and a user-
defined finetuning objective L. Given a labeled training set
D : {X,Y}, where X is the set of image = and ) is the
set of corresponding label y. The goal of our active data
selection is to find a subset S : {Xs,Vs} C D, such that
PVM finetuning with this subset for a fixed number of it-
erations leads to the largest reduction of the training objec-
tive. Formally, we formulate the optimization problem of
our objective-aware data selection (ODS) process as

Sopt = arg min Esyep [L(f(z;w — Bds),y)], (D)

where 0s = V,Eq, y.cs [L(f(xs;w),ys)] is the gradient
accumulated by finetuning with S and 3 is the learning rate.



In a practical setting, we cannot compute the gradient
VL (f(z;w),y) for each training example (z,y) before
the data selection, as the gradient computation cost almost
equals to the cost of full finetuning, which contradicts the
purpose of active data selection. In this sense, we make an
assumption that a data point with a larger loss contributes
more to the convergence speed of the model.

Intuitively, this assumption leads a naive data selection
policy of selecting the data points with Top-K training
losses. However, previous active learning work [44] has
discovered that the diversity of the selected data is also im-
portant in order to cover corner cases in the dataset and to
avoid overfitting. Therefore, we design the ODS algorithm
with the following principles: 1) data point with a larger
loss L (f(xz;w),y) shall be selected with a higher probabil-
ity; and 2) maintaining the diversity of data points selected
in S. Analytically, we formulate our ODS objective as

Sopt = argmin D (pe(D)|lps(S)) — AR(ps(S)), (2)

where Dgp(¢||-) is the KL divergence, R(-) is a diversity
metric, and A is a tradeoff factor. p. (D) is the distribution
of the full training set that guides data selection. To follow
our first principle, we assign the probability of each data
point (x,y) in p (D) according to the finetuning objective
L scaled by a Z normalization factor as

pe(r,y) = L(f(z;w),y) /Z. 3)

The distribution of the selected data pg(S) is determined
by the data selection model. As a sanity check, the naive
“Top-K training losses” serves as the optimal solution for
Equation [2] without considering diversity when A = 0.

To enable continuous optimization, we optimize Equa-
tion [2| using a parameterized data selection model 6g. For
the simplicity, we follow previous work [44]] to model the
data selection distribution pg(S) in the lower-dimension
image embedding space, where embedding e is produced
by the PVM from the input x at a hidden layer. 65 consists
of K centroids in the image embedding space, each select-
ing the nearest data point. We define the probability of a
data point z; with the corresponding embedding e; being
selected as

ps(w) = exp((en 09))/ 3, explles ). @)

where (-, -) denotes the cosine distance, and 65 is the clos-
est centroid in fg to e;. We derive the parameterized distri-
bution distance D(0s) := Dk (pr|lps) for optimization
objective Equation 2| using Equation [3|and 4] as

_ . pe(Tisyi)
D(0s) = Z(%yi)ep pe(xi, yi) log “ps(e)

= IEPL [IngL (l‘,‘, yl)] - ]EI)L [IngS (xl)} (5)
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where C' and « are the constants omitted in the formulation.
For the diversity metric R(-), we follow the diversity reg-
ularization term proposed in [44] as

RO ==X, (06X, ewton o], ©

By substituting Equation [5|and Equation [6]into Equation
[2) and by removing constant terms, our final objective in
terms of g parameters can be written as

05 = argnelén — Z L(f(xsw),ys) (ei, 05)

(x4,y:)€D
‘ @)
+A> |log D exp((65,6%))
0% 0% .5

The optimization on g is conducted via gradient de-
scent. To further resolve the dependency of the opti-
mized data selection model to its initialization as observed
in [44]], we consider an independently-initialized data selec-
tion model ensemble, denoted as {0.}Z_,, in the optimiza-
tion. We empirically set £ = 5 to balance the performance-
cost tradeoff. After optimizing each data selection model
6. independently using Equation[7} we can then remove the
bias in the initialization by utilizing the mean p and covari-
ance X calculated on 6. Specifically, given an optimized
data selection model 67, we achieve the final unbiased data
selection model as 0% = 07 — X107 — p).

The optimization in Equation[7]is performed before each
finetuning “loop” with the current model weights w. The
training data with the closest embedding to each 65 cen-
troid is selected to form a “finetuning set” with K elements.
Then, this set is used to finetune the PVM until the next
loop starts. We update ODS weights w after a predeter-
mined number of training batches.

3.2. Cross-attentive embedding augmentation

We empirically find that samples selected by the ODS
process tend to consist of multiple objects in both fore-
ground and background, which is a result of coarse im-
age embeddings produced by the PVM. To further improve
quality of image embeddings for both data selection and
finetuning, we propose Cross-attentive Embedding Aug-
mentation (CEA). Given a training image, CEA leverages
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Figure 3. The selected samples of ActiveFT and VeCAF. With
the caption augmented: “It is a {snowy/rainy} day!”, VeCAF
can select images that correspond to the target domain.

a text encoder to transform the image caption to the cor-
responding text embedding. Then, the text embedding is
used to augment the image embedding with attention-based
method.

Given selected sample {zg, }X, in the previous ODS
run, the corresponding image caption can be denoted as
{cs, }K ,. Then we feed the caption into a frozen text en-
coder, e.g. BERT [9], to convert the captions into the text
embeddings {t;},. We use text embeddings with the
same dimensions as image embeddings for easier fusion.

Inspired by [16], CEA is conducted as mapping the im-
age embedding e; towards the corresponding text embed-
ding ¢;. To decide the magnitude of the augmentation, we
compute a sample-wise attention score {c; } X | with the co-
sine distance between e; and ¢; as

ei-t;
e -t exp (ﬁ)
a; = Softmax( J_J )= lledll2 Ttall2

eills Itills! <K ejt ’
” JHQ H J||2 Zj:l exp (m)
(8

The attention score ay; helps to derive the augmented em-
bedding e;"Y using the image embedding e; and the corre-

sponding text embedding ¢; as
ei" =e; —noie; — t;), 9

where 7 is the fixed step size. The proposed CEA method
enriches the semantic information and improves perfor-
mance after finetuning as shown in experiments. We further
present the pseudo code of VeCAF in Algorithm 1, which
specifies the complete procedure of the proposed Vision-
language Collaborative Active Finetuning (VeCAF).

3.3. Improving out-of-distribution scenarios

In addition to achieving more efficient finetuning on in-
distribution (ID) tasks, one of the additional benefits of in-
troducing the text modality is the ability to artificially mod-
ify the corresponding image captions as a semantic aug-
mentation. By leveraging the strong language capability

Algorithm 1: Vision-language Collaborative Ac-
tive Finetuning (VeCAF)

input: Objective-aware data selection ODS(; ),
labeled data pool (X, )), image caption pool
Cap, PVM f(-; w), pretrained language
encoder LM (-), data selection loop number
L, batch number B for each loop
output: Finetuned vision model f(-; wpr)
1 for loop € [L] do
2 Obtained the selected sample pool
Sopt = ODS((X,V); f(5;w)) 5
3 Get the corresponding image caption C'ap; for
Si € Sopt 5
4 Transfer the image caption to text embedding as
t; = LM (Cap;) ;
/* Cross—attentive embedding
augmentation (CEA) *x/
5 CEA attention score computation

- ety .
a; = Softmax () §

6 Image embedding e; augmentation
aug .
e =e —n-ai(e;—ti);
/% PVM finetuning with Syp */
7 for batch € [B] do
8 Sample next batch from Syt ;
9 Calculate the loss with the classifier ;
10 Optimize f(-; wpr) via gradient descent ;
11 end
12 fGsw) < f(5wrr)
13 end

14 Return the finetuned vision model f(-; wpr)

provided by the text encoder, we can implicitly alter our
requirements for the selected data. This capability enables
us to facilitate domain transfer to out-of-distribution (OOD)
scenarios with only ID data.

For example, leveraging the CEA technique, we can add
descriptive phrases like “It’s a {target_domain} day!” to
the image captions. This modification shifts the PVM im-
age embedding towards the “snow” distribution while high-
lighting the ID sample images that have snowflakes or sim-
ilar patterns during the data selection process, as demon-
strated in Figure[3] By incorporating such textual cues, we
can guide the selection process toward images that possess
specific characteristics or attributes, so the finetuned model
can better generalize in out-of-distribution scenarios.

4. Experiments

In this section, we explain our experiment protocols and
conduct experiments on multiple image classification tasks.
We demonstrate the superiority of the proposed VeCAF in



Table 1. Classification accuracy with the fixed training cost. All methods for each dataset are trained using the fixed number of batches.
The percentage value on top reports the ratio of data selected during each loop. Some results marked as N/A (*-”) as explained in Appendix

B. Top-1 accuracy with a standard error of 3 repetitions is reported, %.

Method Loo CIFAR-10 Caltech101 ImageNet-1K

P 1% 2% 5% 2% 5% 10% 1% 2% 4%
LearnL [46J single-run 85.93+00s 91.22+008 93.89+007 | 46.47 1016 43.74+015 65.59+005 | 49.37+000 57.86+007 63.46+0.11
CATnOSS multi-run | 875301 92.53:01 9443502 |47.36501 44275010 66.27 <01 |49.894016 58225017 641820
. single-run 85.46+010 92.65+006 94.85+010 [ 59.26+005 58.11+008 66.94 1008 - - 63.86-+0.13
TA-VAALILE] multi-run | 87.74+017 93.77+019 96.0110.12|60.57 018 59.25+015 67.32+02 - - 64.32+0.16
N < single—run 86.69+007 92.87+006 95.14+008 | 59.73+005s 58.74+000 67.36+008 - - 64.03+0.07
ALFA-MIXISS]| | run | 88,1420 9326501 95.7520m | 60.74x016 60.47200 68.255015| - - 64.69s0m

single-run [ 90.91x012 93.80+000 95.39 1008

ActiveFT [34] | 6 run (9279401 94,17 4015 95924016

62.86+00s 60.55+000 69.34+006 | 53.96+007 60.33+000 64.72+0.10
64.43 1012 61.97 007 71.42+014 | 55.67 013 61.86+021 65.18+017

Full Data FT ‘ single-run ‘ 93.64 +002 ‘

62.0800: | 575300

VCCAF(OHI'S) ‘ multi-run ‘93.57i0.02 95.27 1000 96.24 1002 ‘ 66.33:100: 65.15+005 72.21 003 ‘ 58.31+00¢ 63.76+00: 66.57 002

both in-distribution and out-of-distribution scenarios and
improve the finetuning efficiency by up to 3.3x and 2.7%
on ImageNet-1K. We first introduce the experiment setup
in Sec. .1l Main results in Sec.[£.2] show the effectiveness
and efficiency of the proposed VeCAF compared with other
sample selection methods. In Sec. [d.3] we present further
analysis from different perspectives.

4.1. Experiment setup

Datasets For model training, we conduct experiments us-
ing three image classification datasets: CIFAR-10 [19],
class-unbalanced Caltech101 [13], and ImageNet-1K [8].
Details of the dataset can be found in Appendix A. For out-
of-distribution evaluation, we evaluate on ImageNet-C [14]
which consists of synthetically generated corruptions ap-
plied to the ImageNet validation set.

Implementation details In our main experiments, we
use the DeiT-B model [40|] pretrained with DINO [6] on
ImageNet-1K [8] as the PVM for finetuning. Additionally,
we present experiments for different PVM architectures and
model sizes in Section to demonstrate VeCAF general-
izability. For all experiments, we resize input images to
224 %224 to ensure consistency during both the data selec-
tion and the finetuning. In the ODS process, we optimize
the data selection model parameters ¢ using the Adam op-
timizer with a learning rate of 0.001 until convergence. We
follow [40]] to finetune the PVM with the selected data.

We adopt the standard protocols outlined in [40] to fine-
tune the DeiT-Base model. For the CIFAR-10 [19]] and the
Caltech101 [13]], we perform supervised finetuning of the
pretrained models using the SGD optimizer. We set the
learning rate (Ir) to Se-4, weight decay to le-4, and momen-

tum to 0.9. The total batch number used for training CIFAR-
10 and Caltech101 is 750 and 1500, respectively. For the
ImageNet-1K [8]], the SGD optimizer with the same hyper-
parameters as CIFAR-10 and Caltech101 is employed. The
total number of used batches for training is 125000. These
experiments are conducted on two Tesla-A100 GPUs. Each
GPU processes a batch size of 256, and we apply cosine
learning rate decay on selected subsets of the training data.

Evaluation protocol We primarily focus on an efficient
training setting, where all the algorithms are only allowed
to train with the same batch size and the same number of
batches. Convergence results with unlimited batches are
in Appendix C.3. As a default setting, we perform multi-
run data selection before each loop with the fixed training
batches for all baselines including VeCAF. Three loops are
used in the main experiments, where each loop is defined as
1/3-rd of the total number of training batches.

Baselines We compare VeCAF with three active learning
baselines LearnLoss [46l], TA-VAAL [18]], ALFA-Mix [33]],
ActiveFT [44]] and conventional full data finetuning.

* LearnLoss [460] predicts target losses for unlabeled in-
puts to identify potential incorrect predictions.

¢ TA-VAAL [18] considers the data distribution of la-
beled and unlabeled pools and enhances the learning
process by incorporating a ranking loss prediction.

* ALFA-Mix [33]] employs interpolations between la-
beled and unlabeled instances to uncover unrecognized
features, which derives an efficient implementation us-



Table 2. OOD generalization ability. Models are trained with 1%
data subset per loop using the uncorrupted ImageNet. Evaluation
results are for the distorted ImageNet-C validation set.

Source  Target (eval.)  Method  Top-1 Acc.
Prompt: It’s a snowy day.
Source-only  38.89+020
ImageNet-C ~ CLIPStyler  40.71+o04
Snowy ActiveFT ~ 36.36+011
VeCAF 42.33 1003
ImageNet

Prompt: It’s a foggy day.
Source-only  45.55+02

ImageNet-C =~ CLIPStyler 46.25+036
Foggy ActiveFT  42.45+00
VeCAF 47.71 1003

ing a closed-form solution to identify the optimal inter-
polation that induces changes in predictions.

ActiveFT [44] focuses on selecting the data subset
that exhibits similar distribution to the unlabeled pool,
while maintaining the diversity within the selected
subset by optimizing a parametric model in the con-
tinuous space.

Full Data FT takes all the data from the training set to
finetune the pretrained vision models.

4.2. Main results

In-distribution results Overall performance: We present
the image classification results in Table 8] The results
demonstrate the superior effectiveness of the proposed Ve-
CAF method when compared to other active learning ap-
proaches. For a fair comparison, we have also extend the
four active learning baselines to a multi-run framework.
This means that we apply these methods to select the data
finetuning subset at the beginning of each loop using differ-
ent random seeds. We can observe from the results that tra-
ditional active learning methods often encounter challenges
within the pretraining-finetuning paradigm, which aligns
with our findings. In contrast, VeCAF consistently outper-
forms other methods across all three datasets, irrespective of
the employed sampling ratios. Remarkably, even with low
sampling ratios, our method excels in selecting highly rep-
resentative samples. When compared to full data finetuning
with limited training batches, VeCAF achieves higher accu-
racy even with only 1% of the data being used for finetuning
in each epoch. This practical advantage is significant as it
allows for supervised finetuning with a smaller number of
samples compared to the overall pool size with less steps,
thereby reducing training costs. Additionally, it is notewor-
thy that VeCAF exhibits a more pronounced performance
enhancement on more complex datasets, with an increase
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Figure 4. Comparison of training efficiency. VeCAF requires
significantly fewer training batches to reach the target accuracy
(B2A) compared with other baselines and full-data finetuning.
Note that the y-axis has an exponential scale.

Table 3. 1-vs.-all accuracy for certain categories on CIFAR-10.
DINO-S [18]] is used as PVM with 2% of data in each loop.

Methods

ActiveFT([44] | 89.50+001 82.70+003 83.00+0.02 87.50+0.04
Top-K Loss | 82.18+005 81.88+0.01 75.724004 84.64+0.03
VeCAF(ours) | 91.24+002 88.80+004 86.41+002 89.12-+003

| Airplane Bird Cat Deer

of over 2.7% accuracy on ImageNet-1K compared to 1%
on CIFAR-10.

Efficiency enhancement: To provide a deeper under-
standing of the effectiveness of our proposed method, we
have included figures to illustrate the required batch num-
bers to achieve the target accuracy (B2A) for different ap-
proaches on the three datasets. Specifically, we report
training batches needed for each method with B2A @45,50
(i.e., 50% Top-1 accuracy) for ImageNet, B2A @65 for Cal-
tech101, and B2A@90 for CIFAR-10, respectively. Figure
[] displays such batch numbers, highlighting the efficiency
of VeCAF in comparison to other methods. On ImageNet,
VeCAF achieves 3.3 x acceleration over full data finetuning
(3075 v.s. 10250 batches) and outperforms other baselines
more significantly as the target accuracy goes higher. Addi-
tionally, we plot the training loss as a function of the batch
number for different approaches during the finetuning pro-
cess in Figure [5] This visualization further highlights the
convergence speed and performance of VeCAF compared
to alternative methods. These figures provide a comprehen-
sive view of the performance and efficiency of VeCAF, em-
phasizing its effectiveness in terms of training speed and
achieving the desired accuracy levels.

Finegrained training objective awareness: The proposed
ODS method offers additional flexibility to accommodate
finegrained training objective. For verification, we evalu-
ate VeCAF under 1-vs.-all finetuning objective on multi-
ple CIFAR-10 classes. Specifically, given a target class,
we set the loss as a binary classification, with target class
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Figure 5. Training loss curve of VeCAF and other baselines including ActiveFT, ALFA-Mix, and Full data FT on Caltech-101 (left) and

ImageNet-1K (right) with 5% and 1% data, respectively.

being positive and all others being negative. The modi-
fied loss is used in ODS optimization as in Equation
A naive objective-aware baseline of selecting samples with
the largest loss is also included in the comparison. Table 3]
shows that VeCAF accommodates the finegrained objective
to better improve the performance of target categories.
Out-of-distribution results We also conduct experi-
ments using ImageNet-C test set to assess its superiority
under out-of-distribution (OOD) scenarios, as presented in
Table 2] Specifically, we consider the domain adaptation
scenarios of clear—snowy and clear—foggy.

To provide a comprehensive evaluation, we compare Ve-
CAF with the state-of-the-art baseline, CLIPstyler [20].
Both VeCAF and CLIPstyler leverage the pretrained CLIP
model and offer generalization capabilities for source im-
ages. However, it is essential to note that VeCAF uses ac-
tive learning concept to select source-domain data points
for finetuning, while CLIPstyler specializes in style trans-
fer. Furthermore, we compare the results obtained in the
source-only setting, where models are finetuned exclusively
on the source data, with full training set and ActiveFT [44]
baselines. 1% of the training data is used in each finetuning
loop for ActiveFT and VeCAF.

In these experiments, we finetune the classifier using un-
corrupted (source) ImageNet data points selected by Ac-
tiveFT and VeCAF, while CLIPstyler finetunes on stylized
images. We can see from Table 2] that VeCAF consis-
tently outperforms the three baselines by up to 4.2%. CLIP-
styler achieves better performance than other baselines, but
multiple artifacts in the stylized images limit its perfor-
mance. ActiveFT underperforms in the OOD setting with
only 36.36% and 42.45% accuracy, respectively. This is
a result of overfitting as ActiveFT selects data only based
on the source domain distribution. On the other hand, Ve-
CAF is superior in generalization ability, by leveraging a
domain-specific text embedding augmentation on selection
and finetuning enabled by the proposed CEA.

Table 4. Top-1 accuracy of VeCAF with different types and sizes
of PVM backbones, and choices of pretrained language encoders.
ImageNet-1K results are reported with 1% data.

LM
PVM CLIP BERT-L mT5-L GPT2-L
DeiT-S 53.51+002 53.64+003 53.82+003 53.96+003
DeiT-B 58.31+004 58.63+004 58.714+003 58.87+0.01
SwinT-S 53.66+003 53.714+003 53.89+002 54.01+002
SwinT-B | 56.76+001 56.87+003 56.98+003 57.13+002
XciT-M 58.484+004 58.70+003 58.77+003 58.95+003
XciT-L 61.13+001 61.37+001 61.56+003 61.78+003

4.3. Results analysis

Generality of VeCAF The proposed VeCAF framework
can be used to finetune various pretrained vision models
(PVMs) with the help of different language encoders (LM).
We apply it to DeiT-B [40] pretrained using the DINO
framework [18] and several other PVMs such as DeiT-
S, Swin-Transformer-S/B [29]], and XciT-M/L [2]. Fur-
thermore, we use other LMs including BERT-L [9], mTS5-
L [45], and GPT2-L [35] for augmentation by text embed-
dings. Table @ reports results on ImageNet-1K using differ-
ent pairs of PVMs and LMs. VeCAF demonstrates its ver-
satility and capability to adapt to different PVM model ar-
chitectures, and the flexibility to be used with different text
encoder models per user preferences. These results prove
VeCAF to be a general active data selection method, that
can incorporate the text embedding information from vari-
ous configurations of LMs to improve the efficiency.

Embedding visualization In Table[f] we present the im-
age embedding visualization of sample in the CIFAR-10
training set using UMAP dimension reduction. With each



Table 5. Ablation study for the proposed techniques in VeCAF.
Data selection ratio is set to 1% for CIFAR-10, 5% for Caltech101,
and 1% for ImageNet-1K in each loop.

ODS CEA | CIFAR-10 Caltech-101 ImageNet-1K

- - 92.79+012  60.55+0.10 55.67+0.13
v - 93.27+003  64.11+004 57.73+0.04
-V | 93.15z005 63.04x006  56.13005
v v 93.57+002  65.15+003 58.31+004

Table 6. FLOPs and time for VeCAF, ActiveFT, and Full-FT

Training Total FLOPs (G, all batches)
batches CEA ODS/DS FT ALL

3000 9.53x103 1.5x10%2 2.11x10°2.21x10° 2.4h
10000 - - 7.01x10°7.01x10° 3.1h

Method Wallclock

VeCAF
Full-FT

method selecting 1% of data from the training set, black
dots represent the samples selected by both ActiveFT and
VeCAPF, red stars denote samples only selected by VeCAF,
and blue stars denote samples only selected by ActiveFT.
While maintaining the diversity of data selection, samples
chosen by VeCAF appear to be closer to the boundaries
compared to those selected by ActiveFT. This confirms that
the proposed ODS helps to select important samples around
the decision boundaries. This is a result of our selection
strategy that incorporates training objective and, therefore,
helps the PVM to learn the subtle differences between cate-
gories more efficiently in the finetuning.

Efficiency analysis We analyze the overhead of VLM in
each data selection loop in Table[6] We estimate the back-
ward computations triple the forward pass following the Py-
Torch report [24]]. The CLIP-ViT-L model we use requires
about 11x the FLOPs of DeiT, but only needs to be infer-
enced once in the loop. This leads to the FLOPs overhead of
CEA to be merely 4.5% of the finetuning cost. The result-
ing FLOPs reduction ratio is therefore similar to the batch
number reduction ratio. Note that this analysis is consistent
across datasets as all data are resized to 224 x224.

Ablation study We first verify the importance of
proposed techniques, the Objective-aware Data Selec-
tion (ODS) and Cross-attentive Embedding Augmentation
(CEA) in Table [5} Specifically, ODS can be disabled by
removing the £ term in Equation[7} ODS significantly im-
proves model performance, especially with limited data, en-
hancing classification accuracy and expediting the finetun-
ing process. CEA further improves classification accuracy
by integrating rich semantic information from text embed-
dings, enhancing model generalization and capturing under-
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Figure 6. UMAP visualization of training image embeddings.
Each background color represents one class. For selected sam-
ples, % suggests being selected by VeCAF only, % suggests by
ActiveFT [44] only, and e suggests by both.

Table 7. Ablation study of the number of data selection loops on
the CIFAR-10 dataset with 5% data selection.

#Loops | 2 3 4 5
CIFAR | 95.894+002 96.01+002 96.14+003 96.24+0.03

lying semantics. We further study the impact of the number
of loops using CIFAR-10 dataset in Table[7} The total num-
ber of training batches is the same in all experiments with
equal division by the loop count. It is clear that the model
performance is enhanced with the increase in the number
of loops. However, performing additional loops of data se-
lection leads to overhead in the total training time. We set
number of loop to three throughout our experiments to bal-
ance the trade-off. Detailed analysis on the training time is
provided in Appendix C.2.

5. Conclusions and future work

In this paper, we improved the efficiency of finetuning
a PVM towards a user-specified performance target with
a novel active data selection framework, VeCAF. VeCAF
finds a subset of training data that leads to faster conver-
gence with an objective-aware data selection model, and ad-
ditionally utilizes the text-domain knowledge of pretrained
VLM to augment image embeddings. Through extensive
experiments, we demonstrated the superior performance of
the proposed approach when compared to baseline active
data selection methods and the finetuning with all data. In
future work, we aim to further unleash the potential of text-
domain augmentation by improving certain finegrained per-
formance metrics in vision domain tasks, and by extending
active data selection to active data generation for additional
performance and efficiency improvements.
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Appendix

In the supplementary material, we provide additional in-
formation for the main paper. We start by providing the
datasets information in Appendix |Al and additional details
on our reproduction of previous active learning baselines
in Appendix [B| and explains the missing results indicated
by “-” in the experiment section of the paper. Additional
insights into loss convergence on the CIFAR dataset are
meticulously documented in Appendix We delve into
the efficiency of our approach in Appendix[C.2] providing a
compelling narrative on the method’s expediency. Lastly, an
extensive evaluation of the model’s accuracy, achieved with
an unrestricted count of training batches, is detailed in Ap-
pendix solidifying the robustness of our experimental
findings.

Besides this document, we also include the source code
of VeCAF in the supplementary material. Please check the
README file for details.

A. Datasets

CIFAR-10 [19] consists of 60,000 images with a reso-
lution of 32x32 pixels, divided into 10 categories. The
training set contains 50,000 images while the test set con-
tains 10,000 images. The Caltech101 [13]] dataset consists
of images from 101 object categories with 40 to 800 im-
ages per category. Most classes contain around 50 images,
and the image resolution is approximately 300x200 pix-
els. ImageNet-1K [8] is a larger dataset with 1,331,167
images belonging to 1,000 classes. The training set con-
sists of 1,281,167 images while the validation set contains
50,000 images. All the training sets from these datasets are
considered candidate pools for selection. We also leverage
the ImageNet-C [[14] as an OOD test set to evaluate our
VeCAF under out-of-distribution scenarios. ImageNet-C is
an openly available dataset that consists of algorithmically
generated corruptions, including blur and noise, applied to
the ImageNet test set. It serves as a valuable resource for
evaluating the robustness and generalization capabilities of
computer vision models.

B. Active learning reproducing details

In our study, we incorporate three well-established ac-
tive learning algorithms, namely LearnLoss [46], TA-
VAAL [18]], and ALFA-Mix [33]], within the pretraining-
finetuning paradigm for image classification tasks. Specif-
ically, we evaluate these algorithms on three widely used
datasets, namely CIFAR-10, Caltech101, and ImageNet. To
ensure a systematic and consistent evaluation, all three al-
gorithms employ a batch-selection strategy for sample ac-
quisition during the active learning process.

In Table 1 of our paper, the presence of “-” is attributed to
the nature of traditional active learning methods, which re-
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Figure 7. Training curve of VeCAF and baselines including Ac-
tiveFT, ALFA-Mix, and Full data FT on 5% CIFAR-100.

quire a small initial set randomly sampled at the beginning
of the process. It is important to note that the performance
of these active learning algorithms on this initial set is com-
parable to random sampling. Therefore, to avoid redun-
dancy, we have omitted reporting duplicate results for these
random initial sets. For instance, in the case of CIFAR-10,
we exclude reporting results for the sampling ratio of 0.5%,
and for Caltech101, results for the sampling ratio of 1% are
not reported. Moreover, for the ImageNet-1K dataset, the
reporting results of sampling ratios of 1% and 2% are omit-
ted as the size of the initial set is 2.5% according to the
reported setting of these previous papers. By excluding du-
plicate results for random initial sets and smaller sampling
ratios, we aim to present clear and concise information in
Table 1, focusing on the most relevant and informative per-
formance metrics for the active learning methods applied in
our study.

C. Additional experiment results
C.1. Loss convergence analysis

Given that the loss convergence on CIFAR-10 data is
sufficiently rapid for each baseline and thus may not effec-
tively highlight the advantages of our proposed VeCAF, we
instead present the loss convergence of CIFAR-100, which
possesses analogous domain characteristics to CIFAR-10,
as illustrated in Figure [/| Mirroring the depiction in Fig-
ure 4 of the primary text, Figure [/] exhibits a comparable
trend in loss convergence, where our proposed VeCAF not
only converges more swiftly but also to a lower loss value
in comparison to the baselines. This demonstration under-
scores the enhanced convergence efficiency of VeCAF, both
in terms of speed and performance.



Table 8. Convergence accuracy with unlimited number of batches.

Method Loo CIFAR-10 Caltech101 ImageNet-1K
P 1% 2% 5% 2% 5% 10% 1% 2% 4%
Full Data FT ‘ single-run 99.31 +001 88.24 +om 82.76+001
LearnLoss[46] single—mn 90.07 2002 93.67+003 95.99+002 | 62.88+002 73.09-+005 83.04+004|52.97 1005 60.14+003 61.93+003
multi-run | 90.25+003 94211003 96.321004 | 63. 742002 73.25+005 83.31+003 | 53.66+005 60.49+005 62.32+004
ActiveFT [44J single-run 92.31+002 95.46+002 98.18+004 | 73.69+002 81.33+003 86.78+002 | 56.87 1004 63.19+003 66.01+003
multi-run | 92.95+1001 95.87+005 98.54+002 | 74.22+002 81.88+005 87.04+002 | 57.11 1005 63.46+005 66.21+002
VCCAF(OU.I"S) ‘ multi-run | 93.87+002 96.47 1001 98.97 1001 | 75.36£001 83.62+002 87.72+001 | 59.41+002 65.64+001 68.52+002

Table 9. Running time to select various percentages of samples
from the Caltech101 training set for each data selection loop.

Sel. ratio | ALFA-Mix LearnLoss ActiveFT VeCAF

2% 6m45s 1m42s 12.02s 16.38s
10% 52m31s 23ml7s 13.36s 18.87s

C.2. Time complexity of data selection

Efficiency is a crucial aspect of the VeCAF, and it is de-
sirable for it to operate in a time-efficient manner, so as to
reduce the overhead of data selection in each training loop.
In our study, we evaluate the time required to select various
proportions of training samples from the Caltech101 dataset
with selection ratio 2% and 10%, as shown in[9] Here we
consider the image caption of each training sample read-
ily available as they can be generated offline for only once,
while the time for performing ODS, text embedding gener-
ation, and CEA are included in the reported VeCAF time.
Traditional active learning algorithms like LearnLoss [46]
and ALFA-Mix [33] requires multiple trial model updates
to gradually adjust the selected data, where these trial up-
dates constitute the majority of the time in the data selection
process, making them significantly inefficient. In contrast,
ActiveFT and our proposed VeCAF method perform sample
selection in a single pass at the beginning of each data selec-
tion loop, eliminating the need for performing trial updates
on the model. This results in significant time savings com-
pared to traditional approaches. The slight time increase
of VeCAF over ActiveFT is caused by the text embedding
CEA process. Meanwhile, considering the > 150s model
training time in each loop, this 4-5s (3%) time overhead in
negligible, and also justifiable considering the benefits of-
fered by VeCAF.

C.3. Accuracy under unlimited training batches

This work concentrates on an efficient training paradigm,
and accordingly, we have presented most of our experi-
mental outcomes in the primary manuscript using a lim-
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ited number of batches. This approach inherently benefits
methodologies that enable quicker convergence. To thor-
oughly assess VeCAF’s convergence efficacy, we have lifted
the constraints on the number of training batches in this
section and conducted a comparative analysis of VeCAF’s
final convergence metrics against established active learn-
ing frameworks. The results, delineated in 8], demonstrate
that VeCAF not only achieves expedited convergence but
also surpasses previous active learning strategies in terms
of final performance metrics. Remarkably, VeCAF attains
performance on par with comprehensive finetuning by uti-
lizing merely 5% of the data for CIFAR-10 and 10% for
Caltech101. These findings suggest that VeCAF is capable
of significantly enhancing both computational and data ef-
ficiency throughout the PVM finetuning procedure.
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