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Abstract  
Large language models (LLM) have gathered attention with 
the advent of ChatGPT. However, developing personalized 
LLM models faces challenges in real-world applications due 
to data scarcity and privacy concerns. Federated learning ad-
dresses these issues, providing collaborative training while 
preserving the client’s data. Although it has made significant 
progress, federated learning still faces ongoing challenges, 
such as communication efficiency, heterogeneous data, and 
privacy-preserving methods. This paper presents a novel, 
fully decentralized federated learning framework for LLMs 
to address these challenges. We utilize different blockchain-
federated LLM (BC-FL) algorithms, effectively balancing 
the trade-off between latency and accuracy in a decentral-
ized-federated learning environment. Additionally, we ad-
dress the challenge of communication overhead in peer-to-
peer networks by optimizing the path for weight transfer and 
mitigating node anomalies. We conducted experiments to 
evaluate memory usage and latency in server and serverless 
environments. Our results demonstrate a decrease in latency 
by 5𝑋 and a 13% increase in accuracy for serverless cases. 
Comparisons between synchronous and asynchronous sce-
narios revealed a 76% reduction in information passing time 
for the latter. The PageRank method is most efficient in elim-
inating anomalous nodes for better performance of the global 
federated LLM model. The code is available on GitHub 
(https://github.com/Sreebhargavibalijaa/Federated_finetun-
ing_LLM-s_p2p_environment). 

 Introduction 1 
Large language models (LLM) have demonstrated promi-
nent capabilities in solving complex problems (Radford et 
al., 2018). Consequently, this has propelled significant re-
search interests and applications in healthcare domain as ad-
dressed in (He et al., 2023). LLM models heavily depend on 
large volumes of data, while applications involving sensitive 
environments such as healthcare incur scarce and confiden-
tial data and require maintaining privacy (Thirunavukarasu 
et al., 2023). Moreover, data sharing and collaboration are  
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limited due to privacy concerns and commercial competi-
tion. To address this issue, recent efforts have focused on a  
continual learning approach to leverage clinical data across 
hospitals for sepsis prediction (Amrollahi et al., 2022). Ad-
dressing the challenges of building personalized LLM mod-
els is a significant issue. One of the promising approaches 
to handling LLM is integrating federated learning (Bharati 
et al., 2022) and blockchain technologies (Zhu et al., 2023).  
 Federated Learning (FL) enables the collaborative train-
ing of machine learning models across multiple decentral-
ized devices and has been pivotal in harnessing diverse data 
sources while preserving privacy. FL implementation in-
volves two broad methods: centralized and decentralized. In 
the first method, a central server acts as a trusted coordinator 
among different clients, and model weights are shared be-
tween each client and the central server. The latter uses a 
peer-to-peer (P2P) framework in a fully decentralized way. 
The natural language processing capabilities reached a new 
height with the development of a Generative Pre-trained 
transformer (GPT) series (Kalyan, 2023). However, with the 
increase in model size and complexity, challenges arise in 
securely aggregating weights from dispersed clients. Block-
chain technologies known for their robust security and de-
centralized ledger systems can handle such challenges in a 
federated LLM setup. By leveraging blockchain to transfer 
weights between local clients, we establish an efficient com-
munication of weights and model updates in a decentralized 
environment. 
 In this research, we conducted several experiments to ex-
plore the trade-off between accuracy vs latency for server 
and serverless cases. During these experiments, we em-
ployed different anomaly detection methods like PageRank, 
DBSCAN, and modified Z-scores to detect anomalies in the 
client nodes and remove them to increase the latency of the  
network. We further personalized client’s data into IID and 
non-IID and prune the anomaly nodes. 
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Method 
In this section, we will provide the motivation behind this 
work with problem formulation and an overview of the pro-
posed framework.  

Motivation and Contribution 
The iterative nature of the FL does not eliminate the network 
congestion and privacy threats problem completely (Kavitha 
et al., 2022) that occurs during the transfer of weights.  
Indeed, for complex models, largescale applications, and 
high-frequency updates, the communication overhead is not 
negligible and needs to be addressed as stated in (Chhetri et 
al., 2023). FL prevents visibility into the local dataset and 
operation process of individual nodes due to privacy con-
cerns. As a result, such systems are susceptible to abnormal 
actions from the nodes. Identifying such anomalous nodes 
is crucial, as such abnormalities can diminish the system’s 
accuracy and efficiency. Several research studies (Thudumu 
et al., 2020) have been proposed to decrease the number of 
bits transferred for each worker update, but removing anom-
aly nodes, which contribute more to the network congestion 
problem, is novel. Our proposed research addresses this in a 
decentralized, federated learning setup and identifies anom-
aly nodes using methods like DBSCAN, PageRank, and 
Modified z scores. 

Our framework uses a Hyperledger sawtooth distributed 
ledger for synchronous handling of weights between the in-
itial client node and other remaining nodes. Blockchain’s 
distributed nature enhances the resilience of the federated 
LLM network against attacks and operation failures. Page 
rank anomaly detection involves identifying the anomalies 
based on the connectivity patterns and identifies anomalies 
based on the ranks assigned to each node (Chung, 2014). 
DBSCAN is a density-based clustering algorithm that marks 
data points not belonging to any cluster as outliers (Khan et 
al., 2014). Modified Z-scores are variations of standard Z-
scores and are sensitive to outliers that can significantly af-
fect the mean and standard deviation (Tiwari & Maurya, 
2023).  

Research Gaps 
In the realm of peer-to-peer networks, there is a significant 
gap in the research on how to balance the trade-off between 
accuracy and latency while maintaining efficient communi-
cation. Developing advanced optimization techniques to 
simultaneously enhance both latency and accuracy is a crit-
ical yet underexplored area. There are challenges in scala-
bility, as existing research needs to adequately address how 
the networks can maintain effective trade-offs with expand-
ing size and complexity. Also, the influence of different net-
work topologies on this trade-off is yet another unexplored 
area that significantly impacts performance. Additionally, 

the integration of energy-efficient strategies in maintaining 
the balance has not been sufficiently explored. Further, most 
previous works are based on synchronous transmission (Lee 
& Ko, 2023), while asynchronous transmission for federated 
LLM is limited. 

BC-FL Algorithm 
Considering a network represented by a graph 𝐺 = (𝑉, 𝐸), 
where 𝑉 is the set of nodes (client devices) and 𝐸 is the set 
of edges (connections between clients). Each edge 𝑒!" ∈ 𝐸 
between nodes 𝑖 and 𝑗 has an associated bandwidth 𝐵!". The 
problem involves finding an efficient way to distribute a 
global model across this network from the first client to the 
remaining clients and performing latency vs accuracy trade-
off. We have applied the Bellman-Ford algorithm (Barkund 
et al.) to find the shortest paths in a network from a node, 
represented as 𝑇 = (𝑉# , 𝐸#), where 𝑉# ⊆ 𝑉 and 𝐸# ⊆ 𝐸. 
However, when anomalies are detected in the network lead-
ing to the removal of nodes, the network’s structure, or the 
graph 𝑇, becomes altered. This modification requires re-ap-
plying the shortest path algorithm to accurately reflect the 
changes in the network’s topology. The Bellman-Ford algo-
rithm would need to be rerun on this modified network to 
determine new shortest paths from a given node, consider-
ing the removal of affected nodes and any resultant changes 
in path lengths or connectivity.  

Problem Formulation 
We have considered Independent and identically distributed 
(IID) and non-IID cases.  Our framework deals with a net-
work optimization problem that aims to minimize the total 
network latency. The total network latency is defined as the 
sum of a fixed delay for global model calculation (𝐷$) 
 
 

 

Figure 1: Overview of the proposed framework. 
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and the maximum latency from a given node to all other 
nodes in a selected subset of a directed graph. The latency 
between two nodes is defined as the ratio of model size to 
the bandwidth of the channel connecting them. We consider 
the network as a directed graph with weights as latency. The 
objective is to minimize the total network latency asynchro-
nously. Overview of the framework is shown in Figure 1. 
Latency between nodes 𝑖 and 𝑗 , 𝐿!," is calculates as: 

𝐿!," =	
𝑀
𝐵!,"

 

where 𝑀 represents size of the model updates and 𝐵 is the 
channel bandwidth.  
For a node 𝑖, maximum latency to nodes in subset 𝑆  and 
total network latency for subset 𝑆:  

𝐿(𝑖, 𝑆)&'( =	𝑚𝑎𝑥!∈*	𝐿!," 
𝐿(𝑆)+,+'- = 𝐷$ 	+	𝑚𝑎𝑥!∈*𝐿(𝑖, 𝑆)&'( 

where 𝑆 represents subset of nodes after removing anomaly 
nodes obtained from different methods to minimize latency, 
𝐷$ is the delay of global model calculation. 
Summary of the approach and its implications in network 
optimization: 

𝐿(𝑆)+,+'- =	 (𝐷$ + 	𝑚𝑎𝑥!∈.!\0	(𝐿(𝐻 → 𝑖)) 
where 	𝐿(𝐻 → 𝑖)		is	the	latencies	along	the	path	from	𝐻	to	
different	nodes	𝑖	in	the	graph	𝑇1.	
The	problem	of	asynchronous	way	formulated	as:		

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒	(𝐷$ +𝑚𝑎𝑥!∈.!\0	(𝐿(𝐻 → 𝑖)))	
The	problem	of	synchronous	way	formulated	as:		

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒	(𝐷$ + ( S 𝐿!,"
2",$		∈	4'+5	(0→!)

))	

𝑠. 𝑡.		𝑇1 = 𝑀𝑆𝑇(𝐺	𝐴𝑛𝑜𝑚𝑎𝑙𝑦	𝑁𝑜𝑑𝑒𝑠)	

𝐿!," =	
𝑆
𝐵!,"

, ∀𝑒!," ∈ 	𝐸#	 

where MST is minimum spanning tree. The results provide 
a comparative analysis using our framework. 

Experiment and Results 

Datasets 
Medical datasets are rare and difficult to find due to HIPPA 
privacy regulations, so we have used open-source data 
scraped from mtsamples. The dataset consists of six col-
umns: a short description of transcription, medical specialty 
classification of transcription, transcription title, complete 
transcription, and keywords. We have considered only two 
columns, a description of the full transcript and medical spe-
cialty, for our experimentation purpose. There are 40 medi-
cal specialties, such as bariatrics, immunology, surgery, etc.  
 

                                                                                            
Figure 2: Anomaly nodes simulation using PageRank. 

The dataset is divided into 12,000 training data samples and 
3,000 testing data samples.                                                                                             

Implementation Details 
We shuffled the dataset randomly and divided it into differ-
ent sets distributed among multiple clients and then utilized 
the flower framework with a pre-trained model for LLM, bi-
obert-v1.1 to determine the latencies and accuracy. Our pro-
posed framework for the serverless case provides infor-
mation on accuracy, latency, and memory usage. In the case 
of non-IID datasets, we divided the dataset into multiple 
shards based on the number of clients. In both cases, we used 
a learning rate of 1e-5 and a batch size of 16 with the 
AdamW optimizer for the training process. We trained this 
process for 20 epochs, resulting in 20 global accuracies. We 
simulated anomaly nodes using various anomaly detection 
algorithms. Following the removal of these anomaly nodes, 
we recalculated the shortest path for transferring weights be-
tween clients as shown in Figure 2. 

Results 
As shown in Figure 3, we have visualized the graph for ac-
curacy vs number of epochs and provided a comparative 
study on accuracy variations for server and serverless case 
(IID and non-IID). We can clearly observe that accuracies 
are higher in the serverless than the server case. In Figures 
4-5, we have illustrated bar plots for accuracies and latencies 
for each number of worker clients (5, 10, 20) for IID cases. 
We can clearly see that latencies are less, and accuracies are 
high for decentralized case as compared to centralized. In 
Figures 6-7, we have plotted the information passing time 
from initial client to remaining all clients in synchronous 
and asynchronous way. Based on the method, we removed  
the anomalous nodes and reran the bellman-ford algorithm  
to find the shortest time path for passing the information.  
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Figure 3: Accuracy vs Epochs comparison. 

                                                                                             
Figure 4: Comparison of accuracies with workers. 

                                                                                              
Figure 5: Comparison of latencies with workers. 

Method Anomaly 
nodes 

Asynchronous 
time (sec) 

 Accuracy 
IID    Non IID 

DBSCAN - 9.3 75 73 
PageRank 0,4,7,9 7.44 74 67.8 
Modified 
Z scores 

8,9 9.3 74 72.6 

Table 1: Latency vs Accuracy trade-off. 

                                                                                          
Figure 6: Comparison of information passing time. 

                                                                                         
Figure 7: Comparison of information passing time BC-FL. 

Later we have noted that passing time is less for the Pag-
eRank method (removed anomaly nodes: 8, 9) compared to 
other methods with little loss in accuracy. As shown in Ta-
ble 1, we report the latency vs accuracy trade-off. 
 

Conclusion 
We have observed that federated LLM models constructed 
using non-IID data have low accuracy and higher latency 
than models built with IID data, potentially due to insuffi-
cient fine-tuning data and data heterogeneity. A fully decen-
tralized system is more efficient than a centralized one in 
lines of accuracy (13% ↑) and latency (5𝑋 ↓). The asyn-
chronous information passing time is longer for the 
DBSCAN method compared to other methods and from the 
latency vs accuracy trade-off analysis, we concluded that 
PageRank is the best method to identify anomaly nodes for 
good accuracy and latency. Future experiments will focus 
on improving accuracy in non-IID cases, with a specific 
strategy. 
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