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Abstract—Joint extraction of entities and relations is an es-
sential task in information extraction. Recently, tagging-based
models have gained attention but with poor performance on
overlapping triplets, which confronted the issues like cascading
errors, information redundancy, and sensitivity to subject ex-
traction. To solve the issue of overlapping triplets, we propose
a model combined Gated Attention Unit (GAU) and Multi-
head Attention Mechanism (MHA) in this paper. This model
distinguishes features for entities and relations, and performs
entity recognition for each head entity, different head entities are
matched to the same or different tail entities. Then specific tail
entity tagging is applied to determine all possible relations and
corresponding tails. At the same time, in order to better solve the
long-distance dependence and complex multiple relations between
entities, GAU and MHA are used to enhance the semantic
representation, effectively identify entities and relations, and
enhance the learning ability and generalization ability of the
model. Experiment results on the public datasets DuIE2.0 and
CMeIE show that our model performs better than baselines.

Index Terms—joint extraction, entity tags, overlapping triplets,
entity nesting

I. INTRODUCTION

As one of the crucial tasks in information extraction, joint
extraction of entities and relations plays a pivotal role in
numerous downstream applications of natural language pro-
cessing, encompassing knowledge question answering, infor-
mation retrieval, and recommendation systems. It is designed
to identify all entities in unstructured text, automatically infer
potential semantic relations between these entities to extract
relational triples (head, relation, tail).

In the joint extraction of entities and relations, most existing
joint models cannot effectively deal with the problem of
overlapping triples, Zeng et al. [1] were the first to tackle the
issue of overlapping triplets. Sentences with different types
of overlap can be classified into three categories: Normal,
Single Entity Overlap (SEO), and Entity Pair Overlap (EPO).
Addressing overlapping triplets is an important problem for
joint extraction, which is essential for applications, including
information retrieval, automatic summarization, and machine
translation.

Currently, the joint extraction method is the mainstream
method [2]–[4] for relational triple extraction. It utilizes
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the one model to perform both entity recognition and rela-
tion extraction tasks, thereby enhancing extraction efficiency.
Moreover, the joint extraction method based on tagging-based
models [5], [6] is a good way to solve overlapping triples.
Wei et al. [5] introduced a new binary tag structure to identify
the subject in the sentence, and then extracted the relation and
object based on the identified subject. However, this method
relies too much on the extraction of the subject and neglects
the semantic relation between the subject and other words.
Chen et al. [7] first detected potential relations in sentences
to avoid relational redundancy, and then performed entity
recognition for each specific relation to solve the overlapping
triplet problem. Tagging-based models can effectively deal
with overlapping triples by designing specific tags that directly
link relations and entities. However, the extraction effect of
this method depends on the quality of the specific labels on
the data.

In order to deal with overlapping triples effectively, we
propose a method based on Gated Attention Unit (GAU)
and Multi-head Attention Mechanism (MHA), through the
recognition of each extracted head entity, different head en-
tities are matched to the same or different tail entities, and
specific tail entity tagging is applied to determine all possible
relations and corresponding tail entities. GAU and MHA
enhance semantic representation, improve the model’s ability
to identify entities, and relations. In this paper, our model uses
the pointer annotation method to extract the relational triples,
and extracts the relationship triples according to the labeling
results to improve the extraction performance of the model.

II. RELATE WORK

The current popular joint extraction of entities and re-
lations models can be divided into three categories, which
are sequence-to-sequence models, table-filling models and
tagging-based models.

A. Sequence-to-sequence models

Sequence-to-sequence models convert a relational triple
extraction into a generation task by generating triples in a
specific order, first forming relations and then generating
entities. Then, the researchers used the sequence-to-sequence
model to solve the overlapping triplet issue in the extraction



task [8]. The REBEL model [9] converted the extraction
task into a language generation task by representing the
triplet as a sequence of text. However, sequence-to-sequence
models are not conducive to long-distance relation extraction,
especially when dealing with sentences with a large number of
overlapping triples, and the efficiency needs to be improved.

B. Table-filling models

Table-filling models use a two-dimensional table to joint
extraction of entities and relations, which can avoid error
propagation and effectively handle many-to-many relations
and overlapping triples. Yan et al. [10] introduced a partitioned
filtering network to learn the respective feature representations
of entity recognition tasks, and relation classification tasks,
then identifying relations triples in a table-filled manner. Ning
et al. [4] proposed a vertex-based bounding box detection,
coupled with auxiliary global relation triplet region detection,
to ensure that the region information of the triplet was fully
utilized. Nevertheless, table-filling models face efficiency and
storage challenges when dealing with large-scale data.

C. Tagging-based models

Tagging-based models support joint extraction of entities
and relations by adding specific tags or tags to the input
sentence, which can be used to indicate the location of entities
in the sentence and the relations between them. Ren et al. [11]
proposed a two-way extraction framework, which extracted
entities and relations from two perspectives: subject-based
extraction and object-based extraction, respectively, and finally
added a double affine model to classify the relation between
entity pairs to improve the accuracy of model extraction.
Whereas, the extraction effect of tagging-based models depend
on the quality of a particular label of the data.

III. METHODOLOGY

The overall structure of the joint extraction of entities and
relations model proposed in this paper is shown in fig. 1,
which consists of an encoder and a two-step decoder. The
encoder is used to obtain the feature representation of the
text. The decoder contains two back-and-forth cascade steps,
the head entity tagging module and the tail entity tagging
module. Our model applies different features to entities and
relations, to detect the relations and entities contained in the
input sentences, then tags entities based on head entity tagging
module, and the tail entity tagging module, and adds MHA and
GAU components to the two modules to enhance the semantics
and improve the model extraction ability.

A. Task definition

Given the text X={x1, x2, · · · , xl} contains l tokens, the
goal of relational triple extraction task is to extract sentences
for all potential triples Y as shown in (1):

Y ={(h, r, t)|h, t ∈ ε, r ∈ R} (1)

where ε represents the pair of entities drawn into the triplet;
R={r1, r2, · · · , rj} represents the set of relations containing

j relations, r represents the relation between the head and tail
entities, respectively, and h and t represent the head and tail
entities.

B. BERT encoder

BERT [12] is a popular pre-training language model based
on the multi-layer bidirectional transformer, which can com-
prehensively represent the semantic information of the context.
Most of existing state-of-the-art methods like CasRel [5]
and TPLinker [13], they use an unified feature for subjects,
objects, and relations. But we think that different kinds of
items in triples have their own characteristics. And should be
represented by different features. So we use BERT to generate
two different representation sequences as head entities features
hi
s and relational category features hi

r, respectively, and is
calculated as shown in (2):

hi
s = Wsh

i + bs

hi
r = Wrh

i + br
(2)

where Ws, Wr∈Rdh×dh represent the trainable matrices, br
and bs∈Rdh represent the bias terms and dh represents the
dimensionality.

C. Head entity tagging module

Our head entity tagging method follows the binary tagging
framework in CasRel [5]. Indicate whether the current tag
corresponds to the start or end position of the topic by
assigning a binary label (0 or 1). We have further refined
the binary tagging framework in the entity tagging module,
learning additional features through MHA and GAU, MHA
and GAU components are required because MHA can learn
enhanced text representation. At the same time, GAU can
obtain richer and deeper semantic information, as shown in
(3):

hs1i = GAU(hi
s)

hs2i = MHA(hi
s)

(3)

for the end position of the head entity, the proposed model
get two deeper vectors ho1i and ho2i in the same way as
the start position. These deeper features (hs1i, hs2i, ho1i and
ho2i) are combined simultaneously for head entity tagging, as
shown in (4):

pi,starts = σ(W start
s (W1hs1i +W2hs2i) + bstarts )

pi,ends = σ(W end
s (W3ho1i +W4ho2i) + bends )

(4)

where pi,starts and pi,ends represent the probability that the i-th
tag in the input sentence sequence is recognized as the start
and end position of the head entity, respectively. For each head
entity, the same decoding process is applied repeatedly. W
represents the weight matrix and b represents the bias term. σ
denotes the sigmoid activation function in this article.



Fig. 1: The architecture of our model.

GAU represents a gated attention unit, which combines a
gated linear unit and an attention mechanism, as shown in (5):

GAU = (U ⊙AV )Wo

U = ϕu(h
i
sWu)

V = ϕv(h
i
sWv)

Z = ϕz(h
i
sWz)

A = relu2(Q(Z)K(Z)T + b)

(5)

where U , V and Z represent the shared representation, A
represents the attention weight, Q and K represent the simple
affine transformations (similar to LayerNorm), b represents the
bias term, ⊙ represents an element-by-element multiplication,
ϕ represents an element-by-element activation function, and
relu represents an activation function.

MHA represents Multi-head attention Mechanism. After the
MHA obtains the final representation of the encoder, the query
matrix, key matrix, and value matrix are established, which
are mapped to m different subspaces, and then input into m
different parallel headers, as shown in (6):

MHA(Q,K, V ) = Concat(head1, . . . , headm)W o

headi = Attention(hi
sW

Q
i , hi

sW
K
i , hi

sW
V
i )

(6)

D. Tail entity tagging module

The internal structure of the tail entity tagging module is
the same as that of the head entity tagging module, except in
its input. In the tail entity tagging module, the s k-th head
entity vector vs, the maximum pooling operation is carried
out to extract the most significant head features as the subject
information, as shown in (7):

vs k
s = max pool(hs k start

s , . . . , hs k end
s ) (7)

We combine two feature fusion methods(adding and con-
catenating) to fuse the i-th entity vector represents hs, the i-th
relation vector represents hr, and the s k-th head entity vector
represents vs. Then the deeper semantic feature representations
are obtained through different neural network modules MHA

and GAU. These two deeper vectors hs3i and hs4i, as follows
the (8):

hs3i = MHA([hi
s + hi

r + vs k
s ])

hs4i = GAU([hi
s;h

i
r; v

s k
s ])

(8)

These deeper features (hs3i, hs4i, ho3i and ho4i) are
combined simultaneously for tail entity tagging, as shown in
(9):

pi,starto = σ(W start
o (W1hs3i +W2hs4i) + bstarto )

pi,endo = σ(W end
o (W3ho3i +W4ho4i) + bendo )

(9)

where pi,starto and pi,endo represent the probability that the i-
th token in the input sentence sequence is recognized as the
beginning and end position of the tail entity, respectively.

IV. JOINT TRAINING

The loss function for the head entity tagging module is
shown in (10):

Lhead = −1

l

l∑
i=1

(yi,start
i log pi,start

s + (1− yi,start
i ) log(1− pi,start

s )

+ yi,end
i log pi,end

s + (1− yi,end
i ) log(1− pi,end

s ))

(10)

where yi,starti represents the actual value of the i-th token at
the start of the head entity, and yi,endi represents the actual
value of the i-th token at the end of the head entity.

The loss function for the tail entity tagging module as shown
in (11):

Ltail = −1

l

l∑
i=1

(yi,start
i log pi,start

o + (1− yi,start
i ) log(1− pi,start

o )

+ yi,end
i log pi,end

o + (1− yi,end
i ) log(1− pi,end

o ))

(11)

where yi,starti represents the actual value of the i-th token at
the start position of the tail entity, yi,endi represents the actual
value of the i-th token that is the end of the tail entity.

After training the two modules together, the joint loss
function is represented as shown in (12):

Ljoint = αLhead + βLtail (12)



where α and β are adjustable hyper parameters.

V. EXPERIMENTS

A. Datasets and evaluation metrics
Two publicly available datasets are used in our evaluation,

DuIE2.0 [14] and CMeIE [15].
• DuIE2.0 1 is the largest schema-based chinese relation

extraction dataset in the field of relation extraction, which
contains 48 predefined relation types.

• CMeIE 2 is a schema-based chinese medical information
extraction dataset, which includes 53 well-defined rela-
tion types.

We divide both datasets into training set, validation set, and
test set according to the ratio of approximately 8:1:1, and
reorganize the relation categories. According to the principle
of different overlapping mode relations, the sentences are
divided into three categories: Normal, SEO and EPO. And
according to the situation that the sentences contain different
numbers of triples, they are divided into different sentences
contain 1, 2, 3, 4 and ≥ 5 triples. Table I shows the statistics
for the dataset.

TABLE I: Statistics of CMeIE and DuIE2.0 datasets.

Datasets Category

Train Test Val Relation Normal SEO EPO N=1 N=2 N=3 N=4 N≥5

DuIE2.0 152,777 19,195 19,995 48 13,029 7,116 529 12,584 4,471 1,514 923 1,182

CMeIE 14,338 1,500 1,500 44 1,425 2,122 38 1,380 779 433 312 681

In this paper, the extraction performance of the model
is judged according to whether the extracted triples (head,
relation, tail) are correct. Following previous works [5], we
also use standard micro Precision (P), Recall(R), and F1 score
(F1) to measure the performances of our model.

B. Experimental settings
Since both datasets are in chinese, the encoder chooses the

bert-base-chinese and chinese-bert-wwm-ext modules to com-
pare. The overall model framework is PyTorch, and Adam [16]
optimizer is used during the training phase. The learning rate
of the encoder is set to 2e-5. The number of epochs is set to 50
and 100 for DuIE2.0 and CMeIE, respectively, and the batch
size is set to 16. Also, to prevent overfitting, set the dropout
value to 0.2. The weight parameters α and β in the equation
(12) are set to 1.0 and 2.0, respectively. All hyperparameters
are tuned on the validation set.

C. Baselines
In order to verify the effectiveness of the proposed model,

we conduct comparative experiments with seven mainstream
joint extraction models were proposed in recent years. Based
on sequence-to-sequence models including CopyMTL [2]
and WDec [17], based on table-filling models including
TPLinker [13] and OneRel [18], based on tagging-based mod-
els including NovelTagging [19], CasRel [5], and RIFRE [20].

1https://aistudio.baidu.com/index
2https://tianchi.aliyun.com/dataset/95414

D. Main results

Table II shows the results of different joint extraction of
the entities and relations models on DuIE2.0 and CMeIE. The
encoder of all baselines uses BERT (chinese-bert-wwm-ext),
and when running the comparison model, the hyper parameters
refer to the description in the original paper, and the data
settings and epoch numbers refer to the model in this paper.

TABLE II: Results on CMeIE and DuIE2.0 test sets. Bold
marks stand for the best result of all models.

Method
DuIE2.0 CMeIE

P (%) R(%) F1(%) P (%) R(%) F1(%)

NovelTagging 67.3 65.2 66.3 53.5 48.9 51.1

CopyMTL 49.6 39.4 43.9 31.7 26.8 29.1

WDec 64.1 54.2 58.7 29.1 18.4 22.5

CasRel 76.8 60.2 67.5 52.6 46.4 49.3

TPLinker 65.4 73.5 69.2 52.1 51.5 51.8

RIFRE 66.5 69.8 68.2 52.5 42.5 46.0

OneRel 71.7 66.2 68.3 46.3 38.1 41.8

Ours(bert-base-chinese) 76.7 60.4 67.6 51.3 50.7 51.0

Ours(chinese-bert-wwm-ext) 77.7 63.4 69.8 53.7 53.0 53.3

As can be seen from Table II, the F1 score of the model
proposed in this paper on the CMeIE and DuIE2.0 is better
than that of other models, which proves the effectiveness of
the proposed model for the chinese relation triplet extraction
task. Specifically, compared with models with redundant re-
lations such as CasRel and RIFRE, the overall results of the
proposed model are improved. However, the R still needs to
be improved, and the analysis may be related to the entity
threshold setting in this article. The performance of our model
on the CMeIE still needs to be improved, which may be
due to the strong specialization of CMeIE, which contains a
large number of medical specialties terminology and medical-
specific special symbols, which makes the model inadequately
learn from the text.

Further, chinese-bert-wwm-ext has better extraction effect
than bert-base-chinese because chinese-bert-wwm-ext supports
integer word matching, two-way encoder and vocabulary
masking, etc., which can better handle chinese semantic in-
formation and phrases. Experiment results demonstrate that
the addition MHA module can enhance the model’s attention
to different features. And GAU can also enhance the feature
expression ability of the original data and capture the features
of the data distribution, thereby improving the generalization
ability and performance of the model.

E. Analysis on different subtasks

In order to confirm that the model can handle complex
scenarios, two additional experiments are carried out, as shown
in fig. 2, from which it can be seen that the proposed
model has achieved good results in the overlapping triples
in both datasets. These results suggest that this paper is more
conducive to the extraction of overlapping triples. Fig. 3 shows
the results with different numbers of triples. As can be seen in
fig. 3, our model better for different sentences contain 1, 2, 3,



4 and ≥ 5 triples. This shows that MHA and GAU components
improve the performance of the model, and that the proposed
method has the highest F1 score in all categories compared
to baselines. This fully shows that the model proposed in this
paper has a better ability to deal with the extraction of triple
relations in complex scenes.

Fig. 2: According to the overlapping patterns in the partial
match, different sentence types are obtained on the two
datasets.

Fig. 3: Depending on the number of triples in the partial match,
different sentence types are obtained on the two datasets.

F. Analysis on different sentence length

In order to analyze the impact of sentence length on the
performance of the model, we divide sentence length into six
subcategories, as shown in fig. 4 (a), the number of sentences
in each subclass in the test set is statistically analyzed, and
the extraction effect of the model in this paper under different
sentence lengths is further compared, as shown in fig. 4 (b).
As can be seen the model will affect the extraction effect
when processing short or long sentences, and the extraction
effect is better for shorter sentences with simple structure, so
it is necessary to reasonably analyze the influence of sentence
length on the accuracy of entity relation extraction.

G. Analysis of threshold changes

This section explores the impact of different entity thresh-
olds on model performance. In entity threshold analysis, align
the head-to-tail entity thresholds. Fig. 5 shows the changes in
P , R, and F1 score at different threshold settings. As can
be seen in fig. 5, with the increase in entity threshold, the P
on the DuIE2.0 and CMeIE gradually increases, while the R
decreases. When the thresholds are set to 0.5 and 0.4, the F1
score reaches its maximum on the DuIE2.0 and CMeIE. This

(a) Test set statistics. (b) F1 score on sentence lengths.

Fig. 4: Analysis on different sentence length.

change is due to the fact that different threshold settings have
an impact on the number of detected relations and the number
of triples extracted. In addition, it can be found that setting
different entity thresholds on the two datasets has a certain
degree of impact on the model performance.

Fig. 5: The results of different entity thresholds.

H. Ablation study

To confirm the impact of each component on the overall
performance of our model, we remove specific components
from the original model and then conduct experiments. The
ablation experiment results are reported in Table III.

TABLE III: Ablation study

CMeIE DuIE2.0

P (%) R(%) F1(%) P (%) R(%) F1(%)

ALL 53.7 53.0 53.3 77.7 63.4 69.8

-head GAU 51.3 52.3 51.8 76.5 62.3 68.7

-head MHA 50.8 52.6 51.7 76.2 59.9 67.1

-tail GAU 47.8 52.8 50.2 75.9 59.5 66.4

-tail MHA 48.9 51.3 50.1 74.5 58.9 65.8

Specifically, when the GAU and MHA components of the
head entity tagging module are removed, the F1 score of
CMeIE and DuIE 2.0 are reduced, respectively. The reason
for the decline in model performance is that the GAU compo-
nent can enhance the semantic representation, and the MHA
component allows the model to better capture key information
in the input sequence, improve the model’s understanding
of the context, and help handle long-distance dependencies



in the input sequence. And the additional features obtained
by combining the two contain richer and deeper semantic
information. Thus improving the joint extraction effect of the
model on entity relations.

When the GAU and MHA components of the tail entity
tagging module are deleted, the F1 score of CMeIE and
DuIE2.0 also decreases, and the F1 score decreases more
significantly than that when the GAU and MHA of the head
entity is deleted, indicating that the fusion of relation vector
hr, subject vector vs and token vector hs is conducive to
the understanding of complex contexts and the mining of
global information. Moreover, MHA and GAU components
enhance the classification capability of the relational classifier
and improve the effect of the joint extraction method.

VI. CONCLUSIONS

In this paper, we propose a joint extraction of entities and
relations based on pointer annotation, which effectively solves
the overlapping triplet problem and reduces entity redundancy
by applying different features to entities and relations, using
the head entity tagging module to detect the subject, and then
performing entity recognition to match different or identical
tail entities. In addition, GAU and MHA components are
designed to solve the problem of long-distance dependencies
and enhance semantics. Experiment results demonstrate that
our model is more effective than the baseline model, and
can extract complex relation triples better, which can provide
support for downstream tasks, including knowledge graph
construction and knowledge question answering. However,
there are still some areas where our model needs further
improvement in future research. One is that the performance
on the medical dataset CMeIE needs to be improved. The other
is that the GAU and MHA have the same effect in the model
in this paper, but they still need to be verified in other models.
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