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PAPER
DDMA-MIMO/Capon observations using the MU radar:
Beamwidth verification using the moon’s reflection

Tomoya MATSUDA†a), Nonmember, Koji NISHIMURA††, and Hiroyuki HASHIGUCHI††, Members

SUMMARY Phased-array technology is primarily employed in atmo-
spheric and wind profiling radars for meteorological remote sensing. As
a novel avenue of advancement in phased-array technology, the Multiple-
Input Multiple-Output (MIMO) technique, originally developed for com-
munication systems, has been applied to radar systems.

A MIMO radar system can be used to create a virtual receive antenna
aperture plane with transmission freedom. The MIMO technique requires
orthogonal waveforms on each transmitter to identify the transmit signals
using multiple receivers; various methods have been developed to realize
the orthogonality. In this study, we focus on the Doppler Division Multiple
Access (DDMA) MIMO technique by using slightly different frequencies
for the transmit waveforms, which can be separated by different receivers
in the Doppler frequency domain.

The Middle and Upper atmosphere (MU) radar is a VHF-band phased
array atmospheric radar with multi-channel receivers. Additional configu-
rations are necessary, requiring the inclusion of multi-channel transmitters
to enable its operation as a MIMO radar.

In this study, a comparison between the brightness distribution of
the beamformer, utilizing echoes reflected from the moon, and the antenna
pattern obtained through calculations revealed a high degree of consistency,
which means that the MU radar functions effectively as a MIMO radar.
Furthermore, it is demonstrated that the simultaneous application of MIMO
and Capon techniques has a mutually enhancing effect.
key words: Atmospheric radar, Capon beamformer, Doppler Division
Multiple Access, phased array, MIMO

1. Introduction

The phased-array radar technology, originally developed as
a defense radar, has been primarily utilized for atmospheric
and wind profiling radars. It has also been employed as a
weather radar for research purposes. As a further devel-
opment of the phased-array technology, the Multiple-Input
Multiple-Output (MIMO) technique, which was originally
developed for communication systems, has been applied to
radars, making a new contribution for radar signal processing
[1].

More recently, various phased-array applications that
perform Digital Beam Forming (DBF) with multiple re-
ceivers have been developed. DBF provides multiple receive
beams in a single scan, which dramatically reduces the scan
time. However, conventional phased array radars cannot dis-
tinguish transmit signals at the receivers. Therefore, they are
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categorized as Single-Input Multiple-Output (SIMO) radars.
The MU radar [2], [3], which has been operational for

four decades years, is one of the most advanced atmospheric
radars with 475 transmitters, phase shifters, and correspond-
ing antennas to orient the beam direction electrically. The
MU radar has mostly been operated as a SIMO radar, al-
though it can also be operated as a MIMO radar with addi-
tional settings.

The orthogonality of the transmit signals is the most
definitive difference between SIMO and MIMO radars.
Phased-array radars that separate transmit waves can be re-
ferred to as multiple-input transmitters, and understanding
the methodology of separating transmit waves from the re-
ceive signals. The transmit waves can be separated by adopt-
ing orthogonal waveforms for each transmitter. Some meth-
ods to achieve their orthogonality were introduced in [4]. It
is necessary to select an appropriate method according to the
application and transmit frequency characteristics.

A MIMO approach for atmospheric radars was ap-
plied in [5], [6] for atmospheric and ionospheric synthesis
radar imaging observation, attempting to use Time Division
Multiple Access (TDMA), Code Division Multiple Access
(CDMA), and polarization diversity. We used the Doppler
Division Multiple Access (DDMA) method, which utilizes a
slow-time direction to obtain the orthogonal transmit wave-
forms [4], [7], [8].

The effectiveness of DDMA-MIMO radar was intro-
duced in [9], demonstrating the beam broadening effect
during tropospheric observation. However, further analysis
of improvements, including sidelobe suppression effects, is
challenging owing to the nonuniform volume targets, neces-
sitating the use of clear hard targets. In this study, beamwidth
verification was performed using the moon compared with
the calculated antenna pattern, which satisfies this condition.
By utilizing the moon reflection echoes, we expect that var-
ious applications of the MIMO radar can be verified, and
further combinations of multibeam and/or advanced beam-
forming techniques will be applied through this validation.

In general, few approaches exist to confirm the
beamwidth directly. However, using the moon’s reflection
echo, which has been examined with the MU radar, could be
one method to verify the beamwidth [10]. The observations
with the moon reflection echoes and results are presented af-
ter discussions on the signal model of the MIMO radar and
revised system of the MU radar. Furthermore, the combina-
tion of the MIMO virtual antenna and adaptive beamforming
technique is expected to extract better performance, which

Copyright © 200x The Institute of Electronics, Information and Communication Engineers



2
IEICE TRANS. ??, VOL.Exx–??, NO.xx XXXX 200x

was introduced in [11]. The Capon beamformer technique
was used with the MU radar for two-dimensional general-
ization of the brightness distribution in [12]; therefore, it is
natural extension to confirm this combination effect.

This paper describes DDMA-MIMO observations us-
ing the MU radar by comparing it with other methods and
discussing the signal model of the MIMO radar. The funda-
mental principle of the MIMO radar and adaptive beamform-
ing methods are presented in Section 2. Four major meth-
ods to ensure the orthogonality of the transmit signals from
the MIMO radar and the reasons for selecting the DDMA-
MIMO for the MU radar are presented in Section 3. The
system configuration of the MU radar as a MIMO radar and
the observation results using the reflection echoes off the
moon are presented in Section 4. Finally, the effectiveness
of the MIMO radar is presented in Section 5.

2. Basic theory

2.1 Basic principle of the MIMO radar

The MIMO technique has a long history. The wireless com-
munications community has studied the characteristics and
characterizations of the MIMO radar. In this section, the
basic principle is introduced, as summarized in [1], [13]–
[15].

Let there be 𝑀 transmit signals. Let the 𝑚-th transmit
signal be 𝑥𝑚 (𝑡, 𝜃0) = 𝑎𝑚 (𝜃0)𝜙𝑚 (𝑡), and let the 𝑛-th receive
signal 𝑦𝑛 (𝑡, 𝜃0) be defined as

𝑦𝑛 (𝑡, 𝜃0) = 𝛼𝑏𝑛 (𝜃0)
𝑀∑︁
𝑚=1

𝑎𝑚 (𝜃0)𝜙𝑚 (𝑡) + 𝑣𝑛 (𝑡)

= 𝛼𝑏𝑛 (𝜃0)a(𝜃0)T𝛟(𝑡) + 𝑣𝑛 (𝑡), (1)

where 𝑣𝑛 (𝑡) represents the receive noise, 𝑎𝑚 (𝜃0) and 𝑏𝑛 (𝜃0)
represent the transmit and receive phase shifts correspond-
ing to the transmit target angle 𝜃0, 𝛟(𝑡) ∈ C𝑀 is a nor-
malized transmit waveform column vector composed of 𝑀
transmitters, a(𝜃0) ∈ C𝑀 is a transmit steering column vec-
tor corresponding to the transmission angle 𝜃0, and 𝛼 is a
(complex-valued) backscatter coefficient.

To expand 𝑦𝑛 (𝑡, 𝜃0) to 𝑁 receivers, the receive signal
column vector y(𝑡, 𝜃0) ∈ C𝑁 is defined as

y(𝑡, 𝜃0) = 𝛼b(𝜃0)a(𝜃0)T𝛟(𝑡) + v(𝑡), (2)

where b(𝜃0) ∈ C𝑁 is the receive steering column vector that
corresponds to the receive angle 𝜃0 (here, the transmit and
receive angles are defined to be the same), and v(𝑡) ∈ C𝑁

is the receive noise-column vector. Notably, b(𝜃0)a(𝜃0)T

represents an 𝑁 ×𝑀 matrix, that is, b(𝜃0)a(𝜃0)T ∈ C(𝑁,𝑀 ) .
Following range processing with time lag 𝜏 and matched

filters 𝛟(𝑡 − 𝜏)H (the suffix H indicates a Hermitian trans-
pose) to separate the transmit waveforms. The receive signal
matrix Z(𝜏, 𝜃0) ∈ C(𝑁,𝑀 ) is expressed as

Z(𝜏, 𝜃0) ≡
∫ ∞

−∞
y(𝑡, 𝜃0)𝛟(𝑡 − 𝜏)Hd𝑡

= 𝛼b(𝜃0)a(𝜃0)T
∫ ∞

−∞
𝛟(𝑡)𝛟(𝑡 − 𝜏)Hd𝑡

+
∫ ∞

−∞
v(𝑡)𝛟(𝑡 − 𝜏)Hd𝑡

= 𝛼b(𝜃0)a(𝜃0)TRϕ (𝜏) + E(𝜏), (3)

where

Rϕ (𝜏) ≡
∫ ∞

−∞
𝛟(𝑡)𝛟(𝑡 − 𝜏)Hd𝑡 ∈ C(𝑀,𝑀 ) (4)

represents the 𝑀 × 𝑀 MIMO signal correlation matrix that
describes the correlation among the transmit waveforms, and

E(𝜏) ≡
∫ ∞

−∞
v(𝑡)𝛟(𝑡 − 𝜏)Hd𝑡 ∈ C(𝑁,𝑀 ) (5)

represents the filtered receive noise matrix.
The 𝑁 × 𝑀 data matrix expressed in (3) can be vector-

ized by stacking the columns of Z(𝜏, 𝜃0), and we define the
receive MIMO signal as

z(𝜏, 𝜃0) ≡ vec[Z(𝜏, 𝜃0)] ∈ C(𝑁𝑀,1) . (6)

Equation (6) is rewritten using the well-known relationships
of the vectorization operator shown in [16] :

vec{XYZ} = {ZT ⊗ X }vec{Y},
vec{XYZ} = {ZT ⊗ I𝑁 }vec{XY},
vec{XYT} = {Y ⊗ X}, (7)

where X represents an arbitrary 𝑁 × 𝐾 matrix, Y represents
an arbitrary 𝐾 × 𝐿 matrix, Z represents an arbitrary 𝐿 × 𝑁
matrix, I𝑁 represents a unit matrix of 𝑁 × 𝑁 , and “ ⊗”
symbolizes the Kroneker product,

z(𝜏, 𝜃0) = vec[𝛼b(𝜃0)a(𝜃0)TRϕ (𝜏)] + vec[E(𝜏)]
= 𝛼[RT

ϕ (𝜏) ⊗ I𝑁 ]vec[b(𝜃0)a(𝜃0)T] + vec[E(𝜏)]
= 𝛼[RT

ϕ (𝜏) ⊗ I𝑁 ] [a(𝜃0) ⊗ b(𝜃0)] + vec[E(𝜏)]
≡ 𝛼s(𝜏, 𝜃0) + e(𝜏), (8)

where the MIMO steering vector s(𝜏, 𝜃0) for beam angle 𝜃0
and filtered noise columns vector e(𝜏) are defined as

s(𝜏, 𝜃0) ≡ [RT
ϕ (𝜏) ⊗ I𝑁 ] [a(𝜃0) ⊗ b(𝜃0)] (9)

e(𝜏) ≡ vec[E(𝜏)] . (10)

If it is assumed that the transmit signals 𝛟(𝑡) are or-
thogonal with each other (ϕ𝑚 (𝑡) and ϕ𝑚′ (𝑡) (𝑚 ≠ 𝑚′) are
zero-correlation) and that each matched filtered range re-
sponse is identical (each transmitter has the identical trans-
mit waveform) and defined as 𝑅ϕ (𝜏), then each element of
the MIMO signal correlation matrix can be expressed as

Rϕ (𝜏)𝑚,𝑚′ ≡
∫ ∞

−∞
𝜙𝑚 (𝑡)𝜙∗𝑚′ (𝑡 − 𝜏)d𝑡

=

{
𝑅ϕ (𝜏), (for 𝑚 = 𝑚′)
0, (for 𝑚 ≠ 𝑚′)

(11)

and (8) can be rewritten as
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z(𝜏, 𝜃0) = 𝛼𝑅ϕ (𝜏) [a(𝜃0) ⊗ b(𝜃0)] + e(𝜏). (12)

According to (12), the MIMO radar can be expanded to re-
ceive signal vectors using the MIMO channel matrix, which
includes its transmit freedom, which can be expressed as
a(𝜃0) ⊗ b(𝜃0) ∈ C(𝑁𝑀,1) . Fig. 1 shows a schematic of
the MIMO radar with one-dimensional orthogonality of the
transmit signals for 𝑀 = 𝑁 = 3.

  

a (θ0)=b(θ0)=[
exp(− jk⋅−1 d (sinθ0))

exp(− jk⋅ 0d (sinθ0 ))

exp(− jk⋅ 1d (sinθ0))
]

a (θ0)⊗b(θ0)=[
exp(− j k⋅−2d (sinθ0 )) exp(− j k⋅−1d (sinθ0)) exp(− j k⋅ 0d (sinθ0))

exp(− j k⋅−1 d (sinθ0)) exp(− j k⋅ 0d (sinθ0)) exp(− j k⋅ 1d (sinθ0))

exp(− j k⋅ 0d (sinθ0)) exp(− j k⋅ 1d (sinθ0 )) exp(− j k⋅ 2d (sinθ0))
]

Steering vector

MIMO channel matrix

d d

θ0 θ

d d dd

Fig. 1 Schematic of the MIMO radar for 𝑀 = 3 transmitters and 𝑁 = 3
receivers in one-dimension.

2.2 SIMO and MIMO adaptive beamforming

The characteristics of the MIMO radar, which has a nar-
rower receive and a wider transmit beam, are expected to
work effectively for beamforming on a receiver referred to as
the Capon beamformer, which generates angular brightness
distribution. In this section, the Capon beamformer and its
application to SIMO and MIMO radars are introduced.

In general, the output power 𝑃𝐵𝐹 (𝜏, 𝜃, 𝜃0), obtained
using the beamformer method at the range response time 𝜏
and the arrival angle 𝜃, is expressed as [17], [18]

𝑃𝐵𝐹 (𝜏, 𝜃, 𝜃0) =
b(𝜃)HRz (𝜏, 𝜃0)b(𝜃)

b(𝜃)Hb(𝜃)
(13)

and that obtained using the Capon beamformer,
𝑃𝐶𝑃 (𝜏, 𝜃, 𝜃0), is [17]–[19]

𝑃𝐶𝑃 (𝜏, 𝜃, 𝜃0) =
1

b(𝜃)HRz (𝜏, 𝜃0)−1b(𝜃)
, (14)

where b(𝜃) represents the receive steering vector, and
R𝑧 (𝜏, 𝜃0) represents the covariance matrix of the receive
signal vector z(𝜏, 𝜃0) [20], [21].

As shown earlier, MIMO radar processing is regarded
as a virtual array of 𝑀 × 𝑁 elements. Therefore, the output
power of the MIMO radar, obtained using the two methods,
𝑃𝐵𝐹−𝑀𝐼𝑀𝑂 (𝜏, 𝜃, 𝜃0) and 𝑃𝐶𝑃−𝑀𝐼𝑀𝑂 (𝜏, 𝜃, 𝜃0), are defined by
replacing b(𝜃) with a(𝜃)⊗b(𝜃) in (13) and (14), respectively

[11],

𝑃𝐵𝐹−𝑀𝐼𝑀𝑂 (𝜏, 𝜃, 𝜃0)

=
[a(𝜃)⊗b(𝜃)]HRz−𝑀𝐼𝑀𝑂 (𝜏, 𝜃0) [a(𝜃)⊗b(𝜃)]

[a(𝜃)⊗b(𝜃)]H [a(𝜃)⊗b(𝜃)]
(15)

and

𝑃𝐶𝑃−𝑀𝐼𝑀𝑂 (𝜏, 𝜃, 𝜃0)

=
1

[a(𝜃)⊗b(𝜃)]HRz−𝑀𝐼𝑀𝑂 (𝜏, 𝜃0)−1 [a(𝜃)⊗b(𝜃)]
, (16)

where Rz−𝑀𝐼𝑀𝑂 (𝜏, 𝜃0) represents the covariance matrix of
the receive MIMO signal vector z(𝜏, 𝜃0) derived from (12)
with the expression of a vector of expected values 𝐸 [x] as

Rz−𝑀𝐼𝑀𝑂 (𝜏, 𝜃0) = 𝐸 [z(𝜏, 𝜃0)z(𝜏, 𝜃0)H] . (17)

3. Transmit methods to acquire orthogonal waveforms
to be determined for the MU radar

Transmit/signal processing methods and system evaluation
have attracted attention to ensure orthogonality of the trans-
mit signal for the MIMO radar. In this section, four ma-
jor methods introduced in [4] are discussed briefly, and the
DDMA method is chosen for the MU radar.

3.1 Time Division Multiple Access (TDMA)

To guarantee transmit signal orthogonality by time separa-
tion, TDMA can be realized in a manner such that each
transmit signal radiates at different times from different po-
sitions. The hardware and software systems used for this
method are relatively simple, making the design of a radar
system more easy. However, this method requires an ade-
quate waiting time while other transmitters radiate; that is, it
requires more dwell time. For the reasons mentioned earlier,
the TDMA method requires a tolerance of the inter-pulse
period times the number of MIMO transmitters (which also
indicates duty ratio reduction), for the target identity, which
is disadvantageous for atmospheric or weather radars. To
overcome this effect, the staggered-TDMA method was in-
troduced [4]. However, this method is restrictive, and it
is only effective for low-frequency radars with continuous
waves (CW) .

3.2 Frequency Division Multiple Access (FDMA)

FDMA can be realized such that each transmit signal radi-
ates at different frequencies in one time-series duration. The
orthogonality of the transmitters guarantees that their sig-
nals can be extracted by a receiver using band-pass filters for
each frequency, which would otherwise require certain fre-
quency resources [22]. Therefore, the implementation cost
of FDMA is relatively small. However, differences in the
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transmit frequencies can severely affect beamforming ow-
ing to the deterioration of the range sidelobes. To rectify
this effect, FDMA using transmit frequencies that circulate
toward slow-time is introduced, which also has certain lim-
itations. To practically use atmospheric or weather radars,
the influence of the range sidelobes should be reduced below
an acceptable level.

3.3 Doppler Division Multiple Access (DDMA)

DDMA can be realized using the principle of Doppler shift
caused by the pulse-to-pulse phase difference. Each trans-
mitter is set to its own initial phase per inter-pulse-period to
generate a unique phase difference, which following transfor-
mation to the frequency division toward slow-time direction,
divides the different frequency (Doppler) distribution. It has
excellent transmit signal orthogonality, which makes it easier
to configure the radar system.

DDMA can also achieve its objective using slightly
different frequencies for the transmit waveforms to generate
pulse-to-pulse phase differences [7], [23].

However, DDMA requires wide Doppler unambiguity
to achieve transmit signal orthogonality. To satisfy this re-
quirement, low transmit frequency and/or short inter-pulse
period (short-range) radar systems are preferred. Therefore,
a VHF radar such as the MU radar performs well, whereas
a weather radar with a C-band or X-band must consider the
trade-off between the observation range, maximum Nyquist
velocity, and the number of orthogonal transmitters to apply
this technique.

3.4 Code Division Multiple Access (CDMA)

CDMA can be realized such that orthogonal codes are used
for the transmitters. The modulated transmit signals ra-
diate to the target simultaneously and the returned signals
are decoded by using the transmit codes for each signal.
These codes are selected to be orthogonal to each other, such
that the signals are completely separated by decoding their
own codes in one receiver. This method has been widely
employed, particularly in communication systems, for fre-
quency efficiency, noise reduction, and high confidentiality.

Radar systems can apply CDMA to high range sidelobes
but only in the fast-time direction. However, CDMA can eas-
ily overcome this disadvantage when slow-time direction is
used. As one of the solutions, CDMA with complete compli-
mentary codes (CCC) was proposed in [24] and [25], which
has complementary codes to mitigate range sidelobes and
eliminate all cross correlations in each code, such that their
orthogonality to both fast-time and slow-time direction re-
mains. Although CCC has development problems regarding
the Doppler sidelobes for fast moving targets, atmospheric
and weather radars can be applied owing to the relatively
small the target velocity.

3.5 Optimal method for the MU radar

Four methods to realize the MIMO radar are introduced
in previous subsections. Table 1 and Fig.2 present com-
parisons between the orthogonal waveforms. Conventional
SIMO radars are commonly used to identify a MIMO radar.
The MU radar is one of the most multi-functional radars,
which also functions as a MIMO radar with additional set-
tings. From the previous discussion, DDMA and CDMA are
suitable for the MU radar because it has lower frequencies
and the Doppler speeds of the targets are relatively small.
CDMA would be the best for higher frequency radars. How-
ever, it requires multiple transmitters with an independent
pulse code setting. In contrast, DDMA can be modified
to use multiple frequency sources to generate orthogonal
waveforms. In this study, DDMA was chosen considering
its easier application to the MU radar.

  

IPP IPP

f1

f2

f3

IPP

f1

f2

f3

F
F
T

IFFT

IFFT

IFFT

IPP

C1

C2

C3

DEC

DEC

DEC

C1

C2

C3

(a)TDMA (b)FDMA

(c)DDMA (d)CDMA

Fig. 2 Comparison between orthogonal waveforms (Configuration im-
age).

4. Beamwidth verification using the moon’s reflection

4.1 MU radar system configuration

The MU radar [2], located in Shigaraki, Shiga, Japan, has
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Table 1 Comparison between orthogonal waveforms.
Time division Frequency division Doppler division Code division

Method multiple access multiple access multiple access multiple access
(TDMA) (FDMA) (DDMA) (CDMA)

Advantage Good orthogonality Good orthogonality Good orthogonality Approx. orthogonality
Widely applicable

Judgment to Time loss High range sidelobe Wide Doppler System costs, adequate
be acceptable Transmit power loss unambiguity correlation time

Add. approach Staggered TDMA Circulated FDMA - Slow-time CDMA
for improvement CDMA with CCC

been operational as an atmospheric radar since 1984. It
consists of 475 elements, comprising 19-element antennas
multiplied by 25 sub-array digital receivers, operating in the
VHF band at 46.5 MHz. Upgraded to a digital modulator
with frequency hopping functionality, it has 29 digital re-
ceivers for adaptive beamforming, including 25 primaries
plus, an additional 4 receivers, as detailed in [20]. Although
categorized as a SIMO radar, the MU radar can also function
as a MIMO radar owing to its flexibility.

To use the MU radar as a DDMA-MIMO radar, we
classified the transmit antennas into six parts, which is the
same as the number of synchronized signal generators that
have slightly different frequencies. In each receiver, the six
orthogonal transmitter signals are separated using Doppler
matched filters, which means that it consists of 6× 25 = 150
receivers. Fig.3 shows images of the actual transmit and
virtual receive antennas.

  

Booth A

Booth B

Booth C
Booth D

Booth E

Booth F

TX’s(6 transmit 
waveforms)

MIMO-RX　(25 × 6 = 150 ch)
RX

TX:Booth A
RX:25ch

TX:Booth B
RX:25ch

TX:Booth C
RX:25ch

TX:Booth D
RX:25ch

TX:Booth E
RX:25ch

TX:Booth F
RX:25ch

19-Antenna

Fig. 3 Layout images of the actual transmit antenna (upper left), receive
antenna (right), and virtual receive antenna (lower left).

4.1.1 Transmitter configuration

The MU radar radiates a 46.5 MHz RF transmit signal by
mixing a 5 MHz modulated IF-signal with a 41.5 MHz CW-
local signal. In our study, the CW-local signal is used to
replace the original signal with six separated local signals

generated independently using signal generators but syn-
chronized using a GPS-10 MHz oscillator. The frequencies
of the signal generators are configured with intervals of 𝑓𝑚𝑑

Hz between them to generate a pulse-to-pulse phase differ-
ence of 2𝜋 𝑓𝑚𝑑𝑇𝐼𝑃𝑃 radians, where 𝑇𝐼𝑃𝑃 is the inter-pulse
period, and each demodulator is processed by IF signals of
5 MHz, therefore down-converters by the same CW-local
signals are equipped. The MIMO configuration of the MU
radar is illustrated in Fig.4.

4.1.2 Receiver configuration

The receive signals that correspond to each transmit signal
are mixed before the signal processing stage. A Doppler
filter toward the slow-time direction is applied to separate
the receive signals into orthogonal signals in the receiver.

Each receiver received six orthogonal waveforms,
which were separated using Doppler filters. In this experi-
ment, the interval of the Doppler offset velocity was selected
to be 𝑉𝑁𝑦𝑞𝑢𝑖𝑠𝑡/16 = 20.15 ms−1 because it is divisible by
FFT points and enables us to consider the minimum fre-
quency setting unit (0.01 Hz) of the SG, where 𝑉𝑁𝑦𝑞𝑢𝑖𝑠𝑡 is
the Nyquist velocity, which is determined by the inter-pulse
period, coherent integration number, and transmit frequency.

Because IF signals are down-converted by each transmit
local signal, Doppler positions of the receive signal depend
on the attributes of the receiver. Table 2 lists the Doppler off-
sets of the signal received from 25 receivers corresponding to
the transmitters. In actual signal processing, amplitude and
phase offset occurs because of the independent transmitters,
which must be corrected on the receiver. The transmission
phase adjustment process is presented in [9].

4.1.3 Antenna position of the MU radar

Figs.5 and 6 display the transmit and receive antenna po-
sitions of the MU radar, respectively. The transmit an-
tennas are divided into six groups of sub-array antennas
(composed of 57 antenna elements) that correspond to each
antenna booth (depicted as booths A (A2/A3/A4 in blue); B
(B2/B3/B4 in orange); C (C2/C3/C4 in green); D (D2/D3/D4
in red); E (E2/E3/E4 in purple); and F (F2/F3/F4 in brown).
Star markers denote the transmit antenna phase centers, rep-
resenting the transmit steering vector in Fig.5, and highlight
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the receive steering vector in Fig.6. These positions marked
by stars correspond to the transmit steering vector a(𝜃0) and
the receive steering vector b(𝜃0), representing the transmit
and receive beam directions of 𝜃0, respectively.

4.1.4 Virtual receive antenna position of the MU radar for
SIMO and MIMO

Figs.7 and 8 display the virtual receive and sub-array an-
tenna positions for adaptive beamforming calculated using
the MIMO channel matrix a(𝜃0) ⊗ b(𝜃0), respectively. The
red points indicate the physical centers, and the green or
blue dots indicate those of the virtual antennas. These
dots have transparency, with darker colors indicating over-
lapping receiver positions. The receive MIMO antenna is
larger than conventional physical ones, implying that MIMO-
beamforming has narrower characteristics and sidelobe im-
provements compared with SIMO-beamforming.
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SG1(41.5MHz+6.25Hz)

SG2(41.5MHz+12.50Hz)

SG3(41.5MHz+18.75Hz)

SG4(41.5MHz+25.00Hz)
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.

.

.

.

.

.

.
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Booth E(CH17-20)

Booth F(CH21-25)

Fig. 4 DDMA-MIMO configuration of the MU radar. The green mark
indicates additional settings, and the six orthogonal signals are distributed
to the transmitters.

4.2 Observation of the moon’s reflection

As previously mentioned, MIMO radars can establish a vir-
tual receive antenna aperture plane with transmission free-
dom. However, quantitatively confirming the enhancement
of spatial resolution using observed atmospheric and iono-
spheric echoes is challenging owing to the nonuniform vol-
ume targets. To quantitatively assess the MIMO virtual array,
we conducted observations of the beam pattern, as discussed
by [10], derived from the reflection echo off the moon. We
compared it with the calculated beam pattern from the virtual
antenna layout.

Fig. 5 Transmit antenna positions. Transmit antennas are divided into
six groups of sub-array antennas (composed of 57 antenna elements) cor-
responding to the each booth (booth A (A2/A3/A4 in blue); B (B2/B3/B4
in orange); C (C2/C3/C4 in green); D (D2/D3/D4 in red); E (E2/E3/E4
in purple) and F (F2/F3/F4 in brown). Star markers denote the transmit
antenna phase centers, and the black points are not used for transmission.

Fig. 6 Receive antenna positions. Star markers denote the receive an-
tenna phase centers.

4.2.1 Observation parameters

The experiment was conducted for the 11th March, 2022
because the moon’s position had a higher elevation angle
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Table 2 DDMA-MIMO frequency settings (local signal frequency) and receive signal Doppler offset
in each receiver.

Receive signal Doppler offset
Transmitter Local signal frequency A1-A4 B1-B4 C1-C4 D1-D4 E1-E4 F1-F5

CH1-CH4 CH5-CH8 CH9-CH12 CH13-CH16 CH17-CH20 CH21-CH25
TX1 (Booth A) 41.5 MHz + 6.25 Hz 0 ms−1 20.15 ms−1 40.29 ms−1 60.44 ms−1 80.59 ms−1 -20.15 ms−1

TX2 (Booth B) 41.5 MHz + 12.50 Hz -20.15 ms−1 0 ms−1 20.15 ms−1 40.29 ms−1 60.44 ms−1 -40.29 ms−1

TX3 (Booth C) 41.5 MHz + 18.75 Hz -40.29 ms−1 -20.15 ms−1 0 ms−1 20.15 ms−1 40.29 ms−1 -60.44 ms−1

TX4 (Booth D) 41.5 MHz + 25.00 Hz -60.44 ms−1 -40.29 ms−1 -20.15 ms−1 0 ms−1 20.15 ms−1 -80.29 ms−1

TX5 (Booth E) 41.5 MHz + 31.25 Hz -80.59 ms−1 -60.44 ms−1 -40.29 ms−1 -20.15 ms−1 0 ms−1 -100.74 ms−1

TX6 (Booth F) 41.5 MHz + 0 Hz 20.15 ms−1 40.29 ms−1 60.44 ms−1 80.59 ms−1 100.74 ms−1 0 ms−1

Fig. 7 Virtual receive antenna positions. The red points indicate the
physical antenna layout, whereas the green dots represent virtual antennas.
The green dots have transparency. The darker colors indicate overlapping
antenna positions.

(lower zenith angle), minimizing the radial velocity toward
the radar, which made the analysis easier. The observation
parameters are listed as experiment A presented in Table 3.

Fig.9 shows the time series of the estimated dis-
tance between the surface of the moon and observa-
tion point (Shigaraki, Japan), calculated using Skyfield
(https://rhodesmill.org/skyfield/). From the estimation, the
beam direction was determined for a zenith angle 𝜃0 of 8.59◦,
azimuth angle from the north 𝜙0 of 186.77◦ at 1849 JST 11th
March, 2022, when the radial Doppler speed of the moon was
expected to be zero when passing across the beam center.

For comparison, other experiments using conventional
SIMO observations were conducted on the 27th June, 2022.
The observation parameters and dates of these experiments
are also listed in Table 3.

4.2.2 Observation result:Doppler spectrum of MIMO and
SIMO observation

Fig.10 illustrates the Doppler spectra obtained from the

Fig. 8 Virtual receive sub-array positions for adaptive beamforming. The
red points indicate the physical centers of the sub-array antennas,whereas
the blue dots indicates those of the virtual sub-array antennas. The blue
dots have transparency. The darker colors indicate overlapping antenna
positions.

sub-array receivers A2 which is before executing MIMO-
processing, where six separated signals received caused by
transmit frequency offsets from the moon (265th trip echo)
were confirmed.

In this figure, the estimated radial velocity of the moon
was almost zero at the time of observation so that the obser-
vation results were consistent with those listed in Table 2,
from which these signals could be identified as the signals
received at TX5 (-80.59 ms−1), TX4 (-60.44 ms−1), TX3
(-40.29 ms−1), TX2 (-20.15 ms−1), TX1 (0 ms−1), and TX6
(20.15 ms−1). , respectively.

Fig.11 presents the same dataset as depicted in Fig.10,
with the Doppler range restricted from -16 to 16 ms−1,
where the signal-to-noise (S/N) ratio was calculated to be
9.81dB. For a MIMO radar, the receive signals must be
extracted using Doppler filters as independent IQ signals be-
fore combining them to obtain a MIMO receive signal by
applying (12). Fig.12 illustrates the results after executing
MIMO-processing, where the S/N ratio was calculated to
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Table 3 Observation parameters and estimated distance from the MU radar to the moon’s surface.
Note this calculation does not consider the radius of curvature of the Earth or moon.

Experiment A Experiment B
Item TX=57×6,RX=475×6(MIMO) TX=RX=475(SIMO)

Passing time of the beam center 1849 JST 11 Mar 2022 1008 JST 27 June 2022
Observation time 1750-1950 JST 11 Mar 2022 0920-1100 JST June 2022
Transmit antenna 57 (19 ×3ch) × 6 475 (19 × 25 ch)
Receive antenna 475 (19 ×25ch) × 6 475 (19 × 25 ch)

Inter-pulse period 10 000 𝜇s 10 000 𝜇s
Transmit beam direction (AZ/ZE) 186.77◦/8.59◦ 166.24◦/11.14◦

Sub-pulse width 64 𝜇s 64 𝜇s
Pulse comp. 7bit Barker 7bit Barker

Coherent integration 1 1
FFT points 2 048 2 048

Estimated distance to the moon 396 134 km 396 903 km
𝑁 -th tripped echo 265 265

Estimated target range 412 km 1 180 km

Fig. 9 Time series of estimated distance between the moon’s surface and
observation point (Shigaraki, Shiga, Japan) at 1750-1940 JST 11 Mar 2022
calculated using Skyfield (https://rhodesmill.org/skyfield/).

be 35.06dB. In this observation, the estimated summated
power was the summation of 25×6 = 150 (21.76dB) virtual
receivers. Therefore, the summed S/N ratio was estimated
to be 9.81+21.76=31.57 dB, where the difference in the ob-
served data (Fig.12) was considered to be caused by the in-
dividual difference (receive gain and the phase) in receivers.

Fig.13 shows the Doppler spectra observed at 1007 JST
27th June, 2022 as a conventional SIMO operation. This
observation result was for a comparison between the MIMO
and SIMO radars operated as experiment B, listed in Ta-
ble 3, where the S/N ratio was calculated to be 35.21dB.
From these results, the S/N ratio between the MIMO obser-
vation and the SIMO observation was also consistent from
the point of the S/N ratio. Furthermore, the beam width ap-
peared to be a wider distribution compared with that shown
in Fig.12. However, these differences are qualitative and

cannot be definitively assessed.

Fig. 10 Doppler spectra at A2 sub-array receivers observed at 1849 JST
on 11 Mar 2022 before executing MIMO-processing. The horizontal and
vertical axes show the target Doppler velocity and range with offset of
395 726 km due to echoes from 265 trips, respectively. Six receive signals
derived from each orthogonal transmitter with DDMA-MIMO frequency
offset (TX5, TX4, TX3, TX2, TX1, and TX6 from the left) were observed.

4.2.3 Verification with the beamformer and Capon

To verify the moon reflection echo quantitatively, we fo-
cus on the result whether the brightness distribution of the
beamformer and the theoretical beam pattern comparing with
the SIMO observation. Figs. 14 and 15 show the two-
dimensional angular imaging result of the moon’s reflection
echo. The MIMO observation data were the same as those
used for the verification of the antenna pattern. As shown in
Figs. 14 and 15, the MIMO radar had a narrower beamwidth
than that of the SIMO radar.

Fig.16 illustrates the cut pattern at an azimuth angle
of 𝜙 = 0◦ to compare the MIMO and SIMO observation
results with the receive antenna patterns. In this study, we
compared the differences in power between the SIMO and
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Fig. 11 Same as Fig. 10 except that the Doppler range was restricted
from -16 to 16 ms−1.

Fig. 12 Same as Fig. 11 except that the DDMA-MIMO processing was
performed.

MIMO beamformer and Capon methods. Specifically, the
peak power was normalized for comparative analysis against
the antenna pattern. The calculated peak differences between
the beamformer and Capon brightness are indicated in Fig.
16, revealing differences of 2.65 dB for SIMO and 6.90
dB for MIMO. These differences are attributed to the influ-
ence of ionospheric scintillation on the observed data, which
persists despite attempts to mitigate its effects through time-
averaging. However, we confirmed that the Capon brightness
with MIMO virtual arrays exhibited superior performance to
that with SIMO physical arrays. Additionally, the dotted blue
line (beamformer) and the red line (1-way antenna pattern)
in the figure are consistent for both SIMO and MIMO obser-
vations, particularly in the mainlobe of both the SIMO and
MIMO beamformer, indicating consistency with theoretical
expectations. Furthermore, Fig. 16 demonstrates the con-
tribution of the virtual receive array to the suppression of
antenna sidelobes, as predicted by theory.

The effectiveness of the Capon beamformer has already

Fig. 13 Doppler spectra observed at 1007 JST on the 27th of June, 2022
as the conventional (SIMO) operation. The horizontal and vertical axes
represent the target Doppler velocity and range with an offset of 395 726
km caused by echoes from 265 trips.

been demonstrated by [12], and the observation results were
almost consistent. However, this experiment particularly
showed that the Capon beamformer achieved even higher
resolution when combined with MIMO radar, which the re-
sults clearly show.

From these results and considerations, the MU radar,
in combination with the Capon beamformer, can operate
as a MIMO radar with good performance and high angular
resolutions.

Fig. 14 Angular distribution of beamforming using the moon’s reflec-
tion: Beamformer imaging result from MIMO (left) and SIMO (right)
observations. Note that (azimuth, zenith) = (0,0) indicates the transmit
beam direction.

5. Conclusion

In this study, an extension of the virtual receive array an-
tenna that included the DDMA method was demonstrated
through the experimental results using the MU radar, which
was operated as a MIMO radar with additional settings. To
achieve a DDMA-MIMO radar, local signals were replaced
with six synchronized signal generators that generated dif-
ferent Doppler frequency offsets between the transmitters to
realize transmit signal orthogonality. MIMO radar signal
processing had a high compatibility with other processing
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Fig. 15 Angular distribution of adaptive beamforming using the moon’s
reflection: Capon imaging result using MIMO (left) and SIMO (right)
observations.

methods, such as the Capon beamformer. It was confirmed
through experimental results that a resolution finer than that
of conventional methods can be obtained using a combina-
tion of the MIMO technique and Capon beamformer. Our
findings are expected to contribute toward advancing the spa-
tial super resolution technique intended for applications in
atmospheric phased array radars.
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