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Abstract. The detection of speed and traffic flow is one of the important issues in

the current smart city construction and intelligent transportation development

process. The automatic detection of speed and traffic flow through video

information in road traffic is conducive to optimising road traffic and transport

management, strengthening urban management and improving the efficiency of

urban transport and services. Therefore, the study of vehicle speed and traffic flow

detection systems is of great practical value. To address the issue of urban road

transport management, an improved YOLOv7-based vehicle speed and traffic flow

detection system was designed and implemented based on traffic video data, and the

system was validated and analysed based on the video data.
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1. Introduction

With the development of technology, China's urbanisation has accelerated considerably,

but urban road congestion, traffic accidents and energy shortages are also becoming more

and more prominent. The negative impact of this series of problems has seriously

affected the improvement of people's living standards and the further development of the

city. China spends a lot of manpower and financial resources on the transport system

every year. With the increasing demand for transport, improving transport capacity and

strengthening urban transport infrastructure has become an urgent problem in China's

economic construction. The research and application of speed and traffic flow detection

systems can effectively enhance urban transport management, improve urban planning

and scheduling capabilities and further increase the efficiency of urban production and

services [1]. In the urban traffic planning sector, the commonly used traditional traffic
flow detection methods mainly include air duct detection technology and magnetic

induction detection technology and other methods, but these methods are not robust and

their detection effects are easily affected by external environmental factors, which are no

longer able to adapt to the needs of the times of automation and intelligence in the context

of smart cities [2].
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2. YOLOv7 Improvements that add the BiFormer Attention Mechanism

2.1. Input

The Input module of YOLOv7 consists of three main parts: Mosaic data enhancement,
adaptive anchor frame calculation and adaptive image scaling. The Mosaic data

enhancement is performed by randomly scaling, cropping and laying out any four images

selected from the dataset and stitching them together into a new image for training.

Mosaic data enhancement can effectively enrich the detection target background,

improve the detection of small targets and further reduce the Mini-batch, which can

reduce the training cost of the network. The adaptive anchor calculation is mainly carried

out by genetic algorithm and K-Means algorithm to optimise the initial anchor of the

dataset, which can effectively and adaptively calculate the best anchor of the dataset and

avoid the extra process of anchor calculation before the network training [3].

2.2. Head

The Head module of YOLOv7 consists mainly of a PAFPN structure. For the final output
of the backbone, the 32-fold downsampled feature map C5, the number of channels is

changed from 1024 to 512 after SPPCSP processing [4]. Then fuse with C4 and C3

according to top down to get P3, P4 and P5; then fuse with P4 and P5 according to

bottom-up. The process is shown in Figure 1.

Figure 1.  flow chart

2.3. Bi-Level Routing Attention (BRA) module

To alleviate the scalability problem of Multi-Head Self-Attention (MHSA) [5], some

related researchers have proposed different sparse attention mechanisms in which each

query focuses on only a small number of key-value pairs instead of all of them [6]. The

process is shown in Figure 2.

PAFPN
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Figure 2. BRA flow chart

As shown in Figure 2, the BRA module saves the number of parameters and

computation by collecting the key-value pairs in the first k relevant windows and using

sparsity operations to skip the computation of the least relevant regions directly.

3. Vehicle Speed and Traffic Detection Based on DeepSORT Algorithm

3.1. Overview of the DeepSORT Multi-Objective Tracking Algorithm

The detailed flow of the DeepSORT algorithm is basic process mainly consists of two

processes: Kalman filter prediction update and data association matching.

The main input of the DeepSORT algorithm is the target detection result, including

the detection box BoundingBox, the confidence score and the current RGB image feature

information, the confidence score is mainly used to filter the detection box, and the
detection box and image feature information are used for the matching calculation with

the tracker [7].

(1). Kalman filter prediction

In the prediction phase, the algorithm takes the predicted value ����� of the previous

moment (� = � 	 1) to predict the state ��� of the current moment (� = �) and estimates

the error covariance matrix 
�� such that the error covariance matrix is minimized. The

basic Kalman filter equation is shown in equations (1) and (2).

��� = � � ����� + ������� (1)

�� = �� � ��� + �� (2)

Where equation (1) is the equation of state and equation (2) is the equation of

measurement. A is the state transfer matrix, ���� is the process noise, ��� is the noise

driven matrix, ��  is the observed quantity, �� is the observation matrix and �� is the

measurement noise.
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In DeepSORT target tracking, the tracking target centre point coordinates ��(�)��(�) and the corresponding x- and y-axis velocities ��(�) ��(�) need to be predicted.

Due to the short time interval between adjacent image frames, the vehicle motion can be

approximated as uniform linear motion, so the state of the vehicle target at the current

moment (� = �) can be defined as ���� = [��(�) ��(�) ��(�) ��(�)] according to

these four state quantities, whose corresponding Kalman equations are shown in

equations (3) to (6).

��� = � � ����� + � � ���� + ���� (3)

��� = ���(�) ��(�) ��(�) ��(�)� (4)

�� = �� � ��� + �� (5)

�� = ���(�) ��(�)��
(6)

where ��� is the vehicle target state vector at the current moment (� = �), A and B

are the state transfer matrices of the system, ���� are the control variables of the system,����  is the covariance matrix of Gaussian noise with zero mean, and �� �� ��
denotes the observation, observation matrix and measurement noise respectively. The

Kalman filter corresponds to the covariance matrix update shown in equation (7).


(��|����) = � � 
(����|����)�� + � (7)

where 
(��|����) is the covariance matrix corresponding to the current moment

and 
(����|����) is the system covariance matrix for the previous moment (� = � 	 1).

(2) Data association matching
After obtaining the target detection frame and the Kalman filtered target prediction

frame, the DeepSORT algorithm uses cascade level matching and IOU matching

algorithms to correlate the data, matching the target detection frame with the prediction

frame. The data association process is shown in Figure 3.

Figure 3. DeepSORT data association process

In the process of data association, DeepSORT calculates the overall similarity

between the target and prediction frames in the system using the weighted sum of the

martingale and cosine distances, calculated as shown in equation (8).

��� = ���( , !) + (1 	 �)�"( , !) (8)
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where ���  is the overall similarity between the ith prediction frame and the jth

detection frame, ��( , !) is the corresponding martingale distance between the two target

frames, � is their corresponding weight values, and �"( , !) is the cosine distance.

3.2. Vehicle Speed Detection Based on Multi-Objective Tracking Results

After obtaining the multi-vehicle target tracking results in the video stream, this paper

implements real-time vehicle speed detection based on the perspective transformation

relationship between the image pixel plane and the actual road plane. The principle of

the perspective transformation is shown in Figure 4.

Figure 4. Perspective transformation schematic

In the figure, A, B, C and D are the coordinate points on the original image plane,�# �# $# %# corresponding to the coordinate points of the target image plane. The

perspective transformation relationship between a point 
(&, ') on the original image

plane and a point 
�(&�, '�) on the target image plane is shown in equation (9).

*&�

'�

1 - = � *&'1- = .��� ��" ��/
�"� �"" �"/
�/� �/" 1 0*&'1- (9)

As shown in the above equation, H is the perspective transformation matrix from the

original plane to the target plane, also called the single-strain matrix. The single-response

matrix can describe the transformation relationship between two planes in terms of

rotation, scaling, shearing, translation, perspective, etc. Its degrees of freedom are 8, so

that it can be made �// = 1, indicating that scaling at any scale can be performed.

4. Conclusion

In this paper, we apply the improved YOLOv7 algorithm with BiFormer attention

mechanism to detect moving vehicles and combine it with DeepSORT algorithm to

achieve multi-objective tracking, vehicle speed measurement and traffic flow detection

in urban transport management [8]. There are still some issues in the development of the

system that need to be further addressed as follows:
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The addition of attention mechanisms can be explored in part by trying to add faster

attention modules and the crossover of multiple attention modules in search of better

detection speed and detection accuracy [9].
For the vehicle speed measurement part, the current method relies on a conversion

relationship between the pixel distance and the actual distance, and due to the varying

size of the picture in terms of distance and proximity, this method can lead to objects in

the distance going even faster, so a more accurate method of measuring vehicle speed is

needed [10].
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