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Abstract 

The COVID-19 pandemic has caused millions of infections and 
deaths worldwide in an ongoing pandemic. With the passage of 
time, several variants of this virus have surfaced. Machine 
learning methods and algorithms have been very useful in 
understanding the virus and its implications so far. In this 
paper, we have studied a set of novelty detection algorithms and 
applied it to the problem of detecting COVID-19 variants. Our 
results show accuracies of 79.64% and 82.43% on the B.1.1.7 
and B.1.351 variants respectively on ProtVec unaligned 
COVID-19 spike protein sequences using One Class SVM with 
fine-tuned parameters. We believe that a system for automated 
and timely detection of variants will help countries formulate 
mitigation measures and study remedies in terms of medicines 
and vaccines that can protect against the new variants. 
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Introduction 

The Corona Virus Disease (COVID-19), caused by the SARS-

CoV-2 virus, has resulted in a global pandemic with a total of 

144 million infections and 3 million deaths [1]. In an effort to 

curb the spread of the virus, countries worldwide have been 

practicing mitigation measures in the form of social distancing, 

wearing face coverings, frequent sanitizing, lockdowns, and 

phased reopenings. The spread of the virus has prompted sev-

eral researchers to study the nature of the virus. There have been 

several proposed medications and remedies for COVID-19. 

More recently, several COVID-19 vaccines have been formu-

lated in an effort to help combat the virus. However, several 

new variants of the COVID-19 virus have emerged over time. 

As a result, it is important to study these variants to help plan 

appropriate interventions or mitigation measures. In this paper, 

we formulate the identification of new COVID-19 variants as a 

novelty detection problem and perform a comparison of several 

novelty detection algorithms to determine a suitable method for 

automatically detecting COVID-19 variants. We perform case 

studies on the B.1.1.7 variant and the B.1.351 variant and show 

that the One Class SVM model performs best at detecting 

COVID-19 variants. Our model is useful in the current scenario 

for the purpose of detecting new variants. 

Machine learning methods have been very useful in COVID-19 

so far. There have been methods applied to X-ray image classi-

fication [2, 3], NLP based methods on text [4, 5], epidemiolog-

ical data [6, 7], and biological sequence data [8, 9]. The chal-

lenges with studying COVID-19 data are as follows: (i) the vi-

rus is relatively new (records are available from December 

2019) compared to other viruses like HIV (Human Immunode-

ficiency Virus) [10] or influenza [11]  (ii) there are new records 

added everyday as this is an ongoing pandemic. 

In this paper, we study a set of novelty detection methods on 

COVID-19 spike proteins and evaluate their performance based 

on identification of new variants. We discuss our methods and 

provide our results on the B.1.1.7 and B. 1. 351 variants. 

Methods 

We now discuss the methods used for our study. For pre-pro-

cessing and converting the spike protein sequences to a set of 

features, we used two approaches, namely ProtVec [12] and 3-

mers. For our study, the main objective was to identify new 

COVID-19 variants using novelty detection methods. These 

methods are inspired by the biological process of “novelty de-

tection” whereby an organism identifies a process as “new” if 

it has not been encountered before. 

Pre-processing and Feature Construction 

ProtVec 

ProtVec [12] is a set of 100-dimensional representations of var-

ious combinations of three residues of proteins, along with a 

vector representation for ‘unknown’. It is possible to use Prot-

Vec for both aligned and unaligned protein sequences. In the 

present work, we construct the 100-dimensional representation 

for a protein sequence by adding the ProtVec vectors of over-

lapping residues of consecutive protein residues considered 

three at a time. For every group of three protein residues con-

taining the ‘gaps’ in the aligned protein sequences, we add the 

unknown token. As part of our study, we have also reduced the 

number of features using principal components analysis (PCA) 

retaining at least 95% variance in the data and report results on 

both the original vectors as well as the data after PCA has been 

applied. 

3-mers 

A biological sequence can be decomposed into a set of sub-

strings of length ‘k’. These substrings are known as k-mers. In 

this context, we implemented all our experiments using 3-mers 

in order to compare the results with the ProtVec approach. We 

collect all the frequencies of the 3-mer substring and arrange 

them in the form of a vector representation for each of the pro-

tein sequences. This forms our set of features for the 3-mer ap-

proach. However, it is to be noted at this point that the 3-mer 

approach generates a considerably large number of 3110 fea-

tures that have to be then provided as input to the novelty de-

tection algorithms. This was computationally intensive, and 

therefore, to simulate real-world situations where results are 

needed in a timely manner, we reduced the number of features 

using principal components analysis (PCA) to 268 dimensions 
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and only report results on the reduced number of dimensions 

that capture at least 95% variance of the data. 

Novelty Detection Algorithms 

Elliptic Envelope 

Elliptic Envelope is a method proposed by Rousseeuw and 

Driessen [13] that can be used for novelty detection. It is pri-

marily used for detecting outliers in a setting where the data is 

assumed to be Gaussian. 

Isolation Forest 

Isolation Forest is a method proposed by Liu et al. [14, 15] that 

can be applied to novelty detection. It works by randomly split-

ting and partioning features based on the maximum and mini-

mum value and building trees out of the splits. The forest of 

such trees containing shorter paths serves to ‘isolate’ the anom-

alies.  

Local Outlier Factor 

Local Outlier Factor [16] is a method that can be applied to 

novelty detection. It works by identifying the deviation in den-

sity of an observation with respect to its neighbors. The densi-

ties are compared to identify outliers with densities lower than 

their neighbors. We set ‘novelty’ parameter to ‘True’ in sklearn 

while using this approach. 

One Class SVM 

One Class SVM [17] is used to find anomalies based on sup-

port. It can be used with high-dimensional distributions and 

works with SVM (Support Vector Machine) as its basic algo-

rithm.   

Dimensionality Reduction 

Principal Components Analysis 

Principal Components Analysis (PCA) is a common dimen-

sionality reduction technique. We use the sklearn implementa-

tion of probabilistic PCA [18] to retain at least 95% variance in 

the data. For the ProtVec approach, PCA reduced the dimen-

sions from 100 to 1 and for the 3-mer approach, PCA reduced 

the dimensions from 3110 to 268. 

Sequence Alignment 

MAFFT 

In order to carry out multiple sequence alignment on the protein 

sequences, we use MAFFT v7.475 [19] with default parameter 

settings. The input is passed as the set of unaligned protein se-

quences in FASTA format, and the output is the set of aligned 

protein sequences with gaps (‘-’). 

Datasets 

Spike Proteins 

Spike proteins were obtained from the GISAID EpiCoVTM da-

tabase in FASTA format that contains the sequence header and 

sequence data in unaligned form. For our latest analysis, we 

downloaded the spike proteins till April 7. 

ProtVec protein vectors 

The ProtVec pre-trained 3-grams were downloaded from Har-

vard Dataverse [20]. This dataset contains the 100-dimensional 

vector representation for each 3-gram. We use our own code to 

obtain the vector representation for each protein sequence (both 

in the aligned as well as unaligned cases) as previously dis-

cussed in the ‘pre-processing and feature construction’ subsec-

tion. 

Sequence metadata 

In order to validate and perform a comparison of methods used 

for novelty detection, sequence metadata is needed, especially 

the date of collection and the variant type. In a real-life setting, 

such a method can be deployed without the need of labels. 

However, the metadata is considered in order to quantify the 

metrics for our present study. The sequence metadata was col-

lected from Nextstrain [21, 22]. The GISAID unique numbers 

were used to map the sequence metadata to their corresponding 

spike protein sequences. 

Implementation 

All pre-processing and programs were implemented using Py-

thon3. We used pandas [23] for pre-processing datasets and 

scikit-learn [24] for the dimensionality reduction and novelty 

detection algorithms. 

Results 

We now present the results of our study on COVID-19 variant 

detection. As previously discussed in the Methods section, we 

have used ProtVec and 3-mers respectively on the unaligned 

and aligned COVID-19 spike protein sequences. This provides 

us with the vector representations to which we then apply the 

variant detection methods. Table 1 shows the time taken by var-

ious pre-processing methods. We do not include the processes 

of aligning the sequences and generating labels since the same 

amount of time was taken for these processes. The time in sec-

onds shown in the table shows that generating vector represen-

tations for spike proteins using ProtVec takes more time com-

pared to the time taken for generating vector representations us-

ing 3-mers. The time difference in seconds is minimal in terms 

of pre-processing aligned and unaligned sequences where the 

vector representation method remains the same. It is to be noted 

at this point that we considered the metadata in chronological 

order based on the ‘Collection Data’ column. The sequences for 

the spike proteins have been retrieved from GISAID based on 

the ‘gisaid_epi_isl’ column. The variant information is ex-

tracted from the ‘PANGO Lineage’ column and serves as la-

bels. In order to present our results, we consider the records 

from the oldest record till the first occurrence of the variant to 

be the training data and the records from the first occurrence of 

a variant till the most recent record to be the test data.  

Table 1– Time taken by various pre-processing methods 

Pre-processing method Time (seconds) 
ProtVec unaligned 7318.8668 

3-mer unaligned 88.4325 

ProtVec aligned 7347.6524 

3-mer aligned 89.2525 

As previously discussed in the Methods section, we consider 

four novelty detection algorithms as part of this study: (i) Ellip-

tic Envelope, (ii) Isolation Forest, (iii) Local Outlier Factor, and 

(iv) One Class SVM. In order to determine the performance of 

the novelty detection algorithms, we use an accuracy metric for-

mulated as the fraction of the total number of records that the 

novelty method correctly classifies as a ‘novelty’ out of the total 

number of records containing the variant labels in the test data.
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Table 2– Accuracies for identification of variant B.1.1.7 using various novelty detection methods 

 

This gives a value between 0 and 1 where values closer to 1 

indicate better performance of the respective novelty detection 

algorithm. We first consider the default parameters for all of the 

above algorithms in sci-kit learn and apply it to the COVID-19 

training data for the B.1.1.7 and B.1.351 variants respectively. 

Table 1 and Table 2 show our results on the B.1.1.7 and B.1.351 

variants respectively. The cells highlighted in yellow indicate 

accuracies of the respective novelty detection algorithm above 

70% that show relatively better performance depending on the 

pre-processing method. The results of both B.1.1.7 and B.1.351 

indicate that One Class SVM gives the best performance. How-

ever, Table 2 and Table 3 only provide an overview of the re-

sults using default parameters of all novelty detection algo-

rithms and at this point, it is important to also consider tuning 

parameters.  Table 4 shows the results obtained after fine tuning 

parameters on OneClassSVM on ProtVec unaligned. We show 

results on varying the type of the kernel used for SVM as well 

as different values of the nu parameter that provides upper and 

lower bounds on the errors during training and support vectors 

respectively. 

The default kernel type is ‘rbf’ and the default nu value is 0.5 

in sklearn OneClassSVM (accuracies on the default values have 

been indicated in Table 2 and Table 3). 

We test out all combinations for kernel = {‘linear’, ‘poly’, ‘rbf’, 

‘sigmoid’} and nu = {0.2, 0.4, 0.6, 0.8}. Higher accuracies 

above 70% are highlighted in yellow. 

Table 3– Accuracies for identification of variant B.1.351 using 
various novelty detection methods 

 

 

Discussion 

The main aim of our study was applying a set of novelty detec-

tion algorithms on COVID-19 spike proteins in order to detect 

new variants.  

It is challenging to apply novelty detection algorithms to such 

a scenario because: (i) there is a notion of time with ‘new’ var-

iants occurring with the passage of time and (ii) there is no 

scope of validating the dataset since we consider the testing da-

taset records begin with the first occurrence of the novel vari-

ant. 

 We applied a set of novelty detection algorithms to the problem 

of detecting new COVID-19 variants. As discussed in the Re-

sults section, we show the accuracies on default parameters of 

these algorithms in Table 2 and Table 3 for the B.1.1.7 and 

B.1.351 variants respectively. Our results show that LocalOut-

lierFactor and OneClassSVM both perform reasonably well on 

ProtVec unaligned, with OneClassSVM performing slightly 

better. It is interesting to note that aligning sequences does not 

provide a significant edge in terms of performance in the con-

text of this problem. This can be explained in terms of adding 

extra ‘noise’ since we are adding the ‘unknown’ vector every-

time ‘-’ is encountered. However, this is not a problem with the 

3-mer approach since the presence of ‘-’ is discounted while 

using CountVectorizer from sklearn. Overall for both variants, 

ProtVec gives reasonable performance compared to the 3-mer 

approach. This can be explained based on the fact that ProtVec 

uses vectors for each ‘word’ to convey meaning while con-

structing the vector for the entire sequence. In essence, we for-

mulated a computer science approach using ProtVec, but there 

is contextual meaning behind each of the protein 3-grams from 

a biological perspective while using ProtVec. In addition, while 

using ProtVec, we add vector representations of 3-grams based 

on their occurrence, so we are also taking frequency into ac-

count. The final vector for the sequence thus contains the con-

textual as well as frequency information. However, the 3-mer 

vector is similar to a bag-of-words approach where we simply 

group together counts of 3-mer proteins based on frequency of 

occurrence. Using ProtVec gave us 100-dimensional vector 

representations of sequences while using the 3-mer approach, 

we obtained 3110-dimensional vector representations, which 

were difficult to apply to the novelty detection algorithms. We 

have used PCA as a means of reducing dimensions, the results 

of which are also indicated in Table 2 and Table 3. However, 

applying PCA to ProtVec did not yield any beneficial results in 

terms of accuracy. For the 3-mer approach, PCA was the only 

way to reduce the number of features and apply the novelty de-

tection algorithms as there was significant computational over-

head otherwise.

B.1.351 

Method 
ProtVec  
unaligned 

ProtVec  
aligned 

ProtVec  
unaligned  
+ PCA 

ProtVec  
aligned  
+ PCA 

3-mer  
unaligned  
+ PCA 

3-mer  
aligned  
+ PCA 

EllipticEnvelope 0.1622 0.1622 0.1622 0.1622 0 0 

IsolationForest 0.3108 0.3108 0.3108 0.2635 0 0 

LocalOutlierFactor 0.7297 0.6824 0.3784 0.2973 0.0068 0.0068 

OneClassSVM 0.7568 0.5203 0.6892 0.5405 0.6419 0.6554 

Time (seconds) 3.4829 3.2946 2.3084 2.2796 65.4902 62.3319 

B.1.1.7 
Parameter nu=0.2 nu=0.4 nu=0.6 nu=0.8 

kernel='linear' 0.5155 0.5567 0.6005 0.7526 
kernel='poly' 0.5206 0.5232 0.6082 0.7526 
kernel='rbf' 0.2474 0.6881 0.7552 0.7964 
kernel='sigmoid' 0.5541 0.518 0.6005 0.7526 
B.1.351 
Parameter nu=0.2 nu=0.4 nu=0.6 nu=0.8 

kernel='linear' 0.4527 0.4662 0.4932 0.6081 

kernel='poly' 0.4662 0.4662 0.5 0.6149 

kernel='rbf' 0.3378 0.6689 0.7703 0.8243 
kernel='sigmoid' 0.4527 0.4662 0.4932 0.6081 
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Table 4– Accuracies for parameters of OneClassSVM on ProtVec unaligned 

 

 

As shown in Table 1, even though the 3-mer approach is faster 

in terms of pre-processing compared to ProtVec, it is beneficial 

to use ProtVec in order to get better results in terms of accura-

cies in the context of novelty detection in COVID-19 spike pro-

tein sequences. It is important to note at this point that the pro-

cess of reducing features using PCA in the 3-mer method takes 

significant time compared to the ProtVec method while apply-

ing the novelty detection algorithms, and hence, the time taken 

by ProtVec is faster during the novelty detection phase itself. 

We then show results of fine-tuning parameters on 

OneClassSVM for ProtVec unaligned in Table 4. Our results 

indicate that the ‘rbf’ kernel provides the best accuracies at 

higher values of the ‘nu’ parameter for both variants. We ob-

tained the highest accuracies of 79.64% and 82.43% for the 

B.1.1.7 and B.1.351 variants respectively.  

We believe that our study will provide useful insights to aid re-

searchers in various countries to formulate mitigation strategies 

or study vaccines and medicines based on the new variants. 

This method is suitable for finding variants in real-time and can 

indicate the presence of new variants on a specific day. How-

ever, our work comes with certain limitations. We only focus 

on detecting novel variants as they appear, not create labels for 

their clinical significance. Future studies and extensions of this 

work could also consider integrating explanations on a biolog-

ical basis and explaining our results from a biological and med-

ical perspective. 

Conclusions 

In this paper, we study the performance of a set of novelty de-

tection algorithms and apply them to the detection of new 

COVID-19 variants. We show results on the B.1.1.7 and 

B.1.351 variants and obtain accuracies of 79.64% and 82.43% 

on B.1.17 and B.1.351 using OneClassSVM on ProtVec una-

ligned COVID-19 spike protein sequences with fine-tuned pa-

rameters. We believe that our study can help understand the vi-

rus further during the ongoing pandemic. 

Code 

The code for this paper is available at this link: 

https://github.com/sayantanibasu/covid19-variants . 
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