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Abstract

This paper presents a fault tolerant control (FTC) strategy for unstable linear
systems subject to actuator saturation and fault isolation delay. The solution
relies on virtual actuators, an active fault-hiding method that reconfigures
the faulty plant instead of the controller. The main contribution of the paper
consists in the design of the virtual actuators with guarantees that, if at the
fault isolation time the closed-loop system state is inside a region defined by
a value of the Lyapunov function, the state trajectory will converge to zero
despite the appearance of faults within a predefined set. In addition, the
design of the nominal controller is performed so as to maximize the tolerated
delay between the fault occurence and its isolation. Finally, the theoretical
results are demonstrated using an example.
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1. Introduction

Real-world actuators are always subject to limits in the magnitude of the
manipulated input. The control techniques that ignore these actuator limits
can be affected by degraded performance, and may even lead to instability
of the closed-loop system. Hence, recent research has focused on the anal-
ysis and synthesis of control systems with saturating actuators [1, 2]. The
developed solutions mainly use two approaches: the two-step paradigm, also
called anti-windup compensation [3, 4], where a controller which does not ex-
plicitly take into account the saturation is designed, and then a compensator
is added to handle the saturation constraints; and the one-step paradigm,
also called direct control design [5, 6], where the input constraints are taken
into account at the controller design stage.

In recent years, fault tolerant control (FTC) techniques have been in-
vestigated, with the objective of maintaining the performances under fault
occurrence close to the desired ones, and preserving stability conditions in
the presence of faults [7, 8]. Even though fault tolerance can be achieved
straightforwardly through the so-called hardware redundancy, i.e. by adding
redundant actuators and sensors that replace the faulty ones under fault oc-
currence, the analytical redundancy is often preferred in order to decrease
the overall economic cost. The existing analytical redundancy approaches
are usually classified into passive and active [9]. The passive FTC techniques
are control laws that take into account the fault as a system perturbation.
Thus, within certain margins, the control law has inherent fault tolerant ca-
pabilities, allowing the system to cope with the fault presence. On the other
hand, the active FTC techniques compensate the faults either by selecting a
precalculated control law or by synthesizing on-line a new control strategy.
The adaptation of the control law is done by using some information about
the fault so as to satisfy the control objectives with minimum performance
degradation after the fault occurrence (see [10, 11] for a review).

Among the successful active FTC strategies, there is the fault-hiding
paradigm [12], where the faulty plant is reconfigured instead of the con-
troller. The advantage of this paradigm, with respect to other active FTC
strategies, is that the property of fault tolerance can be added to an existing
control scheme, without affecting the other properties, e.g. stability and per-
formance, already attained by the controller under nominal situation. The
controller is kept in the loop by inserting a reconfiguration block between the
faulty plant and the controller when the fault occurs. The reconfiguration
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block is chosen so as to hide the fault from the controller point of view, allow-
ing it to see the same plant as before the fault. In case of actuator faults, the
reconfiguration block is named virtual actuator, because it generates a signal
which has the same effect, or approximately the same, as the faulty actuator
would have in the nominal system [13] (see Fig. 1 for a scheme illustrat-
ing the virtual actuator FTC concept). Initially proposed in a state-space
formulation for LTI systems [13], this active FTC strategy has been success-
fully extended to linear parameter varying (LPV) [14], Takagi-Sugeno [15],
piecewise affine [16], Lipschitz [17] and Hammerstein-Weiner [18] systems.
An equivalent formulation in input-output form has been recently proposed
in [19].

Figure 1: Virtual actuator FTC concept.

It is important to consider the actuator saturation constraints in the
application of an FTC strategy, especially when actuator faults are con-
sidered. In fact, fault tolerance against actuator faults is usually achieved
redistributing, in some way, the control effort corresponding to the faulty
actuators among the remaining healthy ones. This redistribution may lead
to saturation of both the faulty and the healthy actuators. Thus, if this fact
is neglected in the FTC system design, severe performance degradation or
instability may occur [20]. Some recent works have considered the problem
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of FTC systems subject to actuator saturations. [21] shows that failures re-
sulting from loss of actuator effectiveness in systems with input saturations
can be dealt with in the context of the absolute stability theory framework.
[22] presents two kinds of fault tolerant controllers (fixed-gain and adaptive)
for singular systems subject to actuator saturation. Both of these two con-
trollers are in the form of a saturation avoidance feedback. [23] develops
a fault tolerant control scheme that can achieve attitude tracking objective
for a flexible spacecraft in the presence of partial loss of actuator effective-
ness fault and actuator saturation using sliding mode control. The solution
proposed by [24] avoids to use the failed control actuators in the event of
a fault. Also, concepts such as graceful performance degradation [25, 26]
and reference reconfiguration [27, 28] have been introduced in the context
of FTC of systems subject to actuator saturations. However, only a few
works have considered this problem for unstable systems. [29] has proposed
a linear time varying (LTV) fault tolerant compensator, using the relevant
ability of LTV compensators to achieve simultaneous stabilization of several
systems. An active FTC scheme based on gain-scheduled H∞ control and
neural network for unstable systems has been proposed by [30]. Finally, [31]
develops a robust fault tolerant scheme based on variable structure control
for an orbiting spacecraft with a combination of unknown actuator failures
and input saturation.

However, even though an active FTC system can react to faults more
effectively than a passive FTC system can do, passive FTC techniques have
been preferred to the active ones when dealing with unstable systems [29,
31, 20]. In fact, the active FTC strategies require a fault detection and iso-
lation (FDI) module, and when unstable systems are considered, the time
delay between the appearance of the fault and the moment in which the
active strategy is activated (at the fault detection or isolation time) may
destabilize the system. According to our knowledge, [30] is the only work
dealing with active FTC for unstable system. However, in this reference, the
issues arising from the FDI time delay were not considered. Also, another
issue that has not been considered is the fact that, when dealing with un-
stable systems, the stability properties guaranteed by the control design are
regional, i.e. hold only for inputs up to some size or for initial states inside
a region of the state space [32]. The fault appearance, and the subsequent
control system reconfiguration brought by the active FTC strategies change
the regional stability properties of the control system, so it is necessary to
take into account this fact explicitly when the system is subject to actuator
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saturations.
The main contribution of this paper consists in the design of an active

FTC strategy for unstable systems subject to actuator saturation. Under the
assumption that a nominal controller has been already designed using the
direct control design paradigm to take into account the saturations, virtual
actuators are added to the control loop for achieving fault tolerance against a
predefined set of possible faults. In particular, faults affecting the actuators
and causing a change in the system input matrix are considered. The design
of the virtual actuators is performed in such a way that, if at the fault
isolation time the closed-loop system state is inside a region defined by a value
of the Lyapunov function, the state trajectory will converge to zero despite
the appearance of the faults. Also, it is shown that it is possible to obtain
some guarantees about the tolerated delay between the fault occurrence and
its isolation. Moreover, the design of the nominal controller can be performed
so as to maximize the tolerated delay.

It should be pointed out that, although saturations can be included within
the Hammerstein-Weiner formulation of the virtual actuators, the approach
proposed in this paper can be distinguished from the one introduced in [18]
since less restrictive assumptions are required. In particular, some delay in
the fault isolation is accepted, and the system matrix could be non-Hurwitz.
In fact, although applicable to stable systems, the approach proposed here-
after focuses on the unstable ones.

The paper is structured as follows. Section 2 recalls some known results
that will be used throughout the paper. Section 3 states the problems, that
are solved in Section 4. The theoretical results are illustrated using an ex-
ample in Section 5. Finally, the main conclusions are drawn in Section 6.

Notation: For a given matrix M ∈ Rnr×nc , the ith row will be denoted
as Mi, and the element located in its ith row and jth column as Mi,j. For
brevity, symmetric elements in a matrix are denoted by ∗ and M+MT will be
indicated as He {M}. If a matrix M ∈ Rn×n is symmetric, then M ∈ Sn×n.
I and O denote the identity matrix and the zero matrix of appropriate di-
mensions, respectively. A matrix M ∈ Sn×n is said positive definite (M � 0)
if all its eigenvalues are positive, and negative definite (M ≺ 0) if all its
eigenvalues are negative. Moreover, the symbol ⊗ denotes the Kronecker
product and † denotes the Moore-Penrose pseudoinverse.
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2. Preliminaries

Consider the autonomous nonlinear system

ẋ(t) = f (x(t)) (1)

where x ∈ Rnx is the state and f denotes a nonlinear function. For x(0) =
x0 ∈ Rnx , let us denote the state trajectory of the system (1) as ψ(t, x0).
Then, the domain of attraction of the origin is

S :=

{
x0 ∈ Rnx : lim

t→+∞
ψ(t, x0) = 0

}
(2)

Let P � O and denote

E(P, ρ) =
{
x ∈ Rnx : xTPx ≤ ρ

}
(3)

and let V (x(t)) = x(t)TPx(t) be a candidate Lyapunov function. The el-
lipsoid E(P, ρ) is said to be contractively invariant if V̇ (x(t)) < 0 for all
x ∈ E(P, ρ)\ {0}. Clearly, if E(P, ρ) is contractively invariant, it is inside the
domain of attraction S [33].

Remark 1. As stated in [34], there is a tradeoff between the degree of ap-
proximation of the domain of attraction and the simplicity of the representa-
tion. In the literature, several shapes for determining contractively invariant
regions have been considered, e.g. polytopes, but ellipsoids are widely used
due to their simplicity. For this reason, ellipsoids have been considered in
this work, even though the general idea behind the developed theory could be
adapted to more complex shapes, at the expense of increasing the complexity
of the approach.

Now, let us consider the following linear time invariant (LTI) system
subject to actuator saturations

ẋ(t) = Ax(t) +Bsat (u(t)) (4)

y(t) = Cx(t) (5)

where x ∈ Rnx is the state, u ∈ Rnu is the control input, y ∈ Rny is the
measured output, A ∈ Rnx×nx is the state matrix, B ∈ Rnx×nu is the input
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matrix, C ∈ Rny×nx is the output matrix, and sat : Rnu → Rnu is the
saturation function, defined as

sat(u) =


sat1(u1)

...
sati(ui)

...
satnu(unu)

 , sati(ui) =


αi (ui > αi)
ui (|ui| ≤ αi)
−αi (ui < −αi)

(6)

where α = (α1, . . . , αnu)T ∈ Rnu is a given vector with positive entries. For
an output feedback law u(t) = g (y(t)) = g (Cx(t)), let us define L(u, α) the
region of the state space in which the actuators are not saturated.

Then, the following lemma [35] gives the conditions for designing a dy-
namic output feedback controller for the system (4)-(5)

ẋc(t) = Acxc(t) +Bcy(t) (7)

uc(t) = Ccxc(t) +Dcy(t) (8)

such that, if u(t) = uc(t), then E(P, 1) ⊆ S and E(P, 1) ⊆ L (u, α), i.e. the
controller will be such that for any initial closed-loop state vector satisfying(

x(0)T xc(0)T
)
P

(
x(0)
xc(0)

)
≤ 1 (9)

the control input never saturates, and the state trajectory converges to the
origin.

Lemma 1. (Output Feedback Controller Design) Let X, Y ∈ Snx×nx, F ∈
Rnx×ny , K ∈ Rnu×nx and L ∈ Rnu×ny be such that

He {XA+ FC} ≺ 0 (10)

He {AY +BK} ≺ 0 (11) X I CTLTi
I Y KT

i

LiC Ki α2
i

 � 0 (i = 1, . . . , nu) (12)

then the controller (7)-(8), with matrices calculated as(
Ac Bc
Cc Dc

)
=

(
Z XB
0 I

)−1( − (A+BLC)T −XAY F
K L

)(
−Y 0
CY I

)−1
(13)
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Z = X − Y −1 (14)

is such that, for the closed-loop system obtained with u(t) = uc(t), E(P, 1) ⊆
S and E(P, 1) ⊆ L (u, α) where

P =

(
X Z
Z Z

)
(15)

Proof. See [35]. �

Remark 2. The shape of the ellipsoidal invariant set can be fixed, or forced
to be optimized in some desired sense, e.g. optimizing det(X) or trace(X),
during the application of Lemma 1. However, this optimization could lead
to an ellipsoid that favors some state variables more than the others, that
may be undesired in some situations.

Let us recall the following lemma that relates a Lyapunov inequality with
its dual version [36].

Lemma 2. (Equivalence of Lyapunov inequalities) Consider the following
matrix inequality

ATQ+QA ≺ 0 (16)

for a given matrix A and Q � 0. Then, if (16) holds, also the following
matrix inequality holds

AQ−1 +Q−1AT ≺ 0 (17)

Proof. It is straightforward to obtain (17) by pre- and post-multiplying
(16) by Q−1. �

Also, the following lemma gives a constraint on the scalar product of two
vectors [37].

Lemma 3. (Magnitude of the scalar product of two vectors) Given two vec-
tors m and x, the existence of Q � 0 such that(

Q−1 Q−1m
mTQ−1 γ2

)
� 0 (18)

implies that
∣∣mTx

∣∣ ≤ γ ∀x ∈ E(Q, 1).
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Proof. This lemma is a direct consequence of applying Schur complement
to (18). �

Finally, the last lemma provides some conditions for the decay or growth
rate of a quadratic function of the state of an LTI system [38].

Lemma 4. (Exponential decay/growth of linear systems) Consider the fol-
lowing region of the complex plane

D =
{
z ∈ C : fD(z) = χ+ zδ + z̄δT < 0

}
(19)

where χ ∈ SnD×nD and δ ∈ RnD×nD , and the dynamical system

ẋ(t) = Ax(t) (20)

Assume that there exists P � 0 such that

MD (A,P ) = χ⊗ P + δ ⊗ PA+ δT ⊗ ATP ≺ 0 (21)

Then, the quadratic function V (x(t)) = x(t)TPx(t) satisfies

1

2

V̇ (x(t))

V (x(t))
∈ D ∩ R (22)

for all x(t) 6= 0.

Proof. See [38]. �

3. Problem Statement

Let us consider the following system subject to actuator saturations

ẋ(t) = Ax(t) + B(t)sat (u(t)) (23)

y(t) = Cx(t) (24)

with

B(t) =

{
B t < tf

Bf ∈
{
B

(1)
f , . . . , B

(nf )

f

}
t ≥ tf

(25)

where B ∈ Rnx×nu and the corresponding LTI system obtained from (23),
that corresponds to (4)-(5), will be referred to as nominal input matrix and
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nominal system, respectively, Bf ∈ Rnx×nu and the corresponding LTI system
obtained from (23) will be referred to as faulty input matrix and faulty system,
respectively, tf ∈ R+ is the fault occurrence time and the function sat (u(t))

is defined as in (6). The nf matrices B
(1)
f , . . . , B

(nf )

f ∈ Rnx×nu are such that

rank
(
B

(h)
f

)
< rank (B) (26)

and the pairs (
A,B

(h)
f

(
B

(h)
f

)†
B

)
(27)

are stabilizable, ∀h = 1, . . . , nf .

Problem 1: Assume that an output feedback controller (7)-(8) has been
designed for the nominal system using Lemma 1, such that E(P, 1) ⊆ S and
E(P, 1) ⊆ L (u, α), and let us consider the control law

u(t) =


uc(t) t < tI
u
(1)
f (t) t ≥ tI ,B(t) = B

(1)
f

...
...

u
(nf )

f (t) t ≥ tI ,B(t) = B
(nf )

f

(28)

where tI ∈ R+, tI ≥ tf is the fault isolation time, that is assumed to be

provided by an FDI module. Design u
(1)
f (t), . . . , u

(nf )

f (t) and maximize νf ∈
]0, 1] such that, for all t ≥ tI , E(P, νf ) is contractively invariant for the system
(23)-(24) with control law (28), and E(P, νf ) ⊆ L(u, α). �

In other words, in Problem 1, it is wished to design u
(1)
f (t), . . . , u

(nf )

f (t)
and maximize the value of νf such that it is guaranteed that if at the fault
isolation time tI (

x(tI)
T xc(tI)

T
)
P

(
x(tI)
xc(tI)

)
≤ νf (29)

then the control input will not saturate for all t ≥ tI , and the state trajectory
will converge to the origin.

It is clear that under the assumption of instantaneous fault isolation, if the
closed-loop state trajectory has reached E(P, νf ), the solution of Problem 1
guarantees the state trajectory convergence under fault occurrence. However,
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this is not the case when there is a delay in the fault isolation, i.e. tI − tf >
0. In fact, between the occurrence of the fault, that changes the system
input matrix from B to some B

(h)
f , and the fault isolation time, where the

appropriate control u
(h)
f begins to be applied, there is a time interval where

the system is driven by the nominal control uc(t). During this period, there
is no guarantee that, if the system had reached E(P, νf ) at time tf , it will
stay inside this region until tI . This fact can lead to severe consequences,
because if the state trajectory leaves E(P, νf ) before tI , the system could be
destabilized [30].

Given
[
x(tf )

T xc(tf )
T
]T ∈ E (P, νf ), let us define, for the faulty system

(23)-(24) with B(t) = B
(h)
f , h = 1, . . . , nf , under control law u(t) = uc(t),

the critical fault isolation time
_

t
(h)

I (x(tf ), xc(tf )) ≥ tf as the time instant
such that [

x

(
_

t
(h)

I

)T
xc

(
_

t
(h)

I

)T ]T
∈ E (P, νf )

but [
x

(
_

t
(h)

I + tε

)T
xc

(
_

t
(h)

I + tε

)T ]T
/∈ E (P, νf )

for all tε > 0.
Hence, it is interesting to solve the following problem, that improves the

overall system robustness against the time isolation delay.

Problem 2: Find, among the output feedback controllers (7)-(8) that can be

obtained from Lemma 1, the one that maximizes min
h=1,...,nf

t̂
(h)
I (x(tf ), xc(tf ))

for all
[
x(tf )

T xc(tf )
T
]T ∈ E (P, νf ), where t̂

(h)
I (x(tf ), xc(tf )) is an esti-

mation of
_

t
(h)

I (x(tf ), xc(tf )).

Remark 3. The critical fault isolation time indicates that the guarantees of
non-saturating control input and state trajectory convergence to the origin

given by the solution of Problem 1 are lost if tI >
_

t
(h)

I (x(tf ), xc(tf )). It is
worth highlighting that the conditions given in this paper are sufficient, as al-
ways happens when using Lyapunov theory results. Hence, it is possible that
the system exhibits state trajectory convergence to zero with non-saturating

control input even if tI >
_

t
(h)

I (x(tf ), xc(tf )).
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4. Main Results

4.1. Solution to Problem 1

The solution to Problem 1 proposed in this paper relies on the virtual
actuator technique. The virtual actuators have the following structure

ẋ(h)v (t) =
(
A+B(h)

∗ M (h)
)
x(h)v (t) +

(
B −B(h)

∗
)
uc(t), x(h)v (tI) = 0 (30)

u
(h)
f = N (h)

(
uc(t)−M (h)x(h)v (t)

)
(31)

where h = 1, . . . , nf , x
(h)
v are the virtual actuators states, M (h) ∈ Rnu×nx are

the virtual actuators gains to be designed, and the matrices N (h) and B
(h)
∗

are given by

N (h) =
(
B

(h)
f

)†
B (32)

B(h)
∗ = B

(h)
f N (h) = B

(h)
f

(
B

(h)
f

)†
B (33)

Also, in order to obtain the fault-hiding characteristic, the output equa-
tion (24) is slightly changed after tI , as follows

y(t) = C
(
x(t) + x(h)v (t)

)
t ≥ tI , B(t) = B

(h)
f (34)

The overall fault tolerant control scheme, made up by the system (23)
with output equation (34) and control law (28), the output feedback con-
troller (7)-(8) and the virtual actuators (30)-(31), is shown in Fig. 2.

Then, the following theorem provides the conditions to design the virtual
actuators with guarantees that, if at the fault isolation time tI , the closed-
loop system state is inside E(P, νf ), the state trajectory will converge to zero

despite the change of the input matrix from B to B
(h)
f due to the fault.

Theorem 1. Let X−1va ∈ Snx×nx and Γ(h) ∈ Rnu×nx, h = 1, . . . , nf be such
that

He

{(
νfAclP

−1 O2nx×nx

νfA
(h)
∗ P−1 AX−1va +B

(h)
∗ Γ(h)

)}
≺ 0 (35)

X−1va

(
Γ
(h)
j

)T
Γ
(h)
j

(
αi

‖N(h)
i ‖

−µf

)2

n
(h)
ũ

 � 0 i = 1, . . . , nu

∥∥∥N (h)
i

∥∥∥ 6= 0 (36)
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Figure 2: Overall fault tolerant control scheme.
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hold, where

Acl =

(
A+BDcC BCc

BcC Ac

)
(37)

A(h)
∗ =

( (
B −B(h)

∗

)
DcC

(
B −B(h)

∗

)
Cc

)
(38)

µf = max
E(P,νf )

‖uc‖ (39)

n
(h)
ũ is the number of non-zero elements in N

(h)
i , and j in (36) takes values

corresponding to the indices of the non-zero elements in N
(h)
i . Then, if the

virtual actuators gains M (h) in (30)-(31) are calculated as M (h) = Γ(h)Xva,
E(P, νf ) is contractively invariant for the system (23)-(24) with control law
(28), and E(P, νf ) ⊆ L(u, α), ∀t ≥ tI .

Proof. First of all, let us notice that inside L(u, α) the overall closed-loop
system made up by the system (23), with output equation (34) and control
law (28), the nominal controller (7)-(8), and the virtual actuator (30)-(31)
can be brought to a block triangular form by means of a similarity transfor-
mation, by considering the state x

(h)
w (t) = x(t) + x

(h)
v (t) instead of x(t), and

taking into account (33), as follows(
ẋ
(h)
cl (t)

ẋ
(h)
v (t)

)
=

(
Acl O2nx×nx

A
(h)
∗ A

(h)
v

)(
x
(h)
cl (t)

x
(h)
v (t)

)
(40)

where

x
(h)
cl (t) =

(
x
(h)
w (t)
xc(t)

)
(41)

A(h)
v = A+B(h)

∗ M (42)

Let us consider the following Lyapunov function to assess the stability of
(40)

V2(t) =

(
x
(h)
cl (t)

x
(h)
v (t)

)T ( P
νf

O2nx×nx

Onx×2nx Xva

)(
x
(h)
cl (t)

x
(h)
v (t)

)
(43)

with Xva � 0, that leads to the following Lyapunov inequality

He

{( P
νf

O2nx×nx

Onx×2nx Xva

)(
Acl O2nx×nx

A
(h)
∗ A

(h)
v

)}
≺ 0 (44)

14



By applying Lemma 2, (44) is equivalent to

He

{(
Acl O2nx×nx

A
(h)
∗ A

(h)
v

)(
νfP

−1 O2nx×nx
Onx×2nx X−1va

)}
≺ 0 (45)

that can be brought to the LMI form (35) through the change of variable
Γ(h) = M (h)X−1va .

Hence, if (35) holds, the closed-loop trajectories of (40) will converge to
the origin as long as the inputs u do not saturate. The remaining part of the
proof will aim at demonstrating that, thanks to the LMIs (36), if(

x(tI)
T xc(tI)

T
)T ∈ E (P, νf ) (46)

then the control inputs u will not saturate, despite the additional effort
brought by the virtual actuator.

To do so, let us notice that (31) is equivalent to

u
(h)
f,i = N

(h)
i

(
uc(t)−M (h)x(h)v (t)

)
(47)

where u
(h)
f,i refers to the ith control input (i = 1, . . . , nu), such that the non-

saturating condition would be∣∣∣u(h)f,i

∣∣∣ =
∣∣∣N (h)

i

(
uc(t)−M (h)x

(h)
v (t)

)∣∣∣
≤
∥∥∥N (h)

i

∥∥∥(‖uc(t)‖+
∥∥∥M (h)x

(h)
v (t)

∥∥∥)
≤
∥∥∥N (h)

i

∥∥∥(µf +
∥∥∥M (h)x

(h)
v (t)

∥∥∥) ≤ αi

(48)

where µf is defined in (39) as

µf = max
E(P,νf )

‖uc‖

Hence, the following condition can be obtained from (48) for assuring the
non-saturation of the control inputs∥∥∥N (h)

i

∥∥∥ (µf +
∥∥M (h)x(h)v (t)

∥∥) ≤ αi (49)

Notice that (49) is satisfied without need of additional considerations for

i such that
∥∥∥N (h)

i

∥∥∥ = 0. In cases where
∥∥∥N (h)

i

∥∥∥ 6= 0, (49) is equivalent to∥∥M (h)x(h)v

∥∥ ≤ αi∥∥∥N (h)
i

∥∥∥ − µf (50)
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The left-hand side of (50) is the norm of a vector. At the expense of
introducing some conservativeness, it is possible to transform (50) into an-
other condition concerning the norms of scalars. To do so, let us notice that,
looking at (47), only the rows of M (h) corresponding to non-zero elements

of N
(h)
i will contribute to u

(h)
f,i . Let us denote these rows as M

(h)
j , and the

number of non-zero elements of N
(h)
i as n

(h)
ũ . Eq. (50) can be replaced with√√√√√ nu∑

j=1,N
(h)
i,j 6=0

∣∣∣M (h)
j x

(h)
v

∣∣∣2 ≤ αi∥∥∥N (h)
i

∥∥∥ − µf (51)

and notice that (51) holds if

∣∣∣M (h)
j x(h)v

∣∣∣ ≤
(

αi∥∥∥N(h)
i

∥∥∥ − µf
)

√
n
(h)
ũ

j = 1, . . . , nu N
(h)
i,j 6= 0 (52)

Applying Lemma 3 to (52), it is obtained that the existence of Q � 0
such that

Q−1 Q−1
(
M

(h)
j

)T
M

(h)
j Q−1

(
αi

‖N(h)
i ‖

−µf

)2

n
(h)
ũ

 � 0 j = 1, . . . , nu N
(h)
i,j 6= 0 (53)

implies that (52) holds ∀x(h)v ∈ E(Q, 1). By choosing Q = Xva, and applying
the change of variable Γ(h) = M (h)X−1va the LMIs (36) are obtained.

To complete the proof, it is needed to demonstrate that if (46) is true, then

x
(h)
v (t) ∈ E(Xva, 1)∀t ≥ tI . This is straightforward, since (46) corresponds to

(29), that is equivalent to(
x(tI)

T xc(tI)
T
) P
νf

(
x(tI)
xc(tI)

)
≤ 1 (54)

and, since x
(h)
v (tI) = 0 (see Eq. (30)), x(tI) in (54) can be replaced with

x
(h)
w (tI), thus obtaining that V2(tI) ≤ 1, where V2(t) is defined in (43). Due

to the fact that V̇2(t) < 0 ∀t ≥ tI , it follows that x
(h)
v (t) ∈ E(Xva, 1). This

completes the proof. �
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Under the assumption of stabilizability of the pairs
(
A,B

(h)
∗

)
, the fea-

sibility of the conditions (35)-(36) provided by Theorem 1 depends on the
value of νf . The smaller is νf , the more likely is the feasibility of (35)-(36).

The definition of Problem 1 involves the maximization of νf subject to the
feasibility of (35)-(36). This problem can be solved applying any gradient-
free constrained optimization algorithm [39].

Remark 4. Notice that, due to the block-triangularity of the state matrix
in (40), a necessary condition for the closed-loop system stability is that

A
(h)
v , defined in (42) is stable. The existence of M such that A

(h)
v is stable is

guaranteed by the fact that the pairs
(
A,B

(h)
∗

)
are stabilizable (see (27)).

Remark 5. Solving Problem 1 using Theorem 1 involves finding µf defined
in (39). µf can be found using optimization algorithms, e.g. the fmincon
function in the Matlab Optimization Toolbox [40]. Due to the linearity of
the control input uc with respect to the states x and xc (see Eq. (8)), it is
possible to reduce the inequality constraint given by E(P, νf ) to an equality
constraint, by searching the maximum of uc on the frontier of E(P, νf ).

4.2. Solution to Problem 2

As a first step to solve Problem 2, let us consider the following theorem,

that provides t̂
(h)
I (x(tf ), xc(tf )) for all

[
x(tf )

T xc(tf )
T
]T ∈ E(P, νf ).

Theorem 2. Let λ(h) ∈ R+ be such that

−2λ(h)P +He

{
P

(
A+B

(h)
f DcC B

(h)
f Cc

BcC Ac

)}
≺ 0 (55)

and let
[
x(tf )

T xc(tf )
T
]T

= xf ∈ E(P, νf ). Then[
x(t)T xc(t)

T
]T ∈ E(P, νf ) ∀t ∈

[
tf , t̂

(h)
I (x(tf ), xc(tf ))

]
(56)

with

t̂
(h)
I (x(tf ), xc(tf )) = tf +

1

2λ(h)
ln

(
νf

xTf Pxf

)
(57)
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Proof. The faulty system (23)-(24), with B(t) = B
(h)
f , together with the

output feedback controller (7)-(8), can be rewritten in the closed-loop au-
tonomous form as(

ẋ(t)
ẋc(t)

)
=

(
A+B

(h)
f DcC B

(h)
f Cc

BcC Ac

)(
x(t)
xc(t)

)
(58)

Let us apply Lemma 4 to (58) using the region Re(z) < λ(h), that corre-
sponds to (19) with χ = −2λ(h) and δ = 1, such that (21) reads as

−2λ(h)P +He

{
P

(
A+B

(h)
f DcC B

(h)
f Cc

BcC Ac

)}
≺ 0 (59)

Hence, if (59) holds, (22) is true for the quadratic function V (x(t), xc(t)) =(
x(t)T xc(t)

T
)
P
(
x(t)T xc(t)

T
)T

, that implies

V (x(t), xc(t)) ≤ V (xf )e
2λ(h)(t−tf ) = xTf Pxfe

2λ(h)(t−tf ) (60)

By considering the condition V (x(t), xc(t)) ≤ νf , that defines E(P, νf ),
it is straightforward to obtain (56). �

From (57) it can be seen that, to attain a solution to Problem 2, it is
necessary to minimize λ = max

h=1,...,nf
λ(h). Hence, this solution is given by the

following corollary, which is obtained combining Lemma 1 and Theorem 2.

Corollary 1. Let X, Y ∈ Snx×nx, F ∈ Rnx×ny , K ∈ Rnu×nx, L ∈ Rnu×ny ,
F (h) ∈ Rnx×ny and N (h) ∈ Rnx×nx, h = 1, . . . , nf , correspond to the solution
to the following constrained minimization problem

minλ (61)

subject to (10)-(12) and

−2λ

(
X I
I Y

)
+He

{(
XA+ F (h)C N (h)

A+B
(h)
f LC AY +B

(h)
f K

)}
≺ 0 ∀h = 1, . . . , nf

(62)

Then, the output feedback controller (7)-(8), with matrices calculated as

(13)-(14) maximizes min
h=1,...,nf

t̂
(h)
I (x(tf ), xc(tf )) for all

[
x(tf )

T xc(tf )
T
]T ∈
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E (P, νf ), where t̂
(h)
I (x(tf ), xc(tf )) is the estimation of

_

t
(h)

I (x(tf ), xc(tf )) ob-
tained as (57) with P defined as in (14)-(15)

P =

(
X X − Y −1

X − Y −1 X − Y −1
)

Proof. The design condition (62) corresponds to the analysis condition (55)
with λ = λ(h). In fact, by applying a congruent transformation to (55) with

Γ =

(
I 0
Y −Y

)
(63)

and λ = λ(h), the following is obtained

−2λ

(
X I
I Y

)
+He

{(
XA+XB

(h)
f Cc Υ(h)

A+B
(h)
f DcC AY +B

(h)
f DcCY −B(h)

f CcY

)}
< 0

(64)

with

Υ(h) = XAY +XB
(h)
f DcCY −XB(h)

f CcY + ZBcCY − ZAcY (65)

From (64), (62) can be obtained using the following change of variables(
N (h) F (h)

K L

)
=

(
XAY 0

0 0

)
+

(
Z XB

(h)
f

0 I

)(
Ac Bc

Cc Dc

)(
−Y 0
CY I

)
(66)

Since a common λ is being used, it is clear that λ = max
h=1,...,nf

λ(h), and by

minimizing λ, we are maximizing min
h=1,...,nf

t̂
(h)
I , defined as in (57). �

Finally, in case that the design of an FTC system that solves Problem 1
and Problem 2 at the same time is desired, the following algorithm summa-
rizes the necessary steps to do so

Find X, Y , F , K, L, F (h), N (h), h = 1, . . . , nf that minimize λ subject
to (10)-(12) and (62);
Calculate the controller matrices Ac, Bc, Cc, Dc using (13)-(14);

Find X−1va , Γ(h), h = 1, . . . , nf that maximize νf subject to (35)-(36);

Calculate the virtual actuator gain M (h) = Γ(h)Xva.
Algorithm 1: Algorithm for solving Problem 1 and Problem 2.
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5. Example

Let us consider a system subject to actuator saturations as in (23)-(24),
with

A =

(
2 0
1 1.5

)
C =

(
1 0
0 1

)

B(t) =


B =

(
1 0
0 1

)
t < tf

Bf =

(
1 0
0 0

)
t ≥ tf

and sat(u) defined as in (6) with αi = 10, i = 1, 2. Notice that rank(Bf ) = 1
and rank(B) = 2, i.e. (26) holds. Also, in this case, B∗ calculated as in (33)
equals Bf , and it is easy to verify that the pair (A,B∗) is stabilizable, since
the corresponding controllability matrix has rank 2.

By choosing X = I in order to guarantee that, if xc(0) = 0, the control
input will never saturate, and the state trajectory will converge to the origin
if x1(0)2 +x2(0)2 ≤ 1, Lemma 1 is applied, and the LMIs (10)-(12) are solved
using the YALMIP toolbox [41] with SeDuMi solver [42]. Then, the controller
matrices are calculated using (13), as follows

Ac =

(
−16.6325 −0.2556
−0.3130 −15.9459

)
Bc =

(
−16.0585 0.1392
−0.8227 −15.6573

)
Cc =

(
0.0894 0.0255
0.0218 0.0563

)
Dc =

(
−2.4119 −0.3530
−0.4528 −1.6959

)
and the Lyapunov matrix P is given by (15)

P =


1 0 0.9108 −0.0144
0 1 −0.0144 0.9471

0.9108 −0.0144 0.9108 −0.0144
−0.0144 0.9471 −0.0144 0.9471


Problem 1, as described in Section 4.1, is solved applying an iterative opti-

mization algorithm, obtaining a maximum value νf = 0.02, that corresponds
to a value of µf , defined as in (39), equal to 1.2486.

Then, by applying Theorem 1, the matrix Xva and the virtual actuator
gain M are given by

Xva =

(
0.7495 1.4030
1.4030 3.0214

)
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M =

(
−6.3250 −9.1499

0 0

)
Let us consider a simulation that lasts 20 s with x(0) =

(
1 0

)T
, xc(0) =(

0 0
)T

, and tf = 2 s. At first, the assumption of instantaneous fault

isolation is done, i.e. tI = tf . Since
(
x(0)T xc(0)T

)T ∈ E (P, 1), the
state trajectory will converge towards the origin and the control input will
not saturate in the time interval [0, tf ], as shown in Fig. 3 and Fig. 4,
respectively.
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Figure 3: State trajectory, tf = tI = 2 s.

Also, as shown in Fig. 5, the evolution of the Lyapunov function

V (t) =

(
xcl(t)
xv(t)

)T (
P O4×2

O2×4 νfXva

)(
xcl(t)
xv(t)

)
(67)
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Figure 4: Control inputs, tf = tI = 2 s.

is such that V (tf ) = 0.0166 < νf = 0.02. Hence, according to Theorem
1, the activation of the virtual actuator at time tI = tf guarantees that
the system trajectory will converge to the origin with non-saturating control
inputs despite the change in the input matrix from B to Bf . This is shown in
Fig. 3, where it can be seen clearly that, due to the activation of the virtual
actuator, the states xv1 and xv2 take values different from zero, and in Fig. 4,
where the reconfiguration of the control inputs brought by the change in the
control law from uc(t) to uf (t) is depicted. Also, as expected, the Lyapunov
function V (t) takes decreasing-in-time values despite the fault occurrence, as
shown in Fig. 5.

To conclude the analysis of the results, let us analyze the trajectories in
the phase planes, shown in Figs. 6-8. It can be seen that the evolution of x(t),
xc(t) and xv(t) is such that at time tI all the states are inside E(P, νf ), whose
projections in the considered phase plane are depicted in magenta color.
After tI , the state xw(t) = x(t) + xv(t) continues smoothly the evolution of
the state x(t) before tI ; on the other hand, x(t) will eventually converge to
the origin because both xw(t) and xv(t) will do so.

Let us now consider the more realistic case where tI > tf , using the
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Figure 5: Lyapunov function V (t), tf = tI = 2 s.
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results obtained in Section 4.2. The application of Theorem 2 gives a value
λ = 2.1873, that corresponds to

t̂I = tf +
1

4.3746
ln

(
0.02

xTf Pxf

)
(68)

At time tf = 2 s, xTf Pxf = 0.0166, so that (68) gives t̂I = 2.043 s,
that is, if the fault isolation is performed within 0.043 s, the system state is
guaranteed to be inside E(P, νf ) for νf = 0.02 when the control uf (t) begins
to be used instead of uc(t). This is confirmed by the simulation, as shown
in Fig. 9. It is worth remarking that t̂I is only an estimation of the critical
fault isolation time that, for the considered example, can be determined by

various simulations as
_

t I = 2.088 s.
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Figure 9: Phase plane of x(t) and xw(t), tf = 2 s, tI = 2.043 s.

By applying Corollary 1, a value λ = 0 is achieved with the controller
matrices

Ac =

(
−25.3686 −27.1944
−28.6509 −75.3926

)
Bc =

(
−17.5185 −8.4822
−14.1644 −39.2691

)
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Cc =

(
0.0413 0.0199
−0.0210 −0.1043

)
Dc =

(
−3.7867 −4.1372
−1.6709 −4.1821

)
and Lyapunov matrix

P =


1 0 0.8191 −0.2823
0 1 −0.2823 0.3018

0.8191 −0.2823 0.8191 −0.2823
−0.2823 0.3018 −0.2823 0.3018

 (69)

Notice that achieving the case λ = 0, that would correspond to t̂I = ∞
using (57), is equivalent to the existence of a nominal controller that is robust
against the considered fault. In fact, by repeating the simulation with this
controller, assuming that the fault is not isolated during the simulation, it
can be seen that the state trajectory with the nominal controller will still
converge to zero despite the fault occurrence (see blue line in Fig. 10). On
the other hand, the closed-loop system with the controller that had been
designed without applying Corollary 1, i.e. using Lemma 1, is such that the
state trajectory diverges if no fault isolation is performed (see red line in Fig.
10). Also, as expected, in the case where the state trajectory converges to
zero, the control inputs are inside the saturation limits, as shown in Fig. 11.

6. Conclusions

In this paper, the problem of FTC of unstable systems subject to actu-
ator saturation and fault isolation delay has been considered. The adopted
solution relies on virtual actuators, a fault-hiding active FTC strategy that
reconfigures the faulty plant instead of the controller. Some conditions have
been obtained for designing the virtual actuators in such a way that it is
guaranteed that, if at the fault isolation time the closed-loop system state
is inside a region defined by a value of the Lyapunov function, the state
trajectory will converge to zero despite the fault and, moreover, the inputs
will not saturate at any time. Afterwards, the problem of delays in the fault
isolation has been considered by showing that an estimation of the allowed
fault isolation delay can be obtained by analyzing the Lyapunov function
using the notion of LMI regions. Moreover, the nominal controller can be
designed so as to maximize the allowed fault isolation delay.

A numerical example has shown the effectiveness of the proposed strategy.
In particular, it has been demonstrated that the proposed design strategy

26



−1.5 −1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

1.5

x
1
, x

w1
 = x

1
+x

v1

x 2, x
w

2 =
 x

2+
x v2

 

 
Projection of E(P,ν

f
) on the

plane x
1
, x

2
 (without Corollary 1)

Projection of E(P,ν
f
) on the

plane x
1
, x

2
 (with Corollary 1)

x(t) without Corollary 1
x(t) with Corollary 1

t
f

t
f
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enhances the performances of the control system against fault isolation delay.
As a special result of the design conditions, it has been obtained a controller
that is robust against the considered fault, such that no fault isolation is
needed for the system to keep its stability, and for the state trajectory to
converge asymptotically to zero under fault occurrence.
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